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“If you can’t explain it simply, you don’t understand it well enough.”

Albert Einstein
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Resum

Escola Tècnica Superior d’Enginyeria de Telecomunicació de Barcelona

TSINGHUA UNIVERSITY, NiuLab

per Àlex Oliveras Mart́ınez

L’escenari que s’estudia en aquest projecte es un sistema MIMO broadcast multiusuari.

Això significa que l’estació base té un nombre significant d’antenes, varis usuaris amb

una sola antena repartits per la cella, i només es considera l’enlla descendent. S’utilitza

un precodificador per augmentar la capacitat del canal. S’estudien tres precodificadors

diferents, els zero forcing, el matched filter i l’MMSE. La CSI se suposa incompleta. Això

significa que alguns usuaris transmeten tota la CSI però d’altres només transmeten una

part d’aquesta. En aquest escenari es realitzen varies simulacions i s’obté que quan el

nombre d’usuaris amb CSI incompleta és suficientment alt els tres precodificadors es

comporten semblant. També s’ensenya un resultat sorprenent quan el nombre d’antenes

i usuaris s’augmenta. Es comparen les tècniques de suposar la CSI mancant i de dividir

els usuaris amb CSI i sense. I s’obté que hi ha un llindar que fa una tècnica millor que

l’altre. Aquest llindar depèn del nombre d’antenes, usuaris , SNR, entre d’altres. Final-

ment s’explica que quan la correlació del canal MIMO augmenta la capacitat decreix. I

s’analitza una suposició de la CSI per explotar aquesta correlació.

http://www.upc.edu/
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Resumen

Escola Tècnica Superior d’Enginyeria de Telecomunicació de Barcelona

TSINGHUA UNIVERSITY, NiuLab

por Àlex Oliveras Mart́ınez

El escenario estudiado en este proyecto es un sistema MIMO broadcast multiusuario.

Esto significa que la estación base tiene un gran numero de antenas, varios usuarios con

una sola antena están repartidos por la cela, y solo se considera el enlace descendente.

Se utiliza un precodificador para augmentar la capacidad del canal. Tres precodifi-

cadores lineales son analizados, zero forcing, matched filter y MMSE. La CSI se supone

incompleta. Esto significa que algunos usuarios transmiten toda la CSI pero otros solo

transmiten una parte de esta. En este escenario se realizan varias simulaciones y se

obtiene que si el numero de usuarios con CSI incompleta es elevado, los tres precoders

se comportan de forma similar. Se muestra un resultado sorprendente cuando el numero

de antenas y usuarios se aumenta. Se compara la técnica de suponer la CSI y dividir

los usuarios con y sin CSI, y se descubre que existe un lindar donde una técnica es

mejor que la otra. Este lindar depende del numero de antenas, usuarios, SNR, entre

otros. Finalmente se explica que cuando la correlación de un canal MIMO aumenta, su

capacidad se reduce. Y una suposición para explotar esta correlación es analizada.

http://www.upc.edu/
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Abstract

Escola Tècnica Superior d’Enginyeria de Telecomunicació de Barcelona

TSINGHUA UNIVERSITY, NiuLab

by Àlex Oliveras Mart́ınez

The scenario studied in this project is a MIMO broadcast multiuser system. It means a

base station with a high number of antennas, several users with only one antenna spread

in the coverage area of this base station, and only considering the downlink. It is used

a precodification to increase the capacity of the channel. Three linear precoders are

studied, zero forcing, matched filter and MMSE. The CSI is suposed to be incomplete.

It means that some users transmit all the CSI but some others just transmit a part of

it. In this scenario is performed some simulations and its obtained that if the number

of users with incomplete CSI is high the three precoders have similar performance. It

is showed a surprising result when the number of antennas and users is increased. It

is compared the technique of assuming the missing CSI and splitting the users with

and without CSI and it is found that there is a threshold that makes one technique

better than the other. This threshold depends on the numbers of antennas, users, SNR,

etc. Finally it is explained that when the correlation of a MIMO channel increases its

capacity decreases. And an assumption to exploit this correlation is analyzed.
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Chapter 1

Introduction

1.1 Context

Now a days mobile communications has experienced a huge progress. In part for the

insertion of the smart phones in the society and in part due to the development of the

technology. The users had become more demanding on the services, and it is a challenge

to the companies to satisfy their demand. The only way to achieve this is through doing

research for increasing the capacity of the communication systems. It has not been an

easy way, because the old systems had reached their limits, so it has been designed new

techniques. This techniques created unresolved problems to keep the research on.

One of the techniques to improve mobile communications is the MIMO systems. MIMO

stands for multiple-input multiple-output, and refers to the use of multiple antennas

at the transmitter and receiver in wireless systems. It was introduced by Foschini [1]

and Telatar [2]. They predicted high spectral efficiency in MIMO systems with high

scattering environments and traceable variations of the channel. The large spectral

efficiency associated with MIMO channels are based on the premise that a rich scattering

environment provides independent transmission paths from each transmitting antenna to

each receiving antenna [3]. SISO systems used to exploit time and frequency resources,

but MIMO systems also use the spatial dimension provided by the multiple antennas.

In old systems multipath scattering is seen as an impairment to the information trans-

mission. However, in MIMO system, it can be seen as an opportunity to improve the

capacity of the channel. This increase of the performance is due to several factors. First

of all there is the array gain, that provides an increase of SNR by combining the re-

ceived signals from several antennas. This improve the resistance in front of noise and

interference. Also the spatial diversity gain increases the performance of the channel. It

1



2 Capacity and energy with incomplete CSIT

provides multiple path between the transmitter and the receiver and it makes the prob-

ability of deep fade decrease. Then there is the spatial multiplexing gain. It increases

the capacity of the channel by transmitting multiple independent data streams. The

receiver can separate the data streams if it is in a high scattering environment. Each

stream has the capacity of a SISO system, so the capacity is increased by a factor of

the number of streams. The last factor is the interference reduction. This is due to

the MIMO systems can focus the signal energy towards the desired user minimizing the

interference with other users.

To have an overview of the system in the figure 1.1 it can be seen a diagram of the

basic building blocks of a MIMO communication system. The information bits to be

transmitted are encoded and interleaved. This is used to reduce the error rate of the

channel. The codeword is mapped to data symbols by the symbol mapper. This means

that it is assigned a different electromagnetic wave pattern to each codeword to be

transmitted. The data symbols are input to a space-time encoder that outputs spatial

data streams. This add redundancy to provide reliability communication. The precoding

maps the data streams to the transmitting antennas. The signal is propagated through

the channel and arrives at the receiver. All the blocks in the receiver undo what has

been done for the transmitter to obtain the original data. This project is focused on the

precoder block and the channel.

Figure 1.1: Block diagram of a MIMO system.

In the recent years there has been lots of publications about MIMO techniques to improve

the capacity of the communications channels. And the achieved results can be seen in

the implementation of this technologies in the real life systems. For example MIMO is

used in the LTE/LTE-Advanced systems or in the IEEE 802.11n. But there is still a

lot of work to do in this topic. One of the open topics in MIMO systems is the dealing

with the CSI. It has been demonstrated that the use of CSI (at the receiver and/or the

transmitter) is improving the performance of the system. But as the CSI is obtained

at the receiver not always can be feedback to the transmitter. Some times it can be

transmitted just a part of it, or just some users can transmit it, etc. There is still a lot

of work to do on knowing the performance of the system in this scenarios.
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1.2 Goals

The main goal of this project is to research on the performance, in terms of capacity, of a

specific scenario in mobile communication systems. This scenario studied is a broadcast

multiuser MIMO channel. In which the base station is the transmitter that has a lot

of antennas, and the receivers are the users that each one has only one antenna. The

project is focused in the different linear precoders, the zero forcing, the matched filter

and the MMSE. In this scenario it will be analyzed the impact of several hypothesis for

example the CSIT completeness and the number of transmitting antennas or receiving

users, as well as the channel model or the SNR.

For all this scenarios it will be programmed a MATLAB code to perform the needed

simulations and after that an analysis of this results will be performed to obtain the

relationship between the above-mentioned parameters and the capacity of the system.

1.3 Structure

This project is structured in seven chapters. The first chapter is this introduction to

the project and to the studied system. From chapter two to chapter six it is explained

the necessary theory on communication engineering to understand the projects and the

obtained results. It is also showed the state of the art in these topics. In the chapter

two it is explained the channel used to transmit the information. In the chapter three

it is discussed the evaluated parameter, the capacity. In the chapter four it is showed

the importance of the CSI. In the chapter five it is explained the different precoders.

And in the chapter six it is discussed about the assumptions of CSI used to transmit

the information. Finally in the chapter seven it is explained the simulations performed,

and the obtained results are showed and analyzed. At the end of the project, it can be

find a conclusion.





Chapter 2

Channel

In this chapter it is explained the characteristics of the transmission channel and how

this can affect the communication. It is also discussed two kind of channel models,

uncorrelated and correlated, and how are this models obtained mathematically for the

simulations.

2.1 Characteristics of the channel

The channel is the media between the transmitter and the receiver in a communication.

In these systems there are a lot of channels that can be used to transmit information.

Sometimes the channel is a wire, i.g., twisted pair, optical fiber. Other times it can be

wireless, i.g., air, water. It is obvious that in mobile communications, like the system

this project is focused on, the channel must be wireless to let the users move freely. It

is of particular importance the characteristics of the channel since it will determine the

design of the system.

In the scenario in which this project focuses, the transmission channel is the atmosphere.

The waves coming from the base station moves through the air, until getting the user.

This is not a static environment. Depending on the position of the receiver, it can have

different properties. Even if the user is remaining in the same position for a long time,

the behavior of the channel can change through the time. This is due to the channel

being composed by moving objects, e.g., cars. So the path of the signal is varying over

the time as the position of this objects. For this reason it is important to highlight the

randomness of the channel.

The result of this randomness is the corruption of the transmitted signal. The ran-

domness of the channel is the main reason to perform a Monte-Carlo simulation in this

5
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project. In each realization the channel has different properties, so the information that

can be transmitted in a period of time changes. It is needed to do a high number of

realizations to obtain the statistical properties of the channel and the throughput. And

also in this way can be obtained the ergodic capacity of the channel. In chapter 3 it is

explained in more details the capacity and the throughput.

There are several ways to the transmitted signal become corrupted. The most remarkable

is the additive noise. It uses to be generated in the circuits of the system due to the

temperature of the components. It becomes in a high random signal added to the signal

that carries the information. It uses to be modeled by a white, Gaussian, zero mean

random process. Its effects can be attenuated using the proper filters. There are other

sources of noise that are external to the system like interference from other systems or

other users in the same system. The signal is also degraded by the attenuation of the

path. But in this project it is omitted such attenuation because it is affecting all the users

of the MIMO system in the same way. If the position of the users is random, it can be

assumed that all the users are at the same distance of the base station, in average. So the

attenuation is not important for the goal of the project. The most important degradation

of the signal for the project is the phase shift. Due to the multipath environment the

signal of different paths arrive at the receiver with different phase shifts. Some times

the signals can be added in-phase, so the received power is increased. But some times

the signals can be added out-of-phase, and then the signals are canceled. It makes the

channel random.

The antenna structure can make the channel become correlated. In the analyzed system

the channel is the atmosphere. So the information is carried by electromagnetic waves.

This waves are radiated by antennas. How to design this antennas and the physical

principles that sustain this design will not be discussed in this project. However it is

important to notice that in the studied system it is used an array of antennas at the

transmitter side, i.e., base station, and only one antenna at the receiver side, i.e., user.

The geometry of the antenna array is of capital importance to determine the correla-

tion of the channel. For example, if the antennas are placed very near the correlation

increases, if there is along distance between antennas the correlation decreases, but it is

needed more space for the array. However, the scatters around the receiver can broke this

correlation. The users are assumed to be far from each other and there is no correlation

between them.

Note that it is taken into account a highly multi-path environment. In environments

where there is no line-of-sight propagation (NLOS environments), scattering is the dom-

inating propagation mechanism. It means that the transmitted signal is reflected in a

huge amount of scatters around the receiver. The combination of the signal produced
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by this scatters can be constructive or destructive, depending on the phase shift of the

signals. So a small variation of the objects in the path will perform a high variation in

the received signal. It becomes in a highly random signal, i.e., Rayleigh. For this reason

the correlation due to the antenna array pattern disappears (the scatters randomize the

signals).

It is considered a multiuser system. The goal of these systems is to provide informa-

tion to several users at the same time. To do this, some of the resources have to be

distributed among the different users. There are several techniques to provide multiuser

service. It can be time multiplexing, frequency multiplexing, coding multiplexing or

spatial multiplexing. The idea of the time multiplexing is to transmit the information

of each user in a different time slot. In this way during a period of time one user has all

the resources of the channel and during an other period of time it has no resources. The

frequency multiplexing distribute the bandwidth to the users. The capacity for each

user is reduced, but they can be transmitting continuously. For the coding multiplexing,

the users can be using all the resources of the channel during all the time, but the infor-

mation is coded with a different code for each user. This codes makes the transmitted

signals orthogonal and they can be isolated at the receiver.

Finally the spatial multiplexing is the studied in this project. The goal is to transmit a

different signal for each antenna that modified by the channel and added to the signals

of the other antennas the user can receive the desired information. As the path to

each user is different, transmitting the same signals, different users can receive different

information. The idea of this technique is to use the differences on the path for the

different users to provide the desired information to each one. It supposes that the

channel is known by the transmitter, see chapter 4. So the system knows the functions

that modify the transmitted signal and the signal that each user have to receive. So

solving an equations system it can be found which signal has to be transmitted by each

antenna to let each user receive its information. Note that to be sure that the equations

system has solution the number of transmitting antennas must be higher or equal to the

number of users. See the section 2.2 for the mathematical model.

This work is focused on the spatial multiplexing, and the correlation of the signal. It

is not taken into account the time delays or time correlation in this project. It is

assumed that even if the signals are scattered around the user, all arrive at the receiver

antenna at the same time. So, the user obtains a linear combination of the signal with

the coefficients representing the shift phase. It is assumed that the channel properties

remains constant during the transmission time of a signal. But the channel is completely

different at the transmission of the next signal. It could be a way to keep the research

in the future to study a time correlated channel.
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2.2 Uncorrelated

The first part of the project is focused on a channel model with uncorrelated elements.

It is the easiest way to generate the channel and to deal with it. But it is not a precise

model of the reality. And also don’t let make use of the correlation to assume the missing

parts of the CSI. On the other hand, it is important for the MIMO systems to have an

uncorrelated channel, because the spatial diversity is sustained by this hypothesis. If the

path for all the users are independent, the transmitted signal is modified in a different

way for each user. So even if the transmitted signal is the same, the received signals are

different. This is the principle of the MIMO systems, to transmit a unique signal that

all the users receive differently. If the channel is correlated the among of information

that can be transmitted to different users decreases.

Now it will be explained the model of the channel. An stochastic MIMO channel is

modeled as a matrix. Consider M transmitting antennas and N receiving users. The

channel can be represented by the N ×M matrix G. Each component represents the

phase shift in the path between the transmitted antenna (in the column) and the receive

antenna or user (in the row).

G =


g11 g12 . . . g1m

g21 g22 . . . g2m
...

...
. . .

...

gn1 gn2 . . . gnm


where gij is the phase shift in the path from transmitter antenna j to receiver user i.

It is assumed that the phase shift is zero-mean and unity variance, complex Gaussian

distributed.

Let be the transmitted signal s, a vector of M components, each one for a different

antenna. Each one of the components is the transmitted symbol of the corresponding

antenna. And y is the received signal. It is a vector of longitude N , and each component

correspond to the symbol received for a different user. The transmission equation is

y = G ∗ s+ n (2.1)

where n is the AWGN of N components. In the simulations this parameter is not used

because it is included in the SNR definition. So there is no need to establish a value for

the noise power. The SNR for the typical scenarios can vary from 10 dB to 20 dB. In

this project a lot of simulation has been performed with a 20 dB SNR.
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The objective of the MIMO techniques is to transmit a unique signal in the base station

and due to the channel properties each user receives its own information. So to do this

it has to be solved the equation 2, knowing the received information for each user y and

the channel characteristics, that it will be call CSI (see chapter 4). To be sure that this

equation system can be solved it is needed that M > N ,e.g., the number of unknowns

greater than the number of equations.

Using this channel model is good in some cases. But in some others it is important to

have a more real channel. For this reason there is an other part of the project that is

focused in a correlated channel.

2.3 Correlated

There are many ways to generate a correlated channel, or in general a correlated matrix.

Some of this ways can be really complex and it is very difficult to have a correlation

as the reality, because in the real world each systems has a different behavior. As the

goal of this project is not the correlation it self, it is used a simple correlation method

described by A. Van Zelst and J. S. Hammerschmidt in [4].

This correlation method is described as a single coefficient spatial correlation model for

MIMO channels. The main idea is that the correlation is due to the proximity of the

antennas so if the antennas are equidistant, the correlation is proportional for all the

antennas. It is created a correlation matrix

RTX =



1 rTX r4TX . . . r
(M−1)2
TX

rTX 1 rTX . . .
...

r4TX rTX 1 . . . r4TX
...

...
...

. . . rTX

r
(M−1)2
TX . . . r4TX rTX 1



This matrix is defined for the antenna array at the transmitter side, but it can be also

defined a correlation matrix in the same way for the receiver side.

In this matrix it can be seen that the first antenna is completely correlated with itself,

is highly correlated with the second antenna. It is less correlated with the third, etc. It

is used only the parameter rTX to define the correlation.

rTX ≈ exp(−23Λ2d2) (2.2)
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where d is the distance between the antennas (in wavelength) and Λ is the angular spread.

The correlation parameter can go from 0, there is no correlation, to 1 it is completely

correlated. To choose the proper value for the parameter rTX is quite difficult. In this

project it has been performed simulations for several values and it has been done an

analysis for all of them.

It can be established different values for the correlation at the transmitter antennas and

the receiver antennas. But the scenario studied is a MIMO multiuser broadcast channel.

So the transmitter is the base station and the receiver is the user. As the users are

distributed among the cell, there is no correlation between them. So the parameter of

the correlation for the receiver antennas is 0 for all the simulations.

To obtain the correlated channel it is used an uncorrelated channel and the correlation

matrices RTX and RRX. The uncorrelated channel can be the same defined in the

section 2.2. In order to obtain the correlated matrix for the channel is used the next

equation,

Gcor = R
1/2
RXGR

1/2
TX (2.3)

It will be seen in the chapter 6 that the correlation matrix can be used to obtain the

the missing values of the CSI matrix.



Chapter 3

Capacity

In this chapter it is discussed the difference between capacity and throughput. And

which parts of the project are focused on each one. It is also explained the ergodic

capacity that is important in the random channels. Finally it is explained the equation

of the capacity by Shannon and the equation used to calculate the throughput of each

realization in the simulations.

3.1 Throughput vs. capacity

The throughput is a measurement of the performance of a channel. It depends on the

amount of information that can be transmitted through this channel. Some times it

is also called rate or, more precisely, information rate. As the channel properties are

variable, in each realization the throughput is different. It is not the same to transmit

an electromagnetic wave between very near antennas in a sunny day, than between very

far antennas in the middle of a storm. In the first case the amount of information that

can be transmitted in a certain period of time is much more large than in the second

case. The properties of the channel are different so the throughput is also different. As

the throughput is changing, the performance of the communications systems use to be

measured in terms of the capacity, that is a fixed parameter for each channel.

The capacity is the maximum throughput that can achieve a channel. In a more formal

way, it is the supreme of the rates that permit a reliable transmission. Reliable means

that it is possible to transmit information at this rate, with the averaged error probability

tending to zero as the block length increases [5]. It can be expressed in this equation:

C = max
p(x)

I(X;Y ) (3.1)

11
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The capacity is the maximum amount of information that can be transmitted between a

source (X) and a receiver (Y ), over all channel input probability density functions p(x).

The units of the capacity are bits/s but some times (and also in this project) it can be

normalized for the bandwidth used. So its units becomes bits/s/Hz.

The communication companies need to have a specific value of the the amount of in-

formation that can be transmitted with their system. The same channel has a lot of

different throughput but it has just only one capacity. This is used to compare different

systems, or to offer a QoS to the clients of this companies. The capacity is a theoretical

limit that can be used to know how good is a communications system. Sometimes it is

also a goal for the scientists working in this field. They know that the capacity of the

channel is the best it can perform, so they try to find a way to achieve this capacity.

Now a days there are some studies using LDPC codes that had achieved data rates very

near to the capacity of the channel. Other researchers are working in new channels with

higher capacities.

3.2 Ergodic capacity

The capacity that has been explained in the previous section is a theoretical view of the

capacity. But there are other channel models that can have a different description of the

capacity. It doesn’t mean that one is correct and the other not. These are just different

points of view of the same thing. If we think that each realization of a channel is, in fact,

a channel by it self, as the channel is changing over the time the capacity can be seen

as a random variable. And as such, it can be described with the same parameters as

the random variables. For example it has a mean and a variance. The ergodic capacity

can be described as the mean of the capacity random variable. Remember that ergodic

means that a long number of samples of the channel realizations has a distribution

similar to the statistical distribution of the channel.

It can be considered two scenarios. One is that the channel variations are much faster

than the duration of the transmission. It implies that a single transmission experiences

all the possible channels. In this case the time averages during the transmission are

equal to the statistical averages over all the channel’s properties. So the capacity of

this system can be approximated by the ergodic capacity. As the channel considered in

this work is varying slowly over the time don’t fits the first type of channels. In this

case it can be considered that the channel remains constant during the transmission, so

each transmission has a different information rate. So the capacity can be modeled as

a random variable [5]. For this reason in the simulations it can be obtained the cdf or

pdf of the capacity, as well as the averaged capacity.
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In the results of the simulations it will be shown an averaged capacity of a specified

number of realizations. If the number of realizations is large enough the result is very

similar to the ergodic capacity. Because the ergodic capacity is the statistical mean.

So it is considered an average of infinite number of realizations. It is very important

to perform a high number of realizations, because if several systems are compared, the

averaged capacity should be as similar as possible, to make a fair comparison.

3.3 Shannon equation

The first person to talk about the channel capacity was Claude E. Shannon. On 1948

his work on telegraphic communication lead him to establish this parameter of the

performance of a channel.

The Shannon’s second Theorem says: ”Reliable communication over a dis-

crete memoryless channel is possible if the communication rate R satisfies

R < C, where C is the channel capacity. At rates higher than capacity,

reliable communication is impossible.”

This is one of the most important theorems in communications theory. Since it was

announced has established the goal of the majority of studies in this topic. Every day

the communications systems becomes more close to the channel capacity. But there is

still a lot of work to do.

The Shannon-Hartley theorem says that the capacity of an ideal band-limited, power-

limited, additive white Gaussian noise channel is given by

C = Wlog(1 +
P

N0W
) (3.2)

where W denotes the bandwidth, P denotes the signal power, and N0/2 is the noise

power spectral density. The capacity C in this case is given in bits/sec if the logarithm

is in base 2 or in nats/sec if it is used the natural logarithm.

If it is analyzed this equation it is easy to see that the bandwidth has an important role.

On one hand the larger the bandwidth, the larger the capacity. This explains the big

fights between communications operators to obtain more bandwidth. It can be said that

the bandwidth is a limited resource and it has to be shared. So they try to obtain as

much bandwidth as possible to increase their capacity offers to the users. On the other

hand, the larger the bandwidth, the more noise power will be introduced in the system.

If it is considered white noise, its power is directly proportional to the bandwidth.
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There is a performance parameter that is called spectral-efficiency, that measures the

capacity of a channel given a specific bandwidth. It is important to achieve a high

spectral-efficiency to use as much as possible a limited resource. If several communica-

tions companies have the same bandwidth, the one with a system with better spectral-

efficiency, has more capacity to offer to their users. Now a days there are some studies

that conclude that it is not possible to have spectral-efficiency and energy-efficiency at

the same time [6]. So as the energy is becoming a limited resource of the earth, the com-

munications will tend to be more energy-efficiency and less spectral-efficiency. And this

is a important decision for the communications companies to become more respectful of

the earth resources.

Another parameter that is important to take into account is the SNR. It expresses the

ratio between the signal power and the noise power. In the equation 3.2 it can be seen

as SNR =
P

N0W
. The interpretation is that if the signal power is much larger than

the noise power, the shape of the transmitted symbol is not distorted by he noise, so it

is easier to obtain the transmitted information, and the transmission is more reliable.

Otherwise, if the signal power and the noise power are equivalent, the received signal is

very distorted by the noise and the communication becomes slower.

As explained in the previous section, the capacity can be normalized for the bandwidth.

In such case and using the definition of SNR showed in the previous paragraph, the

capacity equation 3.2 becomes

C = log(1 + SNR)[bits/sec/Hz] (3.3)

This is a very basic channel model for SISO systems. But if the channel model changes

the equation has to be adapted to the new channel conditions. The model used in

this project is MIMO. So the capacity will be computed in a variation of (3.3). For

time-varying MIMO channels there are multiple Shannon-theoretic capacity definitions.

3.4 Capacity of MIMO Channels

The equation for the channel capacity could seem very simple, but it has to be adapted

for each system. The idea is always the same, to perform the logarithm of the relation

between the signal power and the noise power. But there are some specific things in

each system that has to be taken into account.

The first thing that is different in the MIMO system studied in this project is that

there are other users in the communication. The channel model is a MIMO broadcast
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multiuser system. So the communication is performed at the same time to a lot of users.

And the information is transmitted from the base station, to the users. And it is used

the spatial diversity. So the base station has to transmit all the information for all the

users at the same time. The result is that the information from one user can be received

for other user and it becomes an interference. The information for all the users get

mixed with the information for the receiving user and due to this, it is more difficult to

obtain the correct information.

As the channel resources (time, frequency) are the same for all the users it is very difficult

to eliminate these interferences. It can be seen as a noise added to the original signal.

This has not the same properties as the noise described in the capacity equation in the

previous section 3.3, but it is affecting the capacity in the same way. So it can be added

to the equation as an additive noise. For this scenario instead of using the SNR, it will

be used the SINR =
P

I +N
. Where it is added the power of the interference signal to

the noise.

It is important to notice that in the equation 3.3, if the power is increased the capacity is

increased. But in the scenario studied, if all users increase their power, the interference

power (I) also increases, so the capacity of other users is reduced.

The second thing that is different in the MIMO system studied in this project is the

notation. As the communication is performed from lots of antennas to lots of users at the

same time, it is used a matrix notation to express all the transmissions. As it is shown

previously, the channel is modeled as a matrix G and the communications equation is

y = G ∗ s+ n.

As it will be explained in the chapter 5, the signal is precodified before the transmission.

And the output power of the transmitting antennas is determined by the precoding

matrix W . Where the columns are the information for each user, and the rows are each

transmitting antenna.

W =


w11 w12 . . . w1n

w21 w22 . . . w2n

...
...

. . .
...

wm1 wm2 . . . wmn


where wij is the multiplying weight of the information for the user j transmitted by the

antenna i.

So to obtain the power of the signal received for a specific user it is done as,

Pn = |GWnn|2 (3.4)
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Multiplying the matrices G and W it can be obtained an other matrix A. A is a N ×N
matrix where aij is the signal energy of the information going to user j and arriving at

user i. So to obtain the information energy that has been successfully transmitted to

the user n it has to be seen the value ann of the matrix.

Then adding the other values of the row n it can be obtained the interference energy

coming from other users to user n. It can be computed as,

In =
∑
i 6=n

|GWni|2 (3.5)

If it is considered an scenario with a normalized noise power. Because it has been

explained that the important parameter is the relation between the signal power and

the noise power. Then the SINR can be obtained as,

SINR =
|GWnn|2

1 +
∑
i 6=n

|GWni|2
(3.6)

In [7] it can be seen that the same method is used to calculate the SINR.

Then it can be used the equation 3.3 to obtain the capacity of the studied channel.

C = log(1 +
|GWnn|2

1 +
∑
i 6=n

|GWni|2
) (3.7)



Chapter 4

Channel State Information

In this chapter it is explained why it is so important to have a good estimation of the

channel and how it is obtained the CSI. And also how is this CSI used to improve the

transmissions of the MIMO systems.

4.1 The importance of the CSI

In the previous chapters it has been explained the nature of the channels used for mobile

communications. One of the most remarkable properties is its randomness. And it is

important to know that it makes the communication much more difficult. To don’t

know how the information will be modified during a transmission, and also that this

modification is different in different periods of time, gives to the received signal a certain

randomness. There exist some way to obtain the information of the behavior of the

channel, and this information can be used to improve the information transmission. The

instantaneous channel gains are called channel state information (CSI). If the receiver

and the transmitter can know the CSI they can adapt the transmitted signal to the

channel to increase its performance.

As it has been explained in the chapter 2, in the studied system the channel is modeled

as a matrix G. So the CSI is also a matrix with the same size as G. If the CSI is

known or used at the receiver it can be called CSIR, otherwise, if it is known or used

at the transmitter, it is used to be called CSIT. Depending on the system resources

and design, it can be several kinds of CSI. All this situations lead the system to have

different performances. And is the work of researcher to analyze and discover how this

affects the capacity or other parameters of the communication. It is very important also

to know in which channels can be applied each kind of CSI model.

17
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Perfect CSIT or CSIR means that the transmitter or the receiver knows all the com-

ponents of G instantaneously and without errors. This is an ideal scenario where the

performance of the system can be increased very much. This is in fact, impossible to

achieve because the transmission should be instantaneously, the precision of the elec-

tronics should be infinite, and some other hypothesis that in the reality are impossible.

But there are more realistic approaches. For example it can be considered that the CSI

is incomplete. It means that only a part of the channel is known. It can be due to

some user not knowing its channel. Then a whole row of G is missing. Or due to some

resources constrains in the system that don’t let know an specific amount of information

of the channel. The imperfect CSI is also a very common problem. It can be originated

because an error on the obtainment of the CSI or a quantification error. In the next

section 4.2 it is explained how the CSI is obtained. But even without knowing this,

it is obvious that the process can have some errors. And also is easy to think that the

information from the channel gain has an analog value, but as the studied system is

digital, this information has to be discretized and there is an approximation error.

Another kind of CSI is the non instantaneous. This is a very usual problem in the CSI.

Because the CSI has to be transmitted from the receiver to the transmitter and the time

used for this transmission makes the information to be transmitted not instantaneously,

i.e., the channel has changed when the CSI arrives at the transmitter side. It can be

analyzed in terms of the coherence time of the channel. If the channel varies very fast

the CSI will be outdated also very fast. So there will be a big difference between the

CSI used and the real channel properties. On the other hand if the coherence time is

very large, the channel will remain similar during a long period of time. So the CSI will

be up to date longer. To solve this problem, the CSI can be obtained more often, in

this way the information will be updated. If it is obtained the CSI more often, it needs

to be used more time resources. And this resources can not be used for transmitting

information. So there is a trade-off between the obtainment rate of the CSI and the

time resources wasted (not used for user data).

The same reasoning can be done for the coherence bandwidth. There is a trade-off

between how many frequencies are used to obtain the CSI and the frequency resources

not used for sending user information. The more information is get from the performance

of the channel the faster you can transmit the user information, but you have less

resources to transmit it. As the CSI can not be obtained for all the frequencies used,

it will be interpolated. Some samples of the channel will be obtained and the rest of

the channel will be decided by an interpolating filter. It can be also analogized in terms

of the coherence bandwidth of the channel. If the channel has similar behavior over

all frequencies, or the bandwidth of the system is small enough, then it is not need a

deeply knowledge of the channel. With a small number of samples it is easy to obtain
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the remaining of the channel. But otherwise, if the coherence bandwidth is small, the

channel varies a lot over different frequencies and it is needed more frequency resources

to have a good estimation of the channel.

In a complete CSI scenario, the users transmit all the CSI to the transmitter. But

the studied scenario is an incomplete CSI scenario, so there are some users that do

not transmit all the information of its channel. For some practical reason it has been

considered that each user at least transmit one path of its CSI. The reason for this is

explained in chapter 6. It is a model that fit the reality, because to send the CSI from

the receiver to the transmitter is used a reverse link and some times this link is slow or

with small capacity. Then the information that can be sent is limited and some times

it is not possible to feedback all the channel information but just one path or a few.

To consider the worst case, the simulations had been performed with only one path for

such a user. The reason to do that is because the zero forcing precoder has to invert the

matrix of the channel, and if there is one user that transmit no CSI and this is assumed

using a linear combination of other path, the CSIT matrix become rank deficient and

can not be inverted. In addition to this, it is used a kind of assumption that uses the

spatial correlation between the antennas to perform the assumption, so it need at least

one value of the channel for the users that has incomplete CSI. This scenario is not very

strange because the transmission of the CSI from the receiver to the transmitter is done

by a reverse link. Some times this reverse link has severe limitation on the bandwidth

so it is difficult to transmit all the values of the CSI. But is no difficult to transmit just

one value of the channel’s paths. An example of the CSIT could be like this

G =



g11 g12 g13 g14 g15 g16

g21 g22 g23 g24 g25 g26

∅ ∅ g33 ∅ ∅ ∅
g41 g42 g43 g44 g45 g46

∅ ∅ ∅ ∅ ∅ g56


In this example it can be seen that the users 1, 2 and 4 transmit all the CSI but users 3

and 5 just transmit the information only for the path from antenna 3 and 6 respectively.

4.2 How the CSI is obtained

To obtain the CSI,it is required to know the behavior of the channel. The objective

is to know how the channel modify a certain transmitted signal. If this information is

known at the transmitter the signal can be shaped in a way that when being corrupted
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by the channel the result is the proper signal for the receiver. On the other hand, if this

information is known at the receiver, it can calculate which signal has been sent that

at being modified by the channel the result is the received signal. In order to do this,

the easiest way is to send a known signal by the receiver and analyze how this signal

has been modified. If the receiver know which is the transmitted signal, can compare it

with the received signal and find the differences. Using this technique the receiver can

know the behavior of the channel. The signals transmitted are called pilots.

The properties of the channel are obviously depending on the frequency. The different

wavelength will interact in a different way with the objects forming the transmission

path. And also the phase shift depends on the wave length. So what for a specified wave

length the signals from two different paths can be added destructively, in a different wave

length this addition can become constructive. The conclusion is that the behavior of the

channel can not be described using a single parameter, but it need a different parameter

for each frequency. And also it is deduced that it will be necessary to transmit one

pilot for each frequency. As the resources occupied by the pilot signals can not be used

to transmit any information, it is not possible to send one pilot for each frequency.

There is a trade-off between the number of pilots and the information sent. If a lot of

pilots are sent, the knowledge of the channel is better and it can be performed a better

communication. But a lot of frequency resources are used by the pilots and very few

information can be sent to the user.

Only some pilots are sent for each channel, so only a few frequencies behavior can be

determined. The other frequencies behavior is obtained through interpolation filters.

There is a trade-off between how much is it known the channel and how many resources

are free to sent information. If the channel is smooth, i.e., has a large coherence band-

width, the information obtained through the interpolation is better than if the channel

has strong variations over the frequencies. In the first case it can be assumed a commu-

nication with a very narrow bandwidth. If this bandwidth is smaller than the coherence

bandwidth the communication channel has very few frequency dependence. The second

case can be a system with a large bandwidth. So the channel has strong variations in

this bandwidth.

The transmitter can not use this techniques to acquire the CSI. So it has to use an

indirect way. Receiving this information from the receiver through a reverse channel

(closed-loop method), or using the hypothesis of the reciprocity of the channel (open-

loop method). If it decides to receive the information from the receiver, the main problem

is the time that it takes. As explained before, if the coherence time of the channel is

small, during the feedback of the information the channel can change, so the CSI is no

more up to date. An other problem is the resources used to transmit information. It can
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be that the link from the receiver to the transmitter is no good or is very used, then it

just can be sent a part or none of the CSI. On the other hand if it is used the reciprocity

of the channel, is assumed that the properties of the channel from the transmitter A to

receiver B is identical to the transpose of the channel from B to A. This model assumes

that both transmissions are held in the same time, frequency and antenna positions. In

the reality this is not practical, even if the link is full-duplex the forward and reverse

transmissions can not share the same frequency.

In the present project, it has been used an specific CSIT. As the zero forcing precoder

need to invert the matrix, if the matrix is rank deficient this inversion can not be

performed. So if one user don’t transmit any path of its channel and the assumption

of the CSI is a linear combination of the other users information the CSIT can become

in a rank deficient matrix. Also there is some kind of CSI assumptions that uses the

correlation between the channel’s paths for one user. So at least it needs to have one

path for each user to perform the correlation and obtain the other paths.

4.3 Using the CSI to improve the transmission

As the channel used for mobile communications use to be frequency selective. It means

that its performance depends on the frequency in a random way. To transmit information

through a random channel is not easy. As you do not know how your information will

be modified by the channel, it is difficult for the receiver to obtain the transmitted

information. It means that the capacity of the channels is random and unknown. This

is not convenient for the communication, because do not let it to decide which amount

of information transmit in a reliable way. The use of coding has been demonstrated to

increase the channel capacity. But it needs to know the characteristics of the channel.

There are two ways to increase the capacity of a channel using the CSI. One is to pre-

code the signal at the transmitter side, and the other way is to equalize the signal at

the receiver side. Both can be down at the same time, increasing the performance of

the channel.

The idea at the receiver is to process the received signal to make it more similar to what

was transmitted. It is demonstrated that the optimum demodulator can be realized

as a filter matched to the channel, followed by a sampler operating at the symbol rate

and a subsequent processing algorithm for estimating the information sequence from

the sample values. This is called the maximum-likelihood (ML), if the symbol at the

transmitter are considered equiprobable, or maximum a posteriori probability (MAP) if

not.
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To improve the transmission using the CSI at the transmitter, is done by pre-coding the

signal. The goal of this project is to analyze the performance of the pre-coders. The

objective of using pre-codification is to allocate the information energy to the antennas

in a way that maximize the transmitted information. For example the precoder can

minimize the interference between the users and increase the SINR and the capacity of

the channel. Or use the better paths to transmit more information than the deep fading

paths.



Chapter 5

Precoders

In this chapter it is discussed three different linear precoders, the zero forcing, the

matched filter and the MMSE. There is an explanation about non-linear precoding and

linear precoding. Finally it is also explained how this precoders improve the communi-

cation using the CSI and how the equation for this precoders is obtained.

5.1 Properties

The precoders is the last block that processes the signal before the transmission. A

linear precoder acts as a combination of a multimode beamformer and an input shaping

matrix, matching each side to the channel and to the input signal structure, respectively.

As it has been shown in the chapter 1 the shape of the signal is completely determined

before this block, as well as the bit codification and all the signal processing needed

before the transmission. So the goal of this precoders is to adapt the transmitted signal

to the channel through which it will be transmitted. In this project the scenario taken

into account is a MIMO system, so the transmitter has several antennas. The precoder

is what decides how the signals are distributed among this antennas and the power that

the signal has in each antenna. Note that the scenario is a MIMO multiuser, so there are

as much information beams as users. To exploit the spatial diversity all the information

for an specific user is sent through all the antennas. So the most important value that

has to determine the precoder is the weighting of each signal stream. Here weighting is

referred as the gain and the phase of the signal for a specific user in each antenna.

Using the techniques explained in the chapter 4, the precoder can have the informa-

tion of the channel properties with the CSIT. Using this information it can adapt the

transmission to the channel to increase the capacity of the system. The precoder will
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adjust the transmission to the channel that it knows. If the information that is using

the precoder don’t corresponds to the real channel, this increment of the capacity can

be less important than if it is using a perfect and complete information of the channel.

Another point of view of the precoder is that it works as a beam forming. It is well

known that an array of antennas can be used to create a directional beam or even decide

the direction of this beam changing the phase of the transmitted signal. This is not the

goal of this project, so it will not be discussed here. But it is useful to think of the

precoders as a way to create a directive beam pointing each user information stream

to the specific user. In this way the energy is used much more efficiently than in old

systems. This old systems needed to send the information omnidirectionally because

they couldn’t know were was the receiver so they needed to have coverage over all the

cell. In MIMO systems the information can be sent in the direction of the user, so there

is no need to waste energy in other directions. It can be said that MIMO systems is a

way of green communications.

Precoding is also helping to reduce the inter-users interference. Because in old systems

all the users could receive the information sent to other users and it was a big source of

interference. In fact, the signal with the information for one user was spread all around

the cell to obtain the maximum coverage area. As a result of this, all the antennas

placed inside the cell where receiving this signal as an interference. And also antennas

outside the cell received interference from this user. But using this precoders the energy

is focused on the desired user and the other users hardly receive any interference. So

the output power at the receiver can be maximized. The precoders can also be designed

to maximize the SNR.

To design the precoders it can be used different methods. There are some constraints that

are important to incorporate at the designing equations and the goals of the precoder

are also important. An important constraint to use as an hypothesis of the design is the

power used. The SNR parameter explained in the chapter 3, increases when the power

increases. So if there is no limitation in the power used, and the goal of the precoder

is maximize the SNR, the output of the precoder will be infinite power. Obviously

this is not feasible, so it must be some power constrains involved in the design of the

precoder. This power constrains can be a total power transmitted, or a per-antenna

power constrain. If it is used the first method, all the power is distributed among

the antennas in the best possible way. But some times it can involve one antenna

transmitting a very high power and an other one without transmitting anything. As

very often the antennas has their own power amplifiers and their own energy sources, it

seams a better option to consider a specific power constrain for each antenna. In this

way there is a maximum power that can be used for a single antenna but it can use
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less power than the allowed. The design of the precoder also has to think on which

parameter of the communication has to be optimized. For example, some precoders

can reduce the interference produced between different users, while other precoders can

increase the SNR.

5.2 Linear precoding

The precoding is a transformation of the signal streams to be transmitted. And such a

transformation can be done lineally or non-lineally. The importance of it is based on the

complexity of the software that performs the precoding. In many cases it is not feasible

to implement a non-linear precoder and the solution is to use a sub-optimal linear one.

This is because now a days the mobile devices are becoming smaller and are used for a

lot of purposes, so it means the the computational power used for the communication

is limited. There is also a big constrain in the battery power of the devices. Because

the increase of the battery use is bigger than the increase of the battery storage. For all

this reasons it can not be implemented a non-linear precoder at the user device.

The complexity of the precoders is not an important issue in small bandwidths, as for

example in WCDMA (5MHz). However, if the bandwidth is increased, for example in

LTE (20MHz), the complexity of straightforward high-performance equalization starts to

become a serious issue [8]. As MIMO techniques are used in large bandwidth systems like

LTE in this project are used linear sub-optimal precoders. In this way, the performance

of the system is reduced, but the complexity of the receiver terminals and in general of

the whole system is feasible.

In this project are studied three linear precoders. Let it be zero forcing, matched filter

and MMSE. Each of this precoders has different goals and different performance of the

system. This will be explained in posterior sections.

5.3 Non-linear precoding

Non-linear precoders can achieve an optimization of the design parameters for the pre-

coders. Some examples of non-linear precoders are the dirty paper coding of M. Costa

[9]. Dirty coding is a technique that precancels the interference without power penalty

and without requiring the receiver to know the interference. Other examples of non-

linear precoding can be Tomlinson-Harashima precoding [10] [11] and the vector per-

turbation technique [12].
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Al this precoders has a huge computational complexity and are difficult to implement

in real systems, like MIMO systems. So it won’t be explained in this project. It will be

focused on the linear precoders.

5.4 Zero forcing

The zero forcing precoder has attracted a lot of attention in the recent years, because it

has a good trade-off between performance and simplicity. It is known for having good

results in high SNR environments [13]. The main characteristic of the zero forcing

precoder is that it inverts the channel matrix. It means that the channel matrix has

to be full rank. This is very important when there is incomplete CSI. If a user do not

transmit any information of its channels, a whole row of the CSI matrix have to be

fulfilled. If it is done using a linear combination of the others users information (using

the other rows of the matrix), the CSI matrix become a non full rang matrix and it can

not be inverted. In this project it will be assumed that all the users transmit at least

one value of the CSI, so the CSI matrix will be full rank.

As the number of transmitting antennas use to be different than the number of receiving

antennas, the channel matrix use to be non-squared. It means that it is no possible to

perform the inverse of the matrix and the zero forcing precoder has to use some pseudo-

inverse. There are several ways to perform a matrix pseudo-inversion. And to use the

proper one to perform the zero forcing codification is very important to achieve the

desired results. As can be seen in [7], in the total power constraint design, the use of

pseudo-inverses obtains an optimal result. But if the design is done with per-antenna

power constrains, then the use of pseudo-inverses is not necessarily optimal and is needed

a more detailed study of the particular case.

In [14] it can be seen the procedures to obtain the equations of the linear precoders

studied in this project. In the following sections it is summarized this equations.

The equation that has to be optimized to find the zero forcing precoder is to minimize

the output of the transmission, subject to the signal received having no interference from

other users. Then it is applied the total power constrain ρ.

W = arg min
W

E(||Wx||2) (5.1)

Subject to

GW = I (5.2)
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The solution is

W = βGH(GGH)−1 (5.3)

and applying the power constrain

β2tr(W ′W ′H) ≤ ρ (5.4)

it is obtained

β =

√
ρ

tr(W ′W ′H)
(5.5)

W is the precoder. The input signal to the block is x and the output is s. G is the

channel matrix and GH is the transposed conjugated of G. W ′ is W without the factor

β.

5.5 Matched filter

The precoder matched filter was introduced by R. Esmailzadeh and M. Nakagawa in

[15]. They called it a Pre-RAKE coder because they used the idea of the RAKE decoder

to code the signal previously to the transmission. The idea of a matched filter is to

correlate a known signal with an unknown signal. It maximizes the power of the desired

signal at the respective receiver. The matched filter is derived by maximizing the ratio

between the power of the desired signal portion in the received signal and the signal

power under the transmit power constraint.

The equation to be optimized to obtain the matched filter is

W = arg max
W

E(||xH ỹ||2)
E(||n||2)

(5.6)

The solution to this equation is

W = βGH (5.7)

Then it can be applied the total power constrain

E(||Wx||2) ≤ ρ (5.8)

Solving this equation it can be found

β =

√
ρ

tr(GHG)
(5.9)
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ỹ is the received signal without noise.

5.6 MMSE

The goal of this precoders is to minimize the mean of the squared error. The error here

is considered the difference between the signal that wants to be transmitted and the

received signal. It can also be called the Wiener filter [16].

The equation to be optimized to obtain the MMSE precoder is

W = arg min
W

E(||x− β−1ỹ||2) (5.10)

And it is subject to the power constrain

E(||Wx||2) ≤ ρ (5.11)

The solution is

W = βF−1GH (5.12)

F = (GHG+
N

ρ
I) (5.13)

β =

√
ρ

tr(F−2GHG)
(5.14)

The equation shown for the three linear precoders are used in the simulation code to

obtain the capacity of the channel.



Chapter 6

CSI assumptions

In this chapter it is studied how to estimate the missing values of an incomplete data,

i.e., incomplete CSI. This estimations are called assumptions some times during this

project. And it is analyzed the loss of capacity due to this missing data. Finally it is

explained all the assumptions studied in this project.

6.1 The need of assumptions

In the previous chapters it has been explained the importance of the CSI to improve the

performance of the channel used to transmit information. And this is of a capital im-

portance in MIMO systems because uses the channel properties to increase the capacity.

So if there is any error in the CSI this is expressed in a reduction of the channel capac-

ity. This errors can be due to a temporal delay, an imprecision obtaining the channel

information, etc. And when this information is delivered to the transmitter to be used

at the precoder this errors are unknown and the precoding is not as good as it should

be.

In other situations the problem can be worse. Sometimes the CSI can be incomplete.

It means that there are some parts of the channel matrix that are unknown. So the

precoder can no be used because do not have all the information of the channel. This

can happens because the CSI is obtained at the receiver as it is explained in the chapter 4,

so it has to be sent back to the transmitter to perform the precodification. So the result

is that a huge amount of resources are needed to feedback this information. And also

it is needed a reverse link from the receiver to the transmitter. In general this is not a

problem, because most of the communications links are full-duplex. But it can be that

this reverse link is used for other purposes so the information of the channel can not be

sent through this link.

29
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This scenario does not mean that the transmitter do not have any information of the

channel. It can be that some users can transmit their information and some others can

not. Or even that an user can transmit just a part of the CSI because of throughput

constrains in the reverse link. For this reason in this project it is studied the performance

of the channel when using incomplete CSIT.

When the precoder has this incomplete CSIT, it is a matrix with some values known

and other values unknown, it can do two things. The first one is to not perform any

precoding. It means that the MIMO techniques can not be used and instead it is

performed an ”old” transmission using other techniques. The second thing that can be

done is to obtain the missing values of the matrix through other ways, different from

the reverse link of the receiver. It can be said that the missing values of the CSI are

assumed. The information to obtain this values can come from several sources. For

example if the channel has some correlation and the transmitter knows this correlations,

it can be used the known values of the CSI to obtain the unknown values, because there

is a correlation between them. In the case that there is no correlation in the channel,

the information can be obtained with statistical properties, or assuming that there is no

noise in the channel.

6.2 Channel without spatial correlation

There are several channel models that can be used in a communication system. A

model is just a representation of the reality so it can be adjusted to the necessities of

the system. The more close to the reality the more complex it becomes. A very simple

model is to think that there is no correlation in the transmission paths. This model

makes the design of the system more easy, but is no very close to the reality. This is the

first channel model used in the simulation of this project.

In order to fulfill the missing CSI there are two groups of assumptions. On one hand,

there are the assumptions that do not use any previous information. These are the sim-

plest assumptions, because do not involve any training of the system or any transmission

of information. This assumptions can be applied to all the systems the same way and

do not change. This assumptions also do no change during the communication. In this

case, the precoder uses the programmed algorithm to obtain the complete CSI from the

incomplete matrix. But this simple assumptions are not very good because are not close

to the real channel. So it does not help very much to adapt the transmission to the

channel.
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On the other hand, there are the assumptions that use some known information. The

information used for this precoders, can be some correlation between the channel paths

or between the same path, e.g., spatial correlation, time correlation. This assumptions

are more complex because are using some information specific of the system where

are implemented. This information has to be provided for the operator or the system

manager, or obtained automatically by the system. So it involves more complexity. This

kind of assumptions are more close to the reality so it means that its performance is

much better.

In this project has been used two assumptions of the first group, no previous information

required. To obtain this assumptions it can not be used any previous information so

the algorithm do not need any extra data. The assumptions used are not based in any

mathematical result. It has been obtained out of the intuition. And after it, as been

performed some simulations and the results has been analyzed.

One of this assumptions is to assume a perfect channel. It can be called ones assump-

tion because it fills the gaps in the CSI matrix with ones. It is easy to see that this

assumption does not use any known information, and its algorithm is very simple. But

this assumption is far from the reality because it does not contemplate the noise or the

destructive phase shift of the signal. Another assumption is to use the mean of the paths

of each antenna to get the gain of the path between this antenna and the incomplete CSI

user. If all the users except one transmit the information of the path coming from this

antenna there are a lot of values to average, if not there are less values. As the channel

is considered Gaussian with zero mean, if a lot of values are used to assume the missing

value, the result tends to be zero. It means that no information can be transmitted

through this path, so the capacity is reduced. So this assumption is really bad.

In the second group, it has been programmed two assumptions, one for the uncorrelated

channel model and the other for a spatial correlated channel. The first assumption of

this group is to generate the missing CSI with random numbers with the same distri-

bution of the channel. The information that is using this assumption is the statistical

properties of the channel. this statistical properties has to be known for the specific

channel where the communication takes place and has to be programmed in each sys-

tem individually. A more complex algorithm could obtain the properties of the channel

using the previous information of the CSIT. As the results of this assumption will be

random, the performance of this assumption also will be random.
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6.3 Channel with spatial correlation

As it has been explained before, the channel can be modeled as a correlated channel.

This approach is more close to the reality than the previous one. But is more difficult

to implement. In the chapter 2 it is explained how to generate a correlated channel. In

this assumption it is used the information of the correlation to obtain the missing values

if the channel.

In this project it is easy to obtain the information of the correlation of the channel. As

the channel is generated by an algorithm, an the correlation matrix is also generated by

another algorithm, it can be used this information to produce the assumption. In a real

system it would be more difficult to obtain this information, because the correlation of

the channel is determined by the position of the antennas and the objects around the

base station. So there is no correlation matrix known at the transmitter. The solution

could be to analyze each system and obtain this parameter or to design an algorithm to

obtain this parameter by itself. For example, using the information of the CSI.

The specific configuration of the system can modify the properties of the channel as well

as the properties of the correlation. In the studied scenario, the transmitting antennas

are close, so there is a correlation between them, but the users are spread in the cell, so

there is no correlation between them. The result obtained is that all the path for the

same user are correlated, but the paths for different users are uncorrelated. If a user do

not transmit his CSI, there is no correlation with the other users to be exploited. So the

project is focused in the situation where a user transmit, at least the information of one of

the paths of the channel. In this way, there is a correlation between this and the missing

information. And this correlation can be exploited to get a better communication. This

can be seen in the figure 6.1

Figure 6.1: Channel correlation in the transmitting side but no correlation at the
receiving side.
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To perform the assumption it is multiplied the CSIT with the correlation matrix. This

is an example of the result.

G ∗RTX =

(
g11 g12 g13

∅ g22 ∅

)
1 rTX r4TX

rTX 1 rTX

r4TX rTX 1


=

(
g11 + g12rTX + g13r

4
TX g11rTX + g12 + g13rTX g11r

4
TX + g12rTX + g13

∅+ g22rTX + ∅r4TX ∅rTX + g22 + ∅rTX ∅r4TX + g22rTX + ∅

)

This system has 2 users and 3 antennas. The second user just transmit the path from

the second antenna. To assume the missing path from the first antenna it is used the

value g22rTX . To assume the path from the third antenna to the second user it is used

the other obtained value g22rTX .

The spatial correlation has some drawbacks, as it has been shown. It needs at least one

channel path information. But has some good things, like it don’t need any memory.

Because the correlation is done instantaneously. So with the parts of the CSI that the

precoder receives, it can obtain at the same moment the missing information. A part

from the spatial correlation there are other kinds of correlation that can be used. One

option that could be to assume the CSI is to use the time correlation of the channel.

This is a more useful information to be used because the precoder can obtain it from the

CSI matrix that receives every time. Each channel path is correlated with the previous

values of itself. So its a more reliable information and does not need any condition like

that each user has to transmit at least one path. So it is more appropriate for a real

scenario. In this project the channel is generated randomly for each realization so there

is no time correlation to be exploited. But it could be a good way to keep the research

in the future.





Chapter 7

Simulation

The simulations of this project has been programmed and executed with Matlab. The

code has been written in several steps during the time the author has been working on

the project, and after each part being finished the corresponding simulations has been

performed. The code added in subsequent steps do not change the results of previous

simulations. The simulation code can be seen in A.

In the previous chapters it has been explained the background knowledge necessary to

understand the simulations and the posterior analysis. In this chapter it will be explained

the parameters of each simulation and the obtained results, but not the knowledge

already explained.

7.1 Structure of the algorithm

In the appendix A it can be seen the Matlab code programmed to simulate the studied

system. In this section it is explained in a general way. It is shown the most impor-

tant ideas and algorithms used and not the programming it self. For more detailed

information please refer to the appendix A.

The code is structured in two main parts. The first is intended to calculate the sum

capacity of the system, or other parameters, for example the SINR, the capacity for

each user, etc. The second part is the one that plots the results, using the information

obtained in the first part.

In the calculation part, first of all there are the parameters definitions. It is where the

programmer can define the system to be simulated. These parameters can be the number

of antennas, the SNR of the channel, number of realizations, etc. All this parameters
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are placed all together at the beginning of the simulation to make it more easy for the

user to see the whole system simulated. All this parameters remain constant during all

the realizations.

It is used a matrix to establish which user has complete CSI and which has not. The rows

of the matrix contain the users, and the columns contain the paths from each antenna.

The users with incomplete CSI as well as the only path information transmitted are

chosen randomly to be sure that this parameter don’t modify the results. This matrix is

used in several parts of the code to know in which position are the users with incomplete

CSI and which path information are transmitting.

Some parts of the code are used to perform the simulation varying the SNR. This parts

are commented by default and only are uncommented when this simulation is performed.

Then there are three loops. The first is for the realizations. For each realization it is

established a random channel (correlated or uncorrelated), so after all the realization

it is obtained the performance of different channels and some statistical results can be

obtained.

Between each realization there is another loop for the kind of technique used: complete

CSI, assumption or dividing users. Then it is calculated the CSI. For the first technique

it is equal to the channel, for the second technique it is calculated depending on the

assumption chosen by the simulation, and for the third technique it is deleted the part

of the channel for the users with incomplete CSI. In this loop it is also calculated the

output of the three precoders using the CSI matrix.

Inside this second loop there is the third one. Which computes the capacity for each

user with the output of the precoders and the channel matrix. The equation used to

obtain the capacity of the channel is described in the chapter Throughput 3.

There is an algorithm that is worth to mention. It is the way to calculate the capacity

for the technique of dividing the users. In this algorithm first of all the rows of the

channel matrix corresponding to the users with incomplete CSI are removed. Then it is

computed the capacity for the remaining users and this capacity is stored in the vector

of capacities. But as some users has been removed, the user does not correspond to the

position of its capacity in the vector. Note that if there are N users with complete CSI

and U users with incomplete CSI, the capacities vector will have its first N positions

fulfilled and the last U positions equal to 0. Then it is computed the capacity for all the

users with incomplete CSI. Finally there is a loop from the last user to the first, and for

each user if the matrix that says if it has complete or incomplete CSI, says that it has

complete CSI it is assigned the last capacity stored in the capacity vector. If the matrix
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says the user has incomplete CSI it is assigned the previous calculated capacity for this

case.

Finally, after calculating the capacity for each user it is calculated the sum capacity. It

is done inside the loop for each kind of technique used.

The flux diagram of the calculus of the capacity can be seen in the figure 7.1. First

it is generated a random channel, then it is deleted the information to have incomplete

CSI. If it is needed it is done the assumption on this CSI. Then it is obtained the CSI

assumed. With this information is performed the precoding. At the end, using the

output of the precoder and the real channel can be computed the throughput of the

system.

Figure 7.1: Flux diagram to calculate the capacity.

The other main part in the code is the plotting part. This part is divided in the code

to perform each kind of plotting. By default all the code is commented and it is only

uncommented the specific plot that is needed. The results to be plotted are obtained

through a matrix generated by the calculating section of the code. This is a 3D matrix

that one axis is for the users, an other one for the technique used, and the last for the

realization. It uses specific functions provided by Matlab to perform the representation

of the results.

7.2 Plotting

The results of a simulation can be seen in several ways. To choose the proper one, is

fundamental to get right conclusions or to express the desired information. In this sim-

ulations has been programmed different plotting ways depending on which simulations

was performed. The code for performing each simulation is written in the same file as

the other code. All the simulation’s code is commented and it is just uncommented the

one needed in that moment.

One kind of plots is the cdf of the channel capacity. As the channel characteristics are

random, the capacity is also random. So, it has some statistical properties. Plotting
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a cdf of the capacity helps to show this properties. For example in this plots can be

seen the probability of the capacity to be under a certain threshold. It is useful for the

companies to know the QoS that they can offer. This kind of plots was programmed

at the initial part of the project because it was thought to be interesting to compare

the statistical properties of the results. And also thinking in a more general way as a

good manner to show information to the communications companies. After some time

this plots did not give good results. In fact the interesting information was the averaged

capacity. And also to compare different scenarios (different users capacity or different

precoders) in the same plot, and it was not possible with the cdf plots. In the cdf

section 7.3.2 it will be shown some examples of this plots but very few conclusions will

be derived of it. It also can be plotted the pdf of the capacity.

Another kind of plots is the bars plot. It is useful to compare two parameters at the

same time. The parameters are placed in the axis x and y and the capacity in the axis

z. In this way it is shown how the capacity varies in both parameters. For example the

axis x can be each one of the users, and the axis y can be the complete or incomplete

CSIT.

7.3 Results

In this section it is showed the plots of the performed simulations and the results are

analyzed.

7.3.1 SNR sweeping

The first result obtained with the simulation is the capacity of the channel for each one

of the precoders while sweeping the SNR. It shows a result that is already known, but

it is used to understand the performance of the precoders in further simulations. It is

explained the result for the complete CSI scenario and the incomplete CSI using the

three assumptions explained in chapter 6. For each kind of assumption it has been

performed a different simulation, so the channel properties should different. But as the

number of realizations is high enough, this properties tend to be equal. And the results

can be compared.

The simulations has been done with 8 transmitting antennas, 4 users and 1 user with

incomplete CSI. The total number of realizations for each simulation is 10000. And

sweeping the SNR from -20 dB to +20 dB. It is plotted the sum capacity for all the

users including the user with incomplete CSI.
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Figure 7.2: Capacity for different SNR. Complete CSI.

Figure 7.3: Capacity for different SNR. Incomplete CSI, with ones assumption.

A very obvious result obtained is that the capacity improves as the SNR is higher. This

is a straight forward result from the Shannon’s capacity formula [17].

The second thing that is obtained from this simulations is that the MMSE precoder has a

better behavior in all the SNR. And for low SNR the matched filter is asymptotically the

same as the MMSE, while for high SNR the zero forcing is asymptotically the same as

the MMSE. Seeing this result, somebody can think that the MMSE is the best precoder

and the others are not used. But it is not true because the computational complexity is

very important in this kind of systems. So if it can be known in advance the SNR of a

system and there are two precoders behaving the same, it will be used the simplest one.
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Figure 7.4: Capacity for different SNR. Incomplete CSI, with random assumption.

Figure 7.5: Capacity for different SNR. Incomplete CSI, with mean assumption.

In this way it can be reduced the cost of the device, it can use less battery, the design

is easier, etc.

An other result that is easy to get from the figures is that with incomplete CSI the

capacity is reduced to the half of the complete CSI scenario. The reduction of the

capacity depends on the number of antennas, users with complete and incomplete CSI,

etc. But it is clear that the complete CSI is the best scenario, and the others will always

reduce the capacity.

Now it can be explored what happens if in such scenario the number of user with

incomplete CSI increase. In the figure 7.6 it has been performed the same simulation
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with 3 users with incomplete CSI and the capacity is reduced significantly. It can also

be seen that the performance of the three precoders tends to be the same. It means that

what made the zero forcing and MMSE precoders better than the matched filter was

having the CSI of a lot of users, but when this CSI becomes incomplete this precoders

loose its advantage.

Figure 7.6: Capacity for different SNR. Incomplete CSI, with rand assumption and
3 incomplete CSI users.

The same simulation can be performed increasing the number of antennas and users but

keeping the same proportion. The parameters of the simulation are, 80 transmitting

antennas, 40 users, 10 of which has incomplete CSI. The results are shown for SNR from

-20 dB to 30 dB. The result of this simulation is unexpected, and can not be explained

by the author of the project. For the case that there is complete CSI the obtained

capacity of the system has the same behavior that in the previous simulations. That is a

well known result that does not need any explanation. But the result for the incomplete

CSI, and using the means assumption to make it complete is not following the same

behavior.

What it is seen is that the MMSE precoder increases the capacity of the system while

the SNR is increasing, but it get a maximum value and then it decreases tending to a

certain value in the limit. For the other precoders the function of the capacity is always

crescent but is also tending to a certain value in the infinite limit. The three precoders

tends the capacity to the same value. It will be studied more deeply in a future work.
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Figure 7.7: Capacity for different SNR. Complete CSI, with mean assumption and 3
incomplete CSI users.

Figure 7.8: Capacity for different SNR. Incomplete CSI, with mean assumption and
3 incomplete CSI users.

7.3.2 cdf plot

This simulation has been performed with an SNR of 20 dB that is considered a typical

SNR of the analyzed scenarios. 8 antennas at the base station, 4 users, and 1 of this users

do not transmit all the CSI. The type of assumption is ones and it has been performed

10000 realizations.

It is shown the result for each one of the users. User 1, 3 and 4 has the same result.

User 2 is different. So user 2 is the one that do not transmit all the CSI.
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Figure 7.9: cdf of the capacity. User 1 for 3 precoders and complete CSI.

Figure 7.10: cdf of the capacity. User 2 for 3 precoders and incomplete CSI.

The main thing you can see in this plots is the slope of the different techniques. For

example the complete CSI and the splitting users techniques have a steep slope. So

the variance of this random variables is small. It means that the capacity is not very

affected by the randomness of the channel. Even if the channel is changing very much,

the capacity has a very constant value. But the assumption technique have a less steep

slope. It means that the capacity is more variable.

Comparing the users with CSI and the user with incomplete CSI it can be seen that the

cdf for the matched filter and the assumption technique have the same shape for all the

users. It is only shifted to lower capacities. It means that the randomness properties
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Figure 7.11: cdf of the capacity. User 3 for 3 precoders and complete CSI.

Figure 7.12: cdf of the capacity. User 4 for 3 precoders and complete CSI.

are the same but the mean has a lower value.

The last result that is important to notice in this plots is that the user with incomplete

CSI has a constant capacity with the technique of dividing the users. This happens for

all the precoders. As all the lines are at the same place it can only be seen the red one.

This is because this user is not using MIMO, so it is not affected by the precoder used.

Another possibility is to get the cdf plot of the sum capacity, as it is shown in the figure

7.13. The results obtained from this plot are the same as the previous cdf plots, but

with less details over the users. It can be seen that the shape of the curves is preserved

and the result is the sum of the previous plots.
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Figure 7.13: cdf of the sum capacity. For 3 precoders.

7.3.3 pdf plot

In the pdf plots it can be seen the mean of the capacity random variable as well as the

variance. This is a better way to compare the mean of the capacity, because in the cdf

plots it is difficult to do such comparison.

This simulation has been performed with the same parameters as the previous one 7.3.2.

Figure 7.14: pdf of the sum capacity. 3 precoders and complete CSI.

In this plots it can be corroborated that the zero forcing and the MMSE have the same

behavior. While the matched filter has a worst mean and a higher variance.
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7.3.4 Bars plot for the sum capacity varying the number of users with

incomplete CSI

This simulation has been performed with an SNR of 20 dB. It is used 128 antennas at

the base station and 64 users receiving the information. The type of assumption is mean

and the number of realizations is 10000. In each simulation the number of the users with

incomplete CSI has been modified.

Figure 7.15: Bar plot for the sum capacity of all users. For three precoders and three
techniques. 1 user with incomplete CSI.

Figure 7.16: Bar plot for the sum capacity of all users. For three precoders and three
techniques. 16 user with incomplete CSI.

The first thing that you can see is corroborating the first simulation 7.2. As the SNR

is 20 dB the capacity (with complete CSI) for the precoders zero forcing and MMSE is



Capacity and energy with incomplete CSIT 47

Figure 7.17: Bar plot for the sum capacity of all users. For three precoders and three
techniques. 25 user with incomplete CSI.

Figure 7.18: Bar plot for the sum capacity of all users. For three precoders and three
techniques. 27 user with incomplete CSI.

nearly the same. And the capacity for the matched filter is significantly smaller. For all

the number of users with incomplete CSI the same result is obtained. This result is also

valid for the different techniques used in this simulation. So to obtain results from this

simulation the key parameter is the difference of capacity between the options instead of

the whole capacity, because it is already known that the MMSE will perform the best.

Focusing on the before mentioned, another result is that the matched filter precoder

is much more robust to the incompleteness of the CSI for the users with CSI than the

other filters. The difference of capacity between the complete CSI option and the others
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Figure 7.19: Bar plot for the sum capacity of all users. For three precoders and three
techniques. 28 user with incomplete CSI.

Figure 7.20: Bar plot for the sum capacity of all users. For three precoders and three
techniques. 29 user with incomplete CSI.

options in the matched filter is less than in the zero forcing and the MMSE precoders.

At first sight it might seem that it is a not very important result. But it is important

because the companies wants to have a fixed capacity in their systems, and if the number

of users with incomplete CSI is unknown or very random can bring the system to high

variations of the capacity. Otherwise if the precoder used is the matched filter this

variations on the incomplete CSI users are not affecting so much at the capacity. The

price that it is paid is to have less capacity.

Finally it can be analyzed the relation between the number of user with incomplete CSI
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and the performance of the the techniques used. While using the mean assumption when

the number of users with incomplete CSI is small, the performance of dividing users is

much better than making an assumption. It can be seen in the figures 7.15 7.16 7.17

7.18. But if the number of user with incomplete CSI increases the technique of dividing

the users becomes worse. For example in the figure 7.19 7.20. So it can be said that

for the technique of assuming with mean the CSI the capacity is reduced very much

when a few users don’t transmit all the CSI, but then is not so affected if more user

stop transmitting its CSI. On the other hand, for the technique of dividing the users, if

a few users don’t transmit all the CSI, the capacity is not harmed very much. But if

more users stop transmitting the CSI, then the capacity decreases significantly. For the

zero forcing and MMSE precoders the result is different. In such a case, the technique

of dividing users is always better than making an assumption.

It could be useful to find in which number of users is the threshold that makes one tech-

nique better than the other for the means assumption. It can be seen in the simulation

that this threshold is between 27 and 28 users. But it is not an absolute parameter and

it depends on the configuration of the system. In the simulation 7.21 7.22 it has been

decreased the number of users in the system to 32 users. In this case the threshold is

between 16 and 17 users. To have half the users don’t mean the threshold to be the half

7.21 7.22.

Figure 7.21: Bar plot for the sum capacity of all users. For three precoders and three
techniques. 16 user with incomplete CSI.

It can also be seen that if the SNR is modified the threshold varies. In the simulation

7.23 7.24 7.25 it has been performed with the same parameters as the previous one,

but decreasing the SNR to 10 dB 7.23 7.24 7.25.
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Figure 7.22: Bar plot for the sum capacity of all users. For three precoders and three
techniques. 17 user with incomplete CSI.

Figure 7.23: Bar plot for the sum capacity of all users. For three precoders and three
techniques. 8 user with incomplete CSI.

This threshold is also dependent of the type of assumption to make the CSI complete.

This is because the type of assumption changes the capacity of the communication. As

a result, the number of users that makes both techniques to have similar performances

is different. For example in the ones assumption the technique of splitting the users is

always better than making an assumption. It can be seen in the figures 7.26 7.27 7.28

7.29.
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Figure 7.24: Bar plot for the sum capacity of all users. For three precoders and three
techniques. 10 user with incomplete CSI.

Figure 7.25: Bar plot for the sum capacity of all users. For three precoders and three
techniques. 16 user with incomplete CSI.

7.3.5 Bars plot for each user

To know the sum capacity of a system is very important. And most of the times, the

systems try to maximize this parameter because it offers better performance in a global

point of view. But sometimes it is more important to focus on the performance of each

user. Because in the same system it can be different types of users with different QoS

parameters assigned. Or perhaps the transmission of one user is affecting the other

users. For this reason it can be plotted the capacity of a scenario specifically for each

user.
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Figure 7.26: Bar plot for the sum capacity of all users. For three precoders and three
techniques. 2 user with incomplete CSI.

Figure 7.27: Bar plot for the sum capacity of all users. For three precoders and three
techniques. 9 user with incomplete CSI.

Figure 7.28: Bar plot for the sum capacity of all users. For three precoders and three
techniques. 19 user with incomplete CSI.

It is performed a simulation with the same parameters as the cdf plots 7.3.2. With a 20

dB SNR, 8 antennas at the base station, 4 users, and 1 of this users do not transmit all

the CSI. The type of assumption is ones and it has been performed 10000 realizations.

The easiest thing to see in this plot 7.32 is that the user 3 is the one with incomplete

CSI. In the three precoders the behavior of the users 1, 2, 4 is the same, but the user
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Figure 7.29: Bar plot for the sum capacity of all users. For three precoders and three
techniques. 29 user with incomplete CSI.

Figure 7.30: Bar plot for the capacity of each user. For zero forcing precoder and
three techniques.

3 is always performing different. Also it can be concluded that the effect of this user

over the other users is not dependent on which user has incomplete CSI. It is reasonable

because the channel is uncorrelated, so there is no relationship between users. The only

thing that make one user interfere the others is the precoder, and it actuates the same

way for all the users.

In this plot it can also be seen the reason why the matched filter is more robust in front

of the users with incomplete CSI. It is easy to see that in the matched filter the CSI of

one user is not affecting the other users. So the capacity for the users with CSI is the

same that in the case of all the users with complete CSI. But on the other hand the user

with incomplete CSI has a worse performance than with other precoders. As a result

it can be said that if there are just a few users with incomplete CSI the matched filter

loses less capacity respect the all users with complete CSI case. But if there are a lot of

users with incomplete CSI the degradation of the capacity becomes more important in

the matched filter than in the others precoders.
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Figure 7.31: Bar plot for the capacity of each user. For matched filter precoder and
three techniques.

Figure 7.32: Bar plot for the capacity of each user. For MMSE precoder and three
techniques.

In contrast with what has been said in the previous paragraph, in the zero forcing and

MMSE, the user with incomplete CSI is affecting so much the other users that has better

capacity than them. This is a really bad behavior, because it means that a user who is

in good conditions and could have a high capacity is affected by a user that has worse

conditions. This is something that always should be avoided.

It is important to notice that using the technique of dividing the users, the users with

incomplete CSI has always the same capacity because it is performed a plain transition
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(no MIMO), so it is not affected by the precoder. And it can also be seen that for this

user it is better to use the division technique than the MIMO.

In the Appendix B it can be seen the same results changing the user with incomplete

CSI. It is ovious that the results are the same. So it is concluded that the results are

independent of which user has incomplete CSI.

7.3.6 Using correlation

All the simulations showed in the previous sections has been performed using a channel

model that has no correlations. But this model is far from the reality. In the next

simulations it will be showed the performance of the system when it is exploded the

correlation of the channel.

As it is explained in the chapter 2, it is used a single parameter correlation model. In

the considered model the users are spread through the cell so there is no correlation

between them. However, on the transmitter site, the antennas are very near, so there is

a big correlation.

To demonstrate that the MIMO techniques use the randomness of the channel to perform

the spatial division, it is simulated the same system increasing the correlation at the

transmitter side. The simulation has been performed at 20 dB, 8 antennas transmitting,

4 users, 1 user with incomplete CSI. The number of realizations is 10000. It is written a

table with the exact values of the results to show more precisely the degradation of the

capacity.

If the correlation parameter is set to its maximum value, i.e., 1, the channel matrix has

the same value for all the antennas of the same user. So the matrix is rank deficient

and it can not be computed the inverse. For this reason it has been used a correlation

parameter of 0.99 to see the performance at completely correlated scenarios.

Zero forcing Matched filter MMSE

Complete 26.9106 8.1221 26.9616

Incomplete 13.2387 6.6012 13.2760

Divided 17.0201 7.0008 17.0349

Table 7.1: Sum capacity, with 0 correlation at the transmitter.

The first thing that can be seen in this simulations is that when the correlation in the

transmitting side increases, the capacity of the channel decreases. This is because the

MIMO techniques uses the independence of the channel to create different transmission

paths. But if the channel between the transmitting antennas and a determined user is
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Figure 7.33: Sum capacity, with 0 correlation at the transmitter.

Figure 7.34: Sum capacity, with 0.2 correlation at the transmitter.

not independent, is not possible to have different paths. The hypothesis that sustains

the MIMO techniques is that the user is placed in a highly scattering environment. So

it makes that even if there is a strong correlation on the signals in the transmitting side,

this correlation is broken by the scatters around the user.

To analyze this results it is important to realize that using the technique of dividing

the users with complete and incomplete CSI, the users without CSI is not using MIMO.

So this users are not affected by the correlation of the channel. As a result of this,

when the correlation is increased the capacity of the MIMO channel is reduced, but not

the capacity for the users without CSI. This is shown in the figures 7.39 7.40 7.41.
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Zero forcing Matched filter MMSE

Complete 25.2148 5.8062 25.3361

Incomplete 11.9214 4.8394 11.9908

Divided 16.7329 5.5296 16.7624

Table 7.2: Sum capacity, with 0.2 correlation at the transmitter.

Figure 7.35: Sum capacity, with 0.4 correlation at the transmitter.

Zero forcing Matched filter MMSE

Complete 23.1444 4.8845 23.3980

Incomplete 10.5727 4.1545 10.6696

Divided 16.4508 4.9406 16.4964

Table 7.3: Sum capacity, with 0.4 correlation at the transmitter.

Zero forcing Matched filter MMSE

Complete 19.1779 4.0756 19.8583

Incomplete 8.7398 3.5411 8.9255

Divided 15.5735 4.3931 15.6583

Table 7.4: Sum capacity, with 0.6 correlation at the transmitter.

In this plots it has been represented the capacity for each user in a different bar to

see the behavior of the specific user. There is one plot for the zero forcing precoder,

another one for the matched filter and the last one for the MMSE. In each plot is shown

the performance of the three different techniques studied in this project, complete CSI,

assuming the incomplete CSI and dividing the users with complete and incomplete CSI.

In the figure 7.39 it can be seen that the zero forcing precoder is the most affected by
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Figure 7.36: Sum capacity, with 0.6 correlation at the transmitter.

Figure 7.37: Sum capacity, with 0.8 correlation at the transmitter.

the correlation of the channel. All the users that are using MIMO techniques, do not

have capacity to transmit information. The only user that can transmit something is

the one with incomplete CSI. The reason for this behavior is because the zero forcing

precoder uses the inverse of the channel matrix to obtain the precoding matrix. And if

the channel matrix is rank deficient this inverse can not be computed. The values of the

precoding matrix tend to a singularity. So it is not possible to transmit information for

this users.

For the case of the matched filter the result is slightly better than the zero forcing. But

there is still a big difference between the user with incomplete CSI and the users with
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Zero forcing Matched filter MMSE

Complete 9.2343 3.1385 12.5394

Incomplete 5.2580 2.8298 5.6656

Divided 12.8206 3.7242 13.1054

Table 7.5: Sum capacity, with 0.8 correlation at the transmitter.

Figure 7.38: Sum capacity, with 0.99 correlation at the transmitter.

Zero forcing Matched filter MMSE

Complete 0.0000 1.9360 4.3799

Incomplete 0.0137 1.9317 2.8444

Divided 1.1901 2.8063 4.9720

Table 7.6: Sum capacity, with 0.99 correlation at the transmitter.

complete CSI. It means that the correlation is affecting the MIMO transmission.

Finally in the MMSE precoder the correlation of the channel is affecting the capacity

because it is reduced from nearly 7 bits/s/Hz/user in the case of no correlated channel

(figure 7.32), to 1 bits/s/Hz/user in this correlated scenario. But in this case the

capacity is comparable with the user that is not using MIMO.

After this analysis, it can be said that the MMSE precoder is the most robust to the

correlation of the channel. However it has not a very good performance in this correlated

scenario.

The same results are obtained for a smaller SNR. For example in the appendix C it

can be seen the same plots for a 5 dB SNR. The only difference is that the zero forcing

precoder collapses for a smaller correlation.
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Figure 7.39: Sum capacity, with 0.99 correlation at the transmitter. Separated users,
zero forcing.

Figure 7.40: Sum capacity, with 0.99 correlation at the transmitter. Separated users,
matched filter.

7.3.7 Assumption with correlation

In the previous section it has been explained how the correlation of the channel decreases

the capacity. So it was concluded that it is better a channel without correlation. But

sometimes this correlation of the channel can add some information to the CSI and

it can be exploited to increase the capacity. When the channel is correlated it has

more information than the simple path losses. There is an intrinsic information in

the relationship between its values. It can be used this spatial correlation to obtain

the missing CSI of some users. The statistical behavior of the channel can transmit
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Figure 7.41: Sum capacity, with 0.99 correlation at the transmitter. Separated users,
MMSE.

the information that the users can not. In the figures 7.42 7.43 it is analyzed the

performance of an assumption designed to use the spatial correlation. This assumption

is explained in the chapter 6.

The simulation has been performed with 20 dB SNR, 8 transmitting antennas, 4 users,

1 user with incomplete CSI and 10000 realizations. The correlation parameter is sweep

from 0.01 to 0.99 and it is showed the result for the random assumption and the corre-

lation assumption.

Figure 7.42: Sum capacity, with 0.2 correlation at the transmitter side. Using corre-
lation assumption

The extended result can be seen in the appendix D. After analyzing the plots it is

easy to see that there is no significant difference between the random assumption and
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Figure 7.43: Sum capacity, with 0.2 correlation at the transmitter side. Using random
assumption

the assumption using the correlation. So it means that this specific assumption do not

perform as it was supposed. The information carried by the channel properties is not

used in a good way to determine the CSI.

It is also important to realize that it has been considered the worst case. The users with

incomplete CSI just transmit one path information. It could be a reason for the bad

performance of the assumption.



Chapter 8

Conclusion

In this chapter it is summarized the most important results obtained after the simula-

tions. Here are explained all the results even those that are already known. However,

the explanation is focused on the new results.

The first result obtained in this project is well known and says that the capacity increases

with the SNR. This can be obtained using the Shannon’s equation. Also it can be said

that the MMSE achieves always the higher capacity of the three studied precoders.

While the zero forcing tends to be the same as the MMSE in high SNR scenarios and

the matched filter tends to be the same as the MMSE for small SNR scenarios. This

result can be applied when the number of users with incomplete CSI is small, but if

this users increases, the three precoders becomes similar. If the number of antennas,

and users is increased keeping the same proportion, the result is shocking and can not

be explained by the author. In that case the capacity using the MMSE precoder has a

maximum and the three precoders makes the capacity tend to a certain value for high

SNR.

Another result obtained is that the users with incomplete CSI reduces the capacity

of other users. It can also be said that the technique of splitting the users and having

complete CSI the capacity has smaller variance, so it is not so affected by the randomness

of the channel as the assumption technique.

It can also be concluded that the users with incomplete CSI in the matched filter affects

less the other users than in the other precoders. But this users has worse capacity. So

when there are a few users with incomplete CSI the matched filter is more robust to

the incompleteness of the CSI. And if there are a lot of users with incomplete CSI the

degradation of the capacity becomes more important in the matched filter than in the

other precoders.
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It can be added that using the means technique exists a threshold of users with in-

complete CSI that makes the technique of splitting the users better than making an

assumption of the CSI. This threshold is a parameter that depends on the number of

antennas, users, SNR and type of assumption.

In the project is demonstrated that the MIMO systems use the independence of the

channel paths. So when the correlation is increased, the capacity decreases. When there

is a high correlation channel, to split the users with complete and incomplete CSI is

better than making an assumption, because the users with incomplete CSI do not use

MIMO and their performance is better. In fact, it would be better to not use any MIMO

technique. The zero forcing precoder is the most affected by this behavior, because of

its incapacity to invert a rang deficient matrix. Note that when a matrix is highly

correlated tends to be rang deficient, because all the values tends to be the same. The

MMSE precoder is the most robust in front of the correlation of the channel, although

it has not a good performance.

Finally it can be concluded that the assumption designed for the correlated channel is

not good because it does not performs better than the random assumption. So it takes

no advantage of the correlation. In a future work it will be used the time correlation to

increase the capacity.



Appendix A

Matlab code

Matlab Code

1 function [out] = sim2()

2 %sim1 Summary of this function goes here

3 % Detailed explanation goes here

4

5 %Parameters definition

6 snr = 5; %SNR (dB)

7 M = 8; %Base station antennas

8 N = 4; %Users

9 U = 1; %Users with incomplete CSI

10 rtx = 0.99; %Correlation in the transmited side

11 rrx = 0; %Correlation in the recieved side

12 S = ones ; %Type of assumption

13 R = 10000; %Number of realizations

14

15 %Preallocation of variables

16 v = ones(N,M); %create a flag matrix of the channel, 1 means this user ...

feedbacks CSI for this path and 0 mean it dosen t

17

18 SINRZ = zeros(R,N,3);

19 SINRM = zeros(R,N,3);

20 SINRE = zeros(R,N,3);

21

22 URZ = zeros (R,N,3);

23 URM = zeros (R,N,3);

24 URE = zeros (R,N,3);

25

26 i = 1;

27 while i ≤ U, %for each no feedback CSI user
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28 f = randi(N); %choose a random user

29 e = randi(M); %choose a random path

30 if mean(v(f,:)) 6= 1, %If this user has been choosen before, the loop ...

is repeated

31 i = i − 1;

32 end

33 v(f,:) = zeros(1,M); %change the flag in the flag matrix

34 v(f,e) = 1;

35 i = i + 1;

36 end

37

38 Rtx = zeros(M);

39 for i=1:M,

40 for j=1:M,

41 Rtx(i,j) = rtxˆ((abs(i−j))ˆ2);
42 end

43 end

44 Rrx = zeros(N);

45 for i=1:N,

46 for j=1:N,

47 Rrx(i,j) = rrxˆ((abs(i−j))ˆ2);
48 end

49 end

50

51 % for snr = [−20:1:20] %Simulate the capacity for diferent snr

52

53 ro = 10ˆ(snr/10); %change SNR from dB to linear

54

55 CMZ = zeros (R,3);

56 CMM = zeros (R,3);

57 CME = zeros (R,3);

58

59

60 for d=1:R, %loop for all the realizations

61

62 %Channel generation

63 D = ...

complex(random( Normal ,0,1/sqrt(2),N,M),random( Normal ,0,1/sqrt(2),N,M)); ...

%create random Rayleigh fading channel

64 G = sqrt(Rrx)∗D∗sqrt(Rtx);
65

66 for g=1:3,%If g=1 analisys for complete CSI, if g=2 analisys for ...

incomplete CSI, if g=3 analisys for split users

67

68 if g == 1, %In the first loop analisys for complete CSI

69 CSI = G;

70 elseif g == 2, %In the second loop analisys for incomplete CSI
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72 if strcmp(S, ones )%Assumes ones in the random user CSI

73 for f=1:N,

74 for e=1:M,

75 if v(f,e)==0

76 CSI(f,e) = 1;

77 end

78 end

79 end

80 elseif strcmp(S, rand ) %Assumes random Rayleigh ...

variables in the random user CSI

81 for f=1:N,

82 for e=1:M,

83 if v(f,e)==0

84 CSI(f,e) = ...

complex(random( Normal ,0,1/sqrt(2),1,1),random( Normal ,0,1/sqrt(2),1,1));

85 end

86 end

87 end

88 elseif strcmp(S, mean )%Assumes the mean of others users CSI

89 aux=G;

90 for f=1:N,

91 for e=1:M,

92 if v(f,e)==0

93 h=0;

94 for j=1:N,

95 if v(j,e)==1

96 aux(f,e)=aux(f,e)+G(j,e);

97 h=h+1;

98 end

99 end

100 aux(f,e)=aux(f,e)/h;

101 end

102 end

103 end

104 for f=1:N,

105 for e=1:M,

106 if v(f,e)==0

107 CSI(f,e) = aux(f,e);

108 end

109 end

110 end

111 elseif strcmp(S, cor1 ) %Uses the correlation at the ...

transmitter to estimate the channel

112 aux = (G.∗v)∗Rtx;
113 for f=1:N,

114 for e=1:M,

115 if v(f,e)==0

116 CSI(f,e) = aux(f,e);
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117 end

118 end

119 end

120 % elseif strcmp(S, cor2 )

121 % aux = Rtx∗((G.∗v) /((G.∗v)∗(G.∗v) ));

122 % for f=1:N,

123 % for e=1:M,

124 % if v(f,e)==0

125 % CSI(f,e) = aux(f,e);

126 % end

127 % end

128 % end

129 else

130 CSI = G; %Complete channel state information

131 end

132 end

133

134 if g6=3,

135 ZF = (CSI ) /(CSI∗(CSI ) ); %create precoding matrix for ...

zero forcing

136 betaz = sqrt(ro/(trace(ZF∗(ZF ) ))); %normalizing factor ...

for zero forcing filter

137 ZF = betaz ∗ ZF;

138

139 MF = (CSI ) ; %create precoding matrix for match filter

140 betam = sqrt(ro/(trace((CSI ) ∗CSI))); %normalizing factor ...

for matched filter

141 MF = betam ∗ MF;

142

143 F = (CSI ) ∗CSI + (N/ro)∗eye(M); %auxiliar matrix for MMSE

144 MMSE = (inv(F))∗(CSI ) ;

145 betae = sqrt(ro/(trace(MMSE∗MMSE ) ));%normalized factor ...

for MMSE

146 MMSE = betae ∗ MMSE;%create precoding matrix for MMSE

147

148 for j=1:N, %SINR for each user

149

150 aaux = 0;

151 baux = 0;

152 caux = 0;

153

154 A = G∗ZF;
155 B = G∗MF;
156 C = G∗MMSE;
157

158 for k=1:N,

159

160 if k 6= j,
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161

162 aaux = aaux + power((abs(A(k,j))),2);

163 baux = baux + power((abs(B(k,j))),2);

164 caux = caux + power((abs(C(k,j))),2);

165

166 end

167

168 end

169

170 %SINR for each realization(d), user(j), complete or ...

incomplete CSI(g)

171 SINRZ(d,j,g) = ((power((abs(A(j,j))),2))/(1 + aaux));

172 SINRM(d,j,g) = ((power((abs(B(j,j))),2))/(1 + baux));

173 SINRE(d,j,g) = ((power((abs(C(j,j))),2))/(1 + caux));

174

175 %Throughput for each realization(d), user(j), ...

complete or incomplete CSI(g)

176 URZ(d,j,g) = log2(1+SINRZ(d,j,g));

177 URM(d,j,g) = log2(1+SINRM(d,j,g));

178 URE(d,j,g) = log2(1+SINRE(d,j,g));

179

180 end

181

182 elseif g==3, %For the case of dividing the users with and ...

without CSIT

183 a=0;

184 for f=1:N,

185 if mean(v(f,:))6=1

186 G(f−a,:) = []; %Delete the users without CSIT ...

of the channel matrix

187 a=a+1;

188 end

189 end

190 CSI=G;

191

192 ZF = (CSI ) /(CSI∗(CSI ) ); %create precoding matrix for ...

zero forcing

193 betaz = sqrt((((N−U)∗ro)/N)/(trace(ZF∗(ZF ) ))); ...

%normalizing factor for zero forcing filter

194 ZF = betaz ∗ ZF;

195

196 MF = (CSI ) ; %create precoding matrix for match filter

197 betam = sqrt((((N−U)∗ro)/N)/(trace((CSI ) ∗CSI))); ...

%normalizing factor for matched filter

198 MF = betam ∗ MF;

199

200 F = (CSI ) ∗CSI + (N/(((N−U)∗ro)/N))∗eye(M); %auxiliar ...

matrix for MMSE
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201 betae = ...

sqrt((((N−U)∗ro)/N)/(trace((inv(F)∗inv(F))∗(CSI ) ∗CSI))); %normalized ...

factor for MMSE

202 MMSE = betae ∗ (inv(F))∗(CSI ) ; %create precoding matrix ...

for MMSE

203

204 for j=1:(N−U), %SINR for each user

205

206 aaux = 0;

207 baux = 0;

208 caux = 0;

209

210 A = G∗ZF;
211 B = G∗MF;
212 C = G∗MMSE;
213

214 for k=1:N−U,
215

216 if k 6= j,

217

218 aaux = aaux + power((abs(A(k,j))),2);

219 baux = baux + power((abs(B(k,j))),2);

220 caux = caux + power((abs(C(k,j))),2);

221

222 end

223

224 end

225

226 %SINR for each realization(d), user(j), complete or ...

incomplete CSI(g)

227 SINRZ(d,j,g) = ((power((abs(A(j,j))),2))/(1 + aaux));

228 SINRM(d,j,g) = ((power((abs(B(j,j))),2))/(1 + baux));

229 SINRE(d,j,g) = ((power((abs(C(j,j))),2))/(1 + caux));

230

231 %Throughput for each realization(d), user(j), ...

complete or incomplete CSI(g)

232 URZ(d,j,g) = ((N−U)/N)∗log2(1+SINRZ(d,j,g));
233 URM(d,j,g) = ((N−U)/N)∗log2(1+SINRM(d,j,g));
234 URE(d,j,g) = ((N−U)/N)∗log2(1+SINRE(d,j,g));
235

236 end

237 aaa=(1/N)∗log2(1+(ro/N)); %Capacity for users without CSIT

238 i=N;

239 k=N;

240 while URZ(d,k,g)==0

241 k=k−1;
242 end

243 while i≥1,
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244 if mean(v(i,:))6=1 %If user i doesn t have CSIT its ...

capacity is aaa

245 URZ(d,i,g)= aaa;

246 URM(d,i,g)= aaa;

247 URE(d,i,g)= aaa;

248 else %If user i has CSIT its capacity is the ...

calculated before

249 URZ(d,i,g)=URZ(d,k,g);

250 URM(d,i,g)=URM(d,k,g);

251 URE(d,i,g)=URE(d,k,g);

252 k=k−1;
253 end

254 i=i−1;
255 end

256

257 end

258

259 %Sum throughput each realization(d), complete, incomplete or ...

divided users CSI(g)

260 for i=1:N;

261 CMZ(d,g) = CMZ(d,g) + URZ(d,i,g);

262 CMM(d,g) = CMM(d,g) + URM(d,i,g);

263 CME(d,g) = CME(d,g) + URE(d,i,g);

264 end

265 end

266 end

267

268 %Simulate the capacity for diferent snr

269 % for g=1:2,

270 % TMZ(snr + 21,g) = mean(CMZ(:,g)); %Mean of all realizations of ...

zero forcing Complete CSI

271 % TMM(snr + 21,g) = mean(CMM(:,g)); %Mean of all realizations of ...

matched filter Complete CSI

272 % TME(snr + 21,g) = mean(CME(:,g)); %Mean of all realization of ...

MMSE Complete CSI

273 % end

274 % end

275

276 %Plot the total (sum of all users) capacity cdf for the three precoders

277 % figure;

278 % hold all;

279 % a = cdfplot(CMZ(:,1));

280 % set(a, LineStyle , − )

281 % set(a, Color , b )

282 % b = cdfplot(CMZ(:,2));

283 % set(b, LineStyle , −. )

284 % set(b, Color , b )

285 % c = cdfplot(CMZ(:,3));
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286 % set(c, LineStyle , : )

287 % set(c, Color , b )

288 % d = cdfplot(CMM(:,1));

289 % set(d, LineStyle , − )

290 % set(d, Color , g )

291 % e = cdfplot(CMM(:,2));

292 % set(e, LineStyle , −. )

293 % set(e, Color , g )

294 % f = cdfplot(CMM(:,3));

295 % set(f, LineStyle , : )

296 % set(f, Color , g )

297 % h = cdfplot(CME(:,1));

298 % set(h, LineStyle , − )

299 % set(h, Color , r )

300 % i = cdfplot(CME(:,2));

301 % set(i, LineStyle , −. )

302 % set(i, Color , r )

303 % j = cdfplot(CME(:,3));

304 % set(j, LineStyle , : )

305 % set(j, Color , r )

306 % legend( Zero forcing Complete , Zero forcing Incomplete , Zero forcing ...

divided , Matched filter Complete , Matched filter ...

Inomplete , Matched filter divided , MMSE Complete , MMSE ...

Incomplete , MMSE divided ) ;

307 % title( Cumulative distributed function ) ;

308 % xlabel( Channel capacity ) ;

309 % ylabel( CDF ) ;

310

311 %Plot the probability density function for the three precoders

312 % figure;

313 % hold on;

314 % subplot(221),ksdensity(CMZ(:,1));

315 % title( Zero forcing PDF ) ;

316 % hold off;

317 % subplot(222),ksdensity(CMM(:,1))

318 % title( Matched filter PDF ) ;

319 % subplot(223),ksdensity(CME(:,1))

320 % title( MMSE PDF ) ;

321 % hold;

322

323 %Plot the capacity for diferent snr

324 % figure;

325 % hold all;

326 % snr = −20:1:20;
327 % plot(snr,TMZ(:,1));

328 % plot(snr,TMM(:,1));

329 % plot(snr,TME(:,1));

330 % legend( Zero forcing , Matched filter , MMSE ) ;
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331 % title( Complete CSI ) ;

332 % xlabel( SNR ) ;

333 % ylabel( Capacity ) ;

334 % hold;

335 % figure;

336 % hold all;

337 % snr = −20:1:20;
338 % plot(snr,TMZ(:,2));

339 % plot(snr,TMM(:,2));

340 % plot(snr,TME(:,2));

341 % legend( Zero forcing , Matched filter , MMSE ) ;

342 % title( Incomplete CSI ) ;

343 % xlabel( SNR ) ;

344 % ylabel( Capacity ) ;

345 % hold;

346

347 %Plot the cdf for each user and three precoders

348 % for i=1:N;

349 % figure;

350 % hold all;

351 % a = cdfplot(URZ(:,i,1));

352 % set(a, LineStyle , − )

353 % set(a, Color , b )

354 % b = cdfplot(URZ(:,i,2));

355 % set(b, LineStyle , −. )

356 % set(b, Color , b )

357 % c = cdfplot(URZ(:,i,3));

358 % set(c, LineStyle , : )

359 % set(c, Color , b )

360 % d = cdfplot(URM(:,i,1));

361 % set(d, LineStyle , − )

362 % set(d, Color , g )

363 % e = cdfplot(URM(:,i,2));

364 % set(e, LineStyle , −. )

365 % set(e, Color , g )

366 % f = cdfplot(URM(:,i,3));

367 % set(f, LineStyle , : )

368 % set(f, Color , g )

369 % g = cdfplot(URE(:,i,1));

370 % set(g, LineStyle , − )

371 % set(g, Color , r )

372 % h = cdfplot(URE(:,i,2));

373 % set(h, LineStyle , −. )

374 % set(h, Color , r )

375 % j = cdfplot(URE(:,i,3));

376 % set(j, LineStyle , : )

377 % set(j, Color , r )
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378 % legend( Zero forcing Complete , Zero forcing Incomplete , Zero ...

forcing divided , Matched filter Complete , Matched filter ...

Inomplete , Matched filter divided , MMSE Complete , MMSE ...

Incomplete , MMSE divided ) ;

379 % if(mean(v(i,:))==1)

380 % title( Cumulative distributed function CSI user ) ;

381 % elseif (mean(v(i,:))6=1)

382 % title( Cumulative distributed function no CSI user ) ;

383 % end

384 % xlabel( Channel capacity ) ;

385 % ylabel( CDF ) ;

386 % end

387

388 %Plot the sum capacity for each user and each precoder

389 % y=zeros(3,N);

390 % j=zeros(3,N);

391 % k=zeros(3,N);

392 % for g=1:3,

393 % for i=1:N;

394 % y(g,i) = mean(URZ(:,i,g));

395 % j(g,i) = mean(URM(:,i,g));

396 % k(g,i) = mean(URE(:,i,g));

397 % end

398 % end

399 % figure;

400 % bar3(y);

401 % set(gca, YTickLabel , { Complete , Incomplete , Divided })
402 % title( Zero forcing ) ;

403 % xlabel( users ) ;

404 % zlabel( Capacity ) ;

405 % figure;

406 % bar3(j);

407 % set(gca, YTickLabel , { Complete , Incomplete , Divided })
408 % title( Matched filter ) ;

409 % xlabel( users ) ;

410 % zlabel( Capacity ) ;

411 % figure;

412 % bar3(k);

413 % set(gca, YTickLabel , { Complete , Incomplete , Divided })
414 % title( MMSE ) ;

415 % xlabel( users ) ;

416 % zlabel( Capacity ) ;

417

418 % Plot the averaged capacity

419 figure;

420 y=zeros(3,3);

421 for g=1:3,

422 y(g,1) = mean(CMZ(:,g));
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423 y(g,2) = mean(CMM(:,g));

424 y(g,3) = mean(CME(:,g));

425 end

426 bar3(y);

427 set(gca, YTickLabel ,{ Complete , Incomplete , Divided })
428 legend( Zero forcing , Matched filter , MMSE );

429 title(S);

430 zlabel( Capacity );

431 out = y;

432

433 end





Appendix B

Bar plots for each user

Figure B.1: Bar plot for the capacity of each user. For zero forcing precoder and
three techniques.
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Figure B.2: Bar plot for the capacity of each user. For matched filter precoder and
three techniques.

Figure B.3: Bar plot for the capacity of each user. For MMSE precoder and three
techniques.
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Bar plots for a correlated channel

Figure C.1: Bar plot for the sum capacity. With a 0 correlation at the transmitter.

Figure C.2: Bar plot for the sum capacity. With a 0.2 correlation at the transmitter.
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Figure C.3: Bar plot for the sum capacity. With a 0.4 correlation at the transmitter.

Figure C.4: Bar plot for the sum capacity. With a 0.6 correlation at the transmitter.

Figure C.5: Bar plot for the sum capacity. With a 0.8 correlation at the transmitter.

Figure C.6: Bar plot for the sum capacity. With a 0.99 correlation at the transmitter.



Appendix D

Comparision of the correlation

assumption and the random

assumption.

Figure D.1: Sum capacity, with 0.01 correlation at the transmitter side. Using cor-
relation assumption
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Figure D.2: Sum capacity, with 0.01 correlation at the transmitter side. Using random
assumption.

Figure D.3: Sum capacity, with 0.1 correlation at the transmitter side. Using corre-
lation assumption

Figure D.4: Sum capacity, with 0.1 correlation at the transmitter side. Using rand
assumption
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Figure D.5: Sum capacity, with 0.2 correlation at the transmitter side. Using corre-
lation assumption

Figure D.6: Sum capacity, with 0.2 correlation at the transmitter side. Using random
assumption

Figure D.7: Sum capacity, with 0.3 correlation at the transmitter side. Using corre-
lation assumption
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Figure D.8: Sum capacity, with 0.3 correlation at the transmitter side. Using random
assumption

Figure D.9: Sum capacity, with 0.4 correlation at the transmitter side. Using corre-
lation assumption

Figure D.10: Sum capacity, with 0.4 correlation at the transmitter side. Using ran-
dom assumption
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Figure D.11: Sum capacity, with 0.5 correlation at the transmitter side. Using cor-
relation assumption

Figure D.12: Sum capacity, with 0.5 correlation at the transmitter side. Using ran-
dom assumption

Figure D.13: Sum capacity, with 0.6 correlation at the transmitter side. Using cor-
relation assumption
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Figure D.14: Sum capacity, with 0.6 correlation at the transmitter side. Using ran-
dom assumption
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