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ABSTRACT 

Remote Sensing from distributed platforms has become 

attractive for the community in the last years. Phase, 

frequency, and time synchronization are a crucial 

requirement for many such applications as multi-static 

remote sensing and also for distributed beamforming for 

communications. The literature on the field is extensive, and 

in some cases, the requirements an complexity of the 

proposed synchronization solution may surpass the ones set 

by the application itself. Moreover, the synchronization 

solution becomes even more challenging when the nodes are 

flying or hovering on aerial or space platforms. In this work, 

we discuss the synchronization considerations for the 

implementation of distributed remote sensing applications. 
The general framework considered is based on a distributed 

collection of autonomous nodes that synchronize their clocks 

with a common reference using inter-satellite links. For this 

purpose, we implement a synchronization link between two 

nodes operating in a full-duplex fashion. The experimental 

testbed uses commercially available SDR platforms to 

emulate two satellites, two targets, and the communication 

channel. The proposal is evaluated considering phase and 

frequency errors for different system parameters. 

Index Terms— Synchronization, multi-static remote 

sensing systems, distributed beamforming, SDR 

implementation. 

1. INTRODUCTION

During the last years, the earth observation community has 

increased its interest in distributed missions deployed in more 

than one platform, in flying formations using smaller and 

low-cost vehicles. Some examples of distributed remote 

sensing applications are the bistatic and multi-static SAR [1], 

in which the Tandem-X was the first companion SAR 

concept mission[2]. Another recent example is the European 

Space Agency Harmony Mission (within the Earth Explorer 

10 program), in which two identical receive-only spacecraft 

follow in a formation to the Sentinel-1D and use it as a radar 

illuminator [3]. On the other hand, multistatic configurations 

are the only real alternatives to achieve the radar power 

budget in missions from MEO to GEO orbits [4][5][6].  

Similarly, the distributed and formation flying configurations 

have been considered for applications in radiometry. The 

spatial resolution of a single platform radiometer can be 

improved only by increasing its aperture size. Therefore, the 

use of formation flying configurations provides the potential 

to increase spatial resolution significantly [7][8][9]. The use 

of this technique is foreseen to be applied in 3D synthetic 

apertures, in contrast to 2D coplanar arrays [10], providing 

the system with more flexibility, and giving the possibility to 

reduce the mutual coupling between the antennas. 

The synchronization in these systems becomes extremely 

challenging when the distance between the distributed nodes 

is significant in terms of the signal wavelengths and, in 

particular, when this electrical distance is varying in time due 

to fast changes in the conditions of the transmission media 

and in the RF components of the array elements [11]. In 

particular, the RF components add phase and timing drifts 

that can not be easily parametrized or characterized, and they 

represent an impediment to the implementation of distributed 

coherent applications such as beamforming [11].  

On the other hand, in the practical implementation of the 

round trip synchronization between two nodes, if the 

transmitted by each of the two nodes use different carrier 

frequencies, then the loop will not achieve a perfect 

synchronization since the drifts are different and cannot be 

compensated. Therefore, a round trip loop using the same 

carrier, known as In-Band Full-Duplex (IBFD), would solve 

both of the above problems. First, it would better control the 

drifts by assuming reciprocity in the paths of the back and 

forth signals. And second, it would help each node to receive 

and calibrate its self signal, eliminating the unknown drifts 

produced by its RF channel. The use of IBFD has besides the 

obvious advantage of the reuse of spectral resources. 

Notwithstanding, the implementation of IBFD systems also 

represents a technological challenge [12]. That is why in this 
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article, we intend to demonstrate the feasibility of a 

synchronization loop using IBFD on actual hardware SDR 

platforms. 

Figure 1 shows a conceptual diagram of the target scenario in 

which two satellites perform synchronization and transmit (or 

receive) towards a common target. 

 

 

Figure 1. General system diagram for the implemented 

testbed 

The SDR testbed implements a master/slave architecture 

using IBFD, where each of the nodes performs self-signal 

detection and cancelation, while the channel is emulated 

using an SDR satellite channel emulator developed in 

previous projects [13]. The experimental results show the 

accuracy of the signal cancellation procedure and 

demonstrate the feasibility of the IBFD synchronization 

between the two nodes, extendible to the application in 

scenarios with more than two nodes.  

 

2. SYSTEM FOR FULL-DUPLEX 

SYNCHRONIZATION LOOP 

The system for remote clock synchronization proposed in this 

work consists of: 

1) Two satellites with dual full-duplex transceivers. 

2) A 6x6 channel emulator matrix. 

3) Two on-ground transceivers coined “targets.” 

The synchronization system must use some protocol with 

known pilot fields and a coherent operation over time. DVB-

S2(X) is an excellent example since it is also widely used in 

satellite communications. The known pilot fields are used for 

frequency, time, and phase estimation and later compensation 

to achieve clock synchronization. 

The synchronization protocol is based on a master-slave 

architecture. First, the master transmits its clock via the 

modulated known pilots to the slave. Then, the slave 

synchronizes its phase with the master signal and retransmits 

it using its own pilots. Finally, the master receives the slave 

signal, measures the phase difference, estimates the channel 

phase, and pre-compensates the phase of the transmitted 

pilots. This protocol reuses the same band thanks to the full-

duplex capabilities of the satellite transceivers. 

The communications channel in between the satellite-satellite 

and satellite-target transceivers is described using a 6x6 

complex matrix 𝐇6𝑥6. The full system can be modeled with 

the following equation: 
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+ 𝐧, 

where 𝐧 is Additive Gaussian Noise (AWGN) and 𝐇6𝑥6 is the 

channel matrix modeling free path losses, propagation phase 

delay, and Doppler frequency shifts. Another effect emulated 

using the 𝐇6𝑥6 matrix is the auto-interference of the full-

duplex transceivers, assuming that there is no saturation in 

the RF components. 

 

 

Figure 2. Block diagram of the SDR testbed 

implementation. The MIMO channel emulator 

implements the phase (H matrix), adjustable true delay, 

and adjustable Doppler effects. 

At an initial stage, it is assumed that both targets are idle until 

the first satellite synchronization is done. Then, the satellites 

can operate coordinately to perform beamforming on one or 

both targets, while keeping tracking of the clock phase. 

Transmitters or receivers of targets may be enabled or 

disabled depending on the final application. 

 

Figure 3. General dual-carrier synchronization scheme. 

Figure 3. shows the synchronization scheme used between 

the two satellites, the master and the follower.  
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3. TESTBED DESCRIPTION 

The testbed consists of the commercially available SDR 

infrastructure developed by National Instruments (NI). The 

infrastructure consists, as shown in Figure 4, of a NI PXI (PCI 

EXtension for Instruments) 1085 chassis, used for the 

implementation of the MIMO satellite emulator. This channel 

emulator interconnects the two satellites and an additional 

receiver (User Terminal Emulator). 

 

 

Figure 4 Laboratory testbed setup principal diagram. 

 

The PXI centralizes the radio signals coming from up to 6 

inputs taken using a set of NI USRP (Universal Software 

Radio Peripheral) 2954R, which is based on a Kintex FPGA 

from Xilinx. The satellite emulators are also implemented 

using USRPs, in particular, the standalone version 2974. 

Each of the six outputs of the channel emulator is a linear 

combination of the available inputs, which is, in the present 

case, is 4 (but can also be 6, as seen in Figure 2). The 

synchronized operation of the two satellites enhances the 

performance of the received signals by the targets. Table 1 

shows a description of the waveform parameters of the 

transmitted signal. 

 

PARAMETER VALUE 

Standard  DVB-S2X, SuperFrame Format2 

Modulations QPSK (Up to 256APSK) 

Bandwidth 3.2 Msymbols/sec (Up to 7.5 M) 

Frequency separation 

between carriers 

24 MHz 

Pulse shaping Root-Raised-Cosine 

Number of streams  4 (2 per satellite) 

Table 1 Transmitted signal parameters. 

 

4. RESULTS 

Figure 5 shows the spectrum with the four carriers seen by 

the channel emulator. It shows how the two carriers in one 

direction (master to follower) overlap with the two carriers 

coming in the opposite direction. This spectrum determines 

the maximum SNR available at the receivers, which is 

modified by a Gaussian noise artificially generated in the 

channel emulator.  

 

Figure 5. Spectrum measurement at the channel 

emulator. 

We implemented the phase trackers in the receivers using 2nd-

order digital PLLs in the FPGAs. After the round trip loop is 

closed, we can observe the phase variations applied to the 

transmitters in the master satellite, representing the phase 

over time of the full loop. Figure 6. shows the phase history 

for three different SNR values (set equal for the four 

receivers). For the three measurements, the PLL loop 

bandwidth is kept constant. The loop bandwidth should be 

later optimized as a function of the SNR. However, for the 

present experiment, the objective is not to optimize the loop 

performance but to demonstrate the concept. 

 

 

 

 

Figure 6. Phase error of the round trip loop compensated 

in the master for different SNR values. 

In Figure 7 the phase difference between two carriers (the two 

overlapping carriers on the left of Figure 5) is observed in the 

SNRs = 20dB 

SNRs = 10dB 

SNRs = 0dB 



TARGET receivers. Here it can be seen how the phase offset 

is stable even in the presence of the Doppler offset injected in 

the channel emulator (0 and 5 Hz). 

 

Figure 7. Phase difference between two overlapping 

carriers received by the target for two different Doppler 

offsets, 0Hz, and 5Hz. SNR=20dB in both tracking loop 

receivers and target receivers (for a total of 6 receivers). 

 

5. CONCLUSIONS  

The concept of digital synchronization scheme using dual 

DVB-S2X carriers was successfully validated in hardware. 

The next steps in the prototype development will include 

adaptive optimization of the system parameters depending on 

the scenario conditions. 
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