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Abstract. This work is focused to design an academic experience involving the implementation of augmented reality tool in architecture education practices to improve the motivation and final marks of the student. We worked under different platforms for mobile devices to create virtual information channels through a database associated to 3D virtual models and any other type of media content, which are geo-located in their real position. The basis of our proposal lies in the spatial skills improvement that students can achieve using their innate affinity to friendly digital media as Smartphones or tablets, to visualize educational exercises in real geo-located environments and allowing sharing and evaluating own-generated student’s proposals, on site.
The proposed method aims to improve the access to multimedia content on mobile devices, allowing access adapted to all types of users and contents. The students divided into various groups, both control and experimental in function of the devices and practices to perform, have as goal display 3D architectural geo-referenced content, using Sketchup and ArMedia for iOS and a custom platform for Android environment. 
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1 Introduction

New technology implementations in the teaching field have been largely extended to all types of levels and educational frameworks. However, these innovations require approval validation and evaluation by the final users, the students. A second step of the proposal (that will be generated along the first semester of 2014) will be discuss the advantages and disadvantages of applying mixed evaluation technology in a case study of the use of interactive and collaborative tools for the visualization of 3D architectonical models. We will use a mixed-method of evaluation  based on quantitative and qualitative approaches to measure the level of motivation and satisfaction with this type of technology and to obtain adequate feedback that allows for the optimization of this type of experiment in future iterations.
The current paper is based on three main pillars: The first pillar focuses on teaching innovations within the university framework that cultivate higher motivation and satisfaction in students. The second pillar concerns how to implement such an innovation; we propose the utilization of determinate tools (AR) of so-called Information Technologies (IT), so that students, as "digital natives", will be more comfortable in the learning experience. Finally, the study will employ a mixed analysis method to concretely obtain the most relevant aspects of the experience that should be improved both in future interactions and in any new technological implementations within a teaching framework.

2 Background

Augmented Reality (AR) technology is based on overlapping virtual information in real space. AR technology enables to mix virtual objects generated by computers with a real environment, generating a mixed environment that can be viewed through any technological device in real time. The main characteristics of an Augmented Reality system are [1]: 
· Real-time interactivity
· Use of 3D virtual elements
· Mix of virtual elements with real elements
Augmented reality has emerged from research in virtual reality. Virtual reality environments make possible total immersion in an artificial three-dimensional world. The involvement of Virtual Reality (VR) techniques in the development of educational applications brings new perspectives to Engineering and Architectural degrees. For example, through interaction with 3D models of the environment, the whole constructive sequence in time and space of a deck can be simulated for a better understanding of our students [2]. We can also explore hidden structure through ghosted views within the real-world scenes [3] or find several examples of AR and VR applied to monitoring the maintenance of new buildings and to keep or save cultural heritage [4-6]. 
Evaluate the use of VR or AR applications in an industrial setting is a complex task, but some statistics suggest performance improvements up to 30% with involved employees reporting higher levels of engagement [7]. Applications of AR that support technicians in the field have the potential of reducing costs up to 25% throughout quicker maintenance or component substitution, identification and setup of new connections, solution of faults and misconfigurations, with less burden on backend personnel and system resources. 
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Fig.1 Augmented Reality at the UPC University. A 3D model visualized through a mobile device screen thanks to the camera detection of a regular shape or code

2. 1. Mobile learning last improvements

Between 2008 and 2009, new platforms and paradigms emerged to propel AR development in smartphones, like Junaio, Layar and Wikitude. All of these companies embraced a new concept which consisted in creating an Augmented Reality browser with a number of features that allowed developers to produce AR content according to a specific set of rules, and, finally, enabled end-users to view computer generated elements superimposed to the live camera view of common smartphones. These AR browsers are compatible with most mobile operating systems like the Android, the iPhone OS, or the Symbian. 
A framework where this technology could be potentially more interesting is the representation and management of the territory, because real scenes could be "completed" with virtual information. This method would facilitate a greater awareness and better understanding of the environment, especially if we use it in the educational framework. Last year research at universities worldwide has been focused on the development of AR applications (AGeRA[8], GIS2R[9], ManAR[10]), tools (GTracer for libGlass[11]), educational platforms (TLA[12]), or open resources and contents (ISEGINOVA AR Project[13]) such as 3D architectural models (3D ETSAB AR[14]).

2. 2. GIS Limitations 

Real-time performance and qualitative modeling remain highly challenging, and in-situ 3D Modeling becomes increasingly prominent in current AR research, particularly for mobile scenarios [15]. The main problem of all these applications seems to be the location or geographical information, because a Geographic Information System (GIS) is needed to provide and manage and filter public queries with different levels of accurate and upgradeable information. In short, we need to link a 3D model to a database which contains all the necessary information associated with it. Furthermore, the introduction of new learning methods using collaborative technologies, offers new opportunities to provide educational multimedia content.
While GPS (Global Positioning System) has satisfactory accuracy and performance in open spaces, its quality deteriorates significantly in urban environments. Both the accuracy and the availability of GPS position estimates are reduced by shadowing from buildings and signal reflections. Mobile AR applications for outdoor applications largely rely on the smartphone GPS. Also, GPS provides the user position based on triangulation of signals captured from at least 3 or 4 visible satellites by a GPS receiver. Standard GPS systems have 5m to 30m accuracy due limitations such as [16]: 
Being unavailable (or slow in obtaining position) when satellite signals are absent such as underground, and when meteorological conditions block transmission, and 
Satellites can provide erroneous information about their own position. 
Already well known applications are Wikitude, Nokia City Lens, Google Goggles and Metaio Junaio. Today's sensors capabilities in stability and precession have noticeably improved. For example, GPS accuracy is increased with differential GPS or DGPS which brings the accuracy of readings to within 1-3 meters of the object, as compared to the 5-30 meters of normal GPS. DGPS works using a network of stationary GPS receivers [17]. The difference between their predefined position and the position as calculated by the signals from satellites gives the error factor. This error component is then transmitted as a FM signal for the local GPS receivers, enabling them to apply the necessary correction to their readings.

2.3 TIC at University

Recently experiences related to the implementation of TIC at university degrees concluded that “digital natives” with a periodical activity on networks and chats are better students [18]. The use of VR technologies on practical courses for graduate and undergraduate students aims to develope personal skills [19] introduced in the European Educational Space (EEES) such as methodical approach to practical engineering problems, teamwork, working in interdisciplinary groups and time management. 
In previous publications [20-21] we explained the relationship between Mobile Learning AR technologies introduced in engineering degrees and his impact at the academic results of our students, increasing their motivation and satisfaction in classroom. 

3 Case of study 

This item presents a teaching methodology for a practical course in architectural degree where the students improve AR and VR technologies through their own mobile devices. The course design follows previous examples [23] of moodle based evaluation systems for the actual requirements within EEES on new skills for professional technicians such as spatial vision, orientation or teamwork.  
At the same time, to test the accuracy and satisfaction of GPS systems only avaible in smartphones and iOS devices, we developed an Android tool (RA3) based on markers as location encoders (i.e. markers with regular shapes, such as QR code-like markers) associated with specific points of the environment or objects. 
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Fig. 2. At the left IOs screen displaying options with ArPlayer of Armedia. On the right sight the application RA3 developed for Android devices


3.1 Methodology

The proposed course focused two points. On one hand, the structure that defines the acquirement of knowledge is an inverted pyramid. Namely, students can't perform a practice without having completed and assimilated the activity before. So, only students who have built a 3D model will be able to insert it into a landscape or photograph according to its geometrical space or perspective. Likewise, only smartphones owners are able to play RA applications for IOs platforms. To separate mobile devices users from the rest of the class, all students get a Pre-test that will define two main groups; a control and experimental group. On the other hand, students improving this methodology challenge they self results thanks to VR and AR technologies, having the opportunity to compare their 3D model with its equal at the real world.
During the designed course at the Architecture University of Barcelona (ETSAB-UPC), four main exercises are developed in order to evaluate particular skills linked to architectural and engineering careers, such as spatial perception, orientation or occlusion. This kind of abilities can be introduced too with specific AR experiencies [24]. 

3.2 Contents

The first practice of the course is to generate a database of 3D sculptures of Andreu Alfaro. These virtual sculptures, in the second part of the course, have to be integrated in a nineteenth century square through a photographic refund. The third exercise is the virtual representation of the chosen architectural environment; one of the few arcaded squares of Barcelona, the Plaza Masadas. Finally, every student promote itself an urban intervention according to the regulation and urban plans.  
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Fig. 3. Two examples of photographic refunds of 3D sculptures in the middle Plaza Masadas, Barcelona
In the photographic refund of the object or piece in the middle of a square, realism can be diminished if ambient occlusion or point of view of both images, the real square and the 3D sculpture, are in contradiction. Lighting, for example, is an element of realism that is dynamic and produces shadows that, when missing, break the realistic effect of AR. To avoid ambient occlusion contradictions the students should select several propreties such as colour, reflection or material, and use tools that introduce the latitude and light-time during the render process of 3D models in Artlantis, V-ray or 3DStudioMax to offer more interactive real environment [25]. Then Photomatch options of SketchUp are used to match the 3D model in the chosen square's photography according to its point of view.
The third part of the practical course introduce teamwork abilities to previous evaluated skills of geometric performing, spatial visualisation or orientation and ambient occlusion. Different segments of the existing arcaded buildings arround the square have to be developed in two partners groups separately according the urban plans that expect the reconstruction of one corner in this place. The more or less adjustments taked to join every segment with the hole compilation determinate the first mark of the group, beeing the second mark the result of a control exam inwhich every student have to represent a 3D building part of a similar arcaded square.
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Fig. 4. 3D model of the section of an arcaded square in Barcelona
The fourth exercise implements physical and urban propreties to main 3D model. A personal approach must discuss material, colour, landscaping and urban furniture at the proposed space. The grade of this project is obtained from two perspectives rendered in a human point of view.
In between the last practice an experimental group composed by students having passed the "digital natives" Pre-test, improves spatial abilities using Augmented Reality with two location strategies for 3D models, marker-based and GPS. The two main platforms for mobile devices, Android and IOs (ArPlayer and RA3), determinate the location strategy for each user in order to integrate his own project on its real environment. Placed the 3D model in its real environment, the application displays different options of interaction such as rotation, scale and light-orientation. Playing with application choices the student should get a final scene with his device in order to compare it with his previous virtual representations and exercises.
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Fig. 5. Renders of two projects in a human point of view


4 Conclusions

The teaching methodology explained on this item is been thought to introduce our grade students in Virtual and Hand Held Augmented Reality (HHAR), to overlap virtual models on real scenes. Having previously developed test methods to confirm the motivation of our students working with VR and AR technologies our next point will be determinating what are the best resources and systems to introduce this technics at the educational community.
In forward papers the implementation of this methodology in a practical course at the Architecture University of Barcelona (ETSAB) will give us information about advances and users results on different issues:
VR software and renderisation 
AR applications
GIS (geographical information) systems on mobile devices
Computer graphics have become much more sophisticated, becoming more realistic. In the near future, researchers plan to display graphics on TV screens or computer displays and integrate them into real world settings. So, geometrical performing of 3D architecture for virtual representation is nowadays possible with 3D SketchUp, Rhinoceros or Autocad due their compatibilities in DBX or DWG files to generate a database. 
In the field of architecture, virtual reality renderisation needs several options for ambient occlusion such as colour, reflection or material, using tools and files allowing the introduction of the latitude and light-time. Based on these premises we will work with Artlantis, V-ray or 3DStudioMax to offer more interactivity with real world environment.
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Fig. 6. Geographic information channel linked on a 3D model
Augmented Reality can be explored in various areas of knowledge, contributing significantly in education. It provides a great potential in the creation of interactive books, allowing intuitive and easy to learn interaction. Attending our previous experiencies using AR applications we decided to use ArMedia (IOs) and to develope a new application for Android, RA3. The major difference between the two platforms that display AR services is the GIS (geographical information) system, where IOs works with GPS and Android needs a marker based on regular shapes (i.e. QR codes) as location encoders. GPS systems aren't currently accurate enough to aid in the teaching of architecture. So, in case of urban planning is recommended to replace the GPS for location based on shapes or QR codes.
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