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We study the Euclidean distance between syntactically linked words in sentences. The average distance is
significantly small and is a very slowly growing function of sentence length. We consider two nonexcluding
hypotheses(a) the average distance is minimized aiwl the average distance is constrained. Supportdpr
comes from the significantly small average distance real sentences achieve. The strength of the minimization
hypothesis decreases with the length of the sentence. Suppdl) fmwmes from the very slow growth of the
average distance versus sentence length. Furtherripreredicts, under ideal conditions, an exponential
distribution of the distance between linked words, a trend that can be identified in real sentences.
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[. INTRODUCTION ulty is constrained in many ways. Lung capacity imposes
(limits on the length of actual spoken sentences, whereas
working memory[6] imposes limits on the complexity of
sentences if they are to be understanddbBle It is reason-
able to think that distantly related words pose problems to
the brain machinery that has to produce or process a certain
modifier or vice versa depending on the convention usecS€ntence. The fact that about 50%-67% of the links in sen-
Head and modifier are primitive concepts in the dependenc{fnces are formed between words at distance 1 and 16%-—
grammar formalisn{Fig. 1). In the examples used here arcs 2°% are formed at distance[8] suggests two possibilities:
go from the head to its modifier, but link direction is not (8 the Euclidean distance between syntactically linked
relevant here because we are only concerned about the di#ords is minimized or(b) the Euclidean distance between
tance between linked words. The dependency grammar fotinked words is constrained on average. Various statistical
malism distinguishes some cases, such as coordinatiotgsts indicate that the distance at which syntactic interactions
where there is no clear directigd]. take place is significantly sma|8].

The statistical structure of global syntactic dependency The distance between syntactically related items in sen-
networks has recently received attent[®h Those networks tences is a basic ingredient of the cost of a sent¢acH)
have words as nodes. A pair of words is linked if that pairand has been used for explaining word order univerddls
has appeared syntactically connected at least once in a cdgost minimization or, in other words, least effort principles
pus(i.e., collection of sentencgs are a successful explanation for universals in quantitative

Here we focus on the Euclidegior physical distance linguistics. For instance, Zipf's layl1] for word frequen-
between syntactically linked words in sentences. Here weies can be explained by minimizing hearer and speaker
assume that words are placed on a straight line following theommunicative needg2,13.
order of a sentenc@s in Fig. 3. Our convention consists of The minimization of the topologicdbr network distance
assigning position one to the first word of the sentence anéh complex networks has been studigi#t—1§. Minimiza-
adding one after every word for calculating the positions oftion of the Euclidean distance has been studied in various
the following words. We definer(v) as the position of word topologies: ringg17] and two-dimensional Euclidean spaces
v, and the Euclidean distance between two woudsnduv, is [18] (see[19] for more referencgsHere we focus on a one-
defined asd(u,v)=|m(u)-m(v)|, sod(u,v)=d(v,u). We are dimensional Euclidean space without boundary conditions.
only interested in the distance between connected wordg€\n important difference is that we assume that the network
Table | lists the positions of every word and the distance testructure is fixed. The only freedom is for changing the po-
the sender of the arc for the sentence in Figthke depen-
dency grammar formalism generally assumes that every ver-
tex receives one arc except for the root word that receives no She loved me for the dangers I had passed
aro). If the word “she” was moved to the end of the sentence,
then all distances in Table | would remain the same excepftOr

for_lferShe’ loved =8. for thinki hat the di b Here vertices are words and the arcs stand for syntactic dependen-
ere are reasons for thinking that the distance betweefjo Following the conventions ifi], arcs go from a head to its

syntactically linked words is constrained. The language facy,gifier. The pronoun “she” and the verb “loved” are syntactically
dependent in the sentence. “She” is the modifier of the verbal form
“loved,” which is its head. Similarly, the action of “loved” is modi-
*Electronic address: ramon@pil.phys.uniromadl.it fied by its object “me.” “Loved” is the root vertex.

Dependency grammar is a class of grammatical forma
isms[1-3] specifying how pairs of words link in sentences.
Typically, two words are linked if one syntactically depends
on the other. Links are syntactic dependencies. Most link
are directed, and the arc goes from the head word to it

FIG. 1. The syntactic structure of the sentence, “She loved me
the dangers | had passed,” following the conventionglip
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TABLE I. Every word or the sentence, “She loved me for the 20 T T T T —
dangers | had passed,” the position of every wprdword)] and -
the distance(in words of every word to the sender of arc 151 4
[d(word, sendey]. | e
S 10| // —
word r(word) sender dword, sendey
she 1 loved 1
loved 2 — —
me 3 loved 1 05 B R—
for 4 loved 2 n
the 5 dangers 2 FIG. 2. The average value dff), the mean edge lengttin
dangers 6 for 2 words, versus the lengthiin words of the sentencen, for real
| 7 had 1 sentencessolid line) and the corresponding minimum linear ar-
had 3 dangers 2 rangementgdotted ling. Here the Romanian corpus is used. A
passed 9 had 1 control (d) was calculated by scrambling the words in every sen-

tence 1000 times and averagif@) (long dashey The latter case is
(dy=(n+1)/3, as expected.

sitions of words in the sentence, that is changing the function
().

Section Il suggests that the linear arrangement of words in
sentences obeys a minimization of the Euclidean distance
between wordghypothesiga)]. Section Ill suggests that ar- \yhereE is the expectation operator afdd) is the probabil-
rangement could be constrained in the mean Euclidean di?t‘y that two linked words are at distance Figure 2 shows
tance between wordsypothesis(b)]. (d) as a function oh for real Romanian sentences. The real
(d) is compared against a null hypothesgiscontrol series
and the value obtained by a m.l.a. As for the null hypothesis,
it is calculated on real sentences by scrambling the position
of vertices(while the network structure remains the same
and calculating) again[() is used instead of)(7,A) for
brevity]. It follows for the latter case that

2(n-d)
nin-1)"

(dy=E[d] = dE dP(d), (1)
=1

Il. EUCLIDEAN DISTANCE MINIMIZATION
HYPOTHESIS

Suppose we have a network whose set of vertic®¥sand
its set of arcs isA (a directed graph Supposer(v) is the
position of vertexv. Then,d(u,v)=|m(u)-m(v)| is the Eu-
clidean distance between verticesandv (whereu,v € V).
We are aimed at finding them such that Q(w,A)
=2 ead(u,v) is minimum. Minimizing (), as defined
here, is known as the minimum linear arrangement.a)
problem[20]. Here we will consider if the Euclidian distance Replacing the previous equation into Ed) we get
between syntactically related words is minimized. The prob-
lem that minimization must solve is exactly the m.l.a. in
computer scienc§20]. Two different sources of data were

used for the present study. Both are collections of sentences

with its syntactic dependency structure. Both data sets ha/dt€r some algebra. Incidentally, E€Q) is the same as the
been already used if5]. First, a Romanian corpus was average vertex-vertex distance of a linear grépdj. As for

Annotator websitg21]. It contains 21 275 words and 2340 Problem[25] is used for simplicity. Finding the m.l.a on a

P(d)= (2)

@="2 @

sentences. Second, a Czech corpus was [&&@3 having

generic graph is a very hard computational prob[@®,2§.

approximately 563 067 words and 31 701 sentences. Manlf the network is a tree, exact computationally affordable

sentence structures are incomplete in the Czech cdius
they have fewer than-1 links, wheren is the length of the
sentence in words The proportion of links provided with

algorithms exist[27,28. Numerical calculations up tm
=11 showed that the algorithm [25] always finds the op-
timum on trees. Figure 2 shows that réd} is significantly

regard to the theoretical maximum is about 0.65. When havsmall, given how far the real series is from the upper bound
ing complete structures was critical, only the Romanian corprovided by the null hypothesis in E(B). Figure 2 supports
pus was used. Punctuation marks were absent, so distana@® hypothesis that real sentences may mininfize some

between words are true distances in both cases.
We define the average value df the distance between
linked vertices, as

1
(dy= nTlﬂ(W.A).

wheren is the length of the sentence in wordsotice |A|
=n-1). Alternatively, we may definéd) as

extent. The fact thad) for real sentences is greater than that

of the heuristic approximation shows that using the exact
algorithm for treeq427,2§ is not necessary in this context.
We define the ratio

= QreaI/QmIaa

whereQ,., andQ,, are, respectively, the average value of
Q) for the Romanian collection of sentences and that of the
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1.8 ' | ' ' ment whergd)=1. The only networks that can achieve such
1 a small distance are linear graphs where all links are formed

. between consecutive words in the sentence. A linear graph is
a connected graph without cycles where all vertices have two
. connections except two vertices in the extremes which have
a single connectiori24]. For instance, the sentence “| eat
potatoes,” whose links ar¢‘l,” “eat” } and {“eat,” “pota-
toes’} is a linear graph of that kind. The problem of a linear
a graph is that it is a very specific structure. For instance, the
60 graph in Fig. 1 is not a linear graph, so it cannot inherently

achieve(d)=1. Sentence structure imposes links whose ver-
FIG. 3. The optimization ratid’ versus sentence length in tices pairs cannot be arranged consecutively. Thus, sentence

words(solid line) in the Romanian corpus. Running averages showstructure induces maximizing the entropy{&f(d)}.
a tendency of to grow with n (dashed ling

. . . . IV. DISCUSSION
corresponding m.L.a.’sI" is a growing function ofn, the

sentence lengttFig. 3). Therefore, the shorter the sentence, We have considered two hypotheses concerning the Eu-
the higher the support for the Euclidean distance minimizaclidean distance between syntactically linked wor@s:(d)
tion hypothesis. is minimized andb) (d) is constrained while the entropy is
maximized. First, we examine the support for hypothésjis
We have found that redd) is slightly above what a mini-
mum linear arrangement would dictate but very far from the
Figure 2 suggests thadl) is constrained in real sentences null hypothesis, the expectéd) when there is not minimi-
becaused) is a very slowly growing function oh (a linear ~ zation at all(Fig. 2). Real(d) is significantly small. We have
fitting gives(d)=1.163+0.039). Additional support for that also seen thal’, the ratio between regd) and m.l.a.(d),
constraint comes from the computational limitations of theincreases with the length of the senteqEig. 3). Second, we
brain for dealing with distant syntactically linked worf8j. examine the support for hypothesib). If (d) was con-
Working memory[6] carries on the load of distant linked strained in real sentences in full, a straight line in linear-log
words. So the hypothesis here is twofo{d) there is a lim-  scale with the predicted exponent would be expected. Al-
ited amount of resourcég.g., working memoryfor produc-  though Eq.4) is close to the real values for short distances,
ing and processing sentences that should not be exceedidannot directly explain the exponential trend with different
and (b) (d) is a good measure of the amount of resourceslope for long distance$ig. 4). The slower decrease P(d)
required by the structure of sentence. for long distances suggests the presence of factors such as
The distance between linked words of an ideal languag&vord order rules preventing(d) from decreasing as fast as a
constraining(d) can be calculated. We can predRtd), the  pure Euclidean distance constraint would dictate. Let us il-
probability that two linked words are at distandeising the lustrate what could be happening at long distances with a
maximum entropy principl¢29,3Q for obtainingP(d) when  simple examplé¢a short phrase is chosen for simpligityhe
the arc mean lengtkd) is constrained as Fig. 2 suggests. phrase “beautiful black car,” whose edges éfeeautiful,”
Thus, we getsee the Appendix “car’} and {“black,” “car”}, gives(d)y=3/2. A better ar-
rangement would be “beautiful car black,” givikd)=1, but

III. CONSTRAINED EUCLIDEAN DISTANCE
HYPOTHESIS

P(d)=a(n-de™, ) that would violate English grammar rules. That type of gram-
where g is a parameter and matical conflicts may also explain the growth Iofwith n.
1 . Our study provides support for hypotheses and (b).
a=|S (n-dye Both hypotheses are complementary although one could be a
= ' consequence of the other. Constrain{dyto a certain value
. o is similar to minimizing(d) if that value is sufficiently small.
B is a parameter satisfying In other words(a) could be, to some extent, a side effect of
n-1 (b). Distant connections are so expensive in terms of
(dy=> d(n-d)e . memory that they are very unlikely to happen, but if the
d=1 sentence structure is complex enough, links between noncon-

secutive words cannot be avoided. Distance minimization or

For largen (see the Appendpwe have constrained distance seems a consequence of limited brain

n—(d) + ((d)? - 10n(d) — n?)/2 ) resources.
A= 2(d)n
andn and(d) are the only parameters. ACKNOWLEDGMENTS
Support for maximizing the entropy éP(d)} comes from We thank Pau Fernandez for technical assistance concern-

the following. The minimum entropy is given by an arrange-ing the minimum linear arrangement algorithm. Francesca
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10° \. T T A. 10’ T T T .B Pq = dee—l—a.
NS
S S 10" | R The constrainEQ;}pdzl givespy="P4 as expected.
a10m AN ; N Assuming (d)==0_1dp,, the average distance between
N N . . . . .
£ \\ 10* E linked words, is constrained, we may define the functional
3
E10° | N h _ _
3 Romanian S {10° | Czech NN A n-1 n-1
n-6 =12 \ E=Hg-aX pa- B dps.
104 1 ( | ( 10‘4 1 1 1 | d=1 d=1
o1 2 3 4 5 o0 2 4 6 10 12
B e L A ) S Thus, JE/dpy=0 leads to
X -1
N\ C jo | D ]
=10 L ] N =p e l-epd
£ S 1ot | AN S Pa="
N
% 102 L N lio | N ] which we may write as
2 \\ —4
E 107 [ . = —d)esd
3 10° | Romanian N - Czech AN Pa=a(n-dje™,
n=9 N 10T B on=18 N .
\ with
10-4 1 1 1 1 10-6 1 1 1
0 2 4 6 8 0 5 10 15 20 el
d d —
a= .
. . . n(n-1)
FIG. 4. The cumulativeP(d), whereP(d) is the probability an
arc links words at distanog Real valuegsolid lines can be com-  The constraint
pared to that of the null hypothesidotted line$ and the maxent 1
exponential mode{dashed lines (A) Romanian sentences having B
the typical lengthL*=6. (B) Czech sentences having the typical = Pg=1

length L*=12. (C) Romanian sentences having the mean length
(L)=9 D. Czech sentences having the mean lergih=18. Real

leads to

P(d) clearly differs from the null hypothesis and approaches a

straight line in linear-log scale, agreeing with the exponential pre-
diction derived in this paper for short distances and changing the
slope but keeping the exponential trend for long distances.

n-1 -1
a= (2 (n- d)e‘ﬁd> .
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APPENDIX: THE MAXIMUM ENTROPY PRINCIPLE

pg, the probability that two linked words are at distarte
[P(d) in the main text, can be derived using the minimum

entropy principlg29,30. Knowing that the prior distribution

is P4=2(n—-d)/n(n-1) and assuming there is no further con-
straint other than normalization, we may define the func-

tional

n-1
E=Hg— a2, pq,
d=1

whereHg is the Bayesian entropy defined as
n-1 D
Hg=— >, pdn—.
<=1 Fd

JEl9py=0 leads to

(A1)
d=1
The constraint
n-1
> dpg=(d)
d=1
leads to
(d)
a=————————. A2
> M ld(n - d)e (A2)
Minimizing the function
F=(ab-(d))?,
with
n-1
b=>, d(n-d)e”,
d=1
we may obtain the valygs) of 8. Knowing
f ’ X'e"¥dx= F(nr:ll) ,
a
0
we may write Eq(Al) as
nl'(1) r(z))—l
a=|—5—-—% (A3)
( B B’

and Eq.(A2) as
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ATre re)

g B
for large n. The right-hand sides of Eqg§A3) and (A4) to-
gether give

(A4)

PHYSICAL REVIEW E 70, 056135(2004)

(dng?-(dy+n)B+2=0. (A5)

Therefore, we have

= {d) % ((d)*- 6r(d) + n?)2
- 2(d)n :

B
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