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Abstract—Industrial process monitoring and modelling represents a critical step in order to achieve the paradigm of Zero Defect Manufacturing. The aim of this paper is to introduce the Neo-Fuzzy Neuron method to be applied in industrial time series modelling. Its open structure and input independency provides fast learning and convergence capabilities, while assuring a proper accuracy and generalization in the modelled output. First, the auxiliary signals in the database are analyzed in order to find correlations with the target signal. Second, the Neo-Fuzzy Neuron is configured and trained according to means of the auxiliary signal, past instants and dynamics information of the target signal. The proposed method is validated by means of real data from a Spanish copper rod industrial plant, in which a critical signal regarding copper refrigeration process is modelled. The obtained results indicate the suitability of the Neo-Fuzzy Neuron method for industrial process modelling.
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I. INTRODUCTION

INDUSTRY 4.0 is a trend keyword in the industrial environment that aims to match productive processes with the new information and communication technologies [1]. It is the path for industries to achieve the paradigm of the Factory of the Future. Therefore, Industry 4.0 is seen as coherent aggrupation of new emerging technologies such as the Wireless Sensor Networks (WSN) [2], Internet of Things (IoT) [3]-[4], Cyber Physical Systems (CPS) [5], Big Data analytics (BD) [6]-[7], process optimization [8], support to human [8]-[9], among others, that work together to maximize plant performance and resources [11]-[12].

The basis for the deployment of such technologies relies on data management. Indeed, the analysis and the exploitation of plant data is a critical step in order to achieve the objectives of Zero Defect Manufacturing (ZDM) [13]. ZDM is a framework aligned in the Industry 4.0 and represents the ideal goal for an industrial plant to produce without any defect [14]. It assumes that the quality of a product is totally associated to the proper functioning of the different processes involved in its fabrication. If all of them are in perfect condition, the final product’s quality must be optimal. Consequently, the problem turns to the proper monitoring and modelling of the plant critical processes and signals [15].

In this regard, there are basically three different approaches to conduct modelling: (i) physical modelling, (ii) probabilistic modelling and (iii) data-driven modelling [16]-[17]. Due to the complex nature of industrial processes both physical and probabilistic methods present many limitations in terms of: computational cost and generalization, for the physical approach, and a lack of precision and adaptability to the probabilistic ones [18]. On the other hand, technology improvements in the field of sensing and instrumentation is leading industries into rich data environments, in which data regarding different parts of the process is acquired and systematically stored in a database.

Classically, data-driven modelling approaches were faced by the application of the Neural Networks (NN) [19], or the Adaptive Neuro Fuzzy Inference Systems (ANFIS) [20]. Indeed, all data-driven approaches demand an intensive data comprehension. In this regard, the high approximation capability of ANFIS is due to its ability to adapt the Membership Functions (MF) of the input layer by considering the interrelation between the inputs and the target. This crucial step can be seen as a signal selection layer that aims to consider the most valuable information and discard those inputs that do not affect the target [21]. However, this particularization of the model requires high amount of data, slows the convergence of the solution and masks the relations between the inputs and the target. This selection procedure turns into a limitation when the model needs to address a high amount of inputs, as is the case of industrial time series.

In this context, the Neo-Fuzzy Neuron (NFN) is a modelling method that offers interesting capabilities to be exploded in the industrial field. It presents an open and modular architecture that generates a dedicated modelling unit for each input that is introduced to the model [22]. Then, the inputs are connected in a collaborative way to give the final outcome. In this structure, the relation of the inputs with the target can be easily identified, this leads to higher solution convergence ratio, which implies
lower data requirements and fewer training iterations, this results in a less overfitted approach [26]-[27]. Therefore, the NFN together with a simply correlation study in order to assure the utility of the selected model inputs offers a reliable and accurate solution for industrial process modelling.

In this paper, the NFN method is proposed for industrial time series modelling. First, auxiliary signals of the database are analyzed by means of a correlation analysis to detect the appropriate set of inputs to the model. Then, the NFN is configured and trained to learn the behavior of the target signal. Finally the proposed method is compared in terms of performance with a classic ANFIS approach. Note that is the first time that NFN method is applied in industrial applications.

This paper is organized as follows: Section II introduces the concepts behind industrial time series modelling. In Section III, the basis of the NFN architecture are explained. Section IV presents the industrial plant used for testing the suitability of the method and the analysis of such data. Finally, in Section V, the experimental results and the method capabilities are verified.

II. INDUSTRIAL TIME SERIES MODELLING

Nowadays, industrial time series modelling represents an area of growing interest for many researchers due to the convergence of industry and new information technologies. Indeed, it is a novel field of study and most of the works found in literature are focused on presenting generic frameworks or solving specific applications. As previous works, J. Lee et al. [25], propose to use autoregressive moving average (ARMA) together with match matrix methods to generate a watchdog agent to model critical parts of the process and track their condition. O. Myklebust [26], proposes a ZDM framework with focuses on maintenance, in which a combination of data-driven models are able to detect early indication of abnormal behavior or wear of manufacturing processes. J. Lee et al. [27], proposes a framework for a predictive manufacturing system based in CPSs, which are models or “virtual twins” of the real machines and are used to model and forecast process condition. Despite the lack of a standard methodology for facing the modelling, common aspects and issues to be faced can be identified in such literature. Therefore, such aspects should be remarked as the characteristic properties of industrial time series and be considered for any approach.

One of the most critical aspects to consider is the forecasting horizon. This parameter fixes the time step that the model should infer in the future, and it is critical as it directly conditions model performance and viability. The forecasting horizon can be either fixed by the application, if information for a specific future step is required [28], or optimized to reach the furthest horizon the model could give in regard with available information [29]. In this respect, industrial time series present a characteristic non-periodic and complex behavior that causes a quick drop of performance as horizon is extended. This is due to the fact that they are affected by the surrounding auxiliary signals and their own dynamics content. Hence, the modelling of such signals involves a combined scenario with two more critical aspects to consider: (i) auxiliary data management, that is to exploit the relations of the auxiliary signals and the targets to increase modelling performance and generalization, and (ii) signal dynamics analysis, that is to analyze trends and dynamics modes of the signal and include this information in the model to improve accuracy and precision of modelling.

Regarding auxiliary data management, further research has been made in the load forecasting field. In these applications, the signal to model present lower dynamics and a more periodic approach than the industrial ones, but are also very influenced by the auxiliary signals of the process. Therefore, in this field the efforts are concentrated on selecting the best auxiliary inputs for a specific model to improve the performance. Z. Hu et al. [30], propose a hybrid filter-wrapper to select the best inputs for a Support Vector Machine (SVM). F. Keynia [31], presents a mutual information based feature selection method in which the most relevant features are ranked regarding their information addition to the forecasting process, the final modelling is faced by means of a composite NN. K. Kampouropoulos et al. [32], use a Genetic Algorithm (GA) based optimization in order to select the best inputs for an ANFIS based modelling, inputs are treated as chromosomes for the GA algorithm, best combination is given by optimizing the Root Mean Squared Error (RMSE) of the modelling. The main issue behind using input selection methods for auxiliary data management is the difficulty from many modelling methods to handle a considerable number of inputs. Normally, model complexity and overfitting increases with the number of inputs, and also, the number of data required for a proper training increases [33]. So the model is optimized by limiting the number of inputs to the best set filtering signals that does not give additional information for a process, or auxiliary information that is not somehow related with the target [34].

By contrast, other data managing approaches aims to combine, rather than select, the information given by the auxiliary signals in order to reduce the number of inputs. F. M. Bianchi et al. [35], uses Principal Component Analysis (PCA) to compress auxiliary information and uses an Echo-State Network to model the evolution of the signal. C. Brighenti et al. [36], uses the topology preservation properties of Self-Organizing Maps (SOM) in order to analyze industrial process variations in the SOM clusters and its affectation to the critical signal to be modeled. C.W. Frey [37], presents a SOM based schema with watershed transformations to detect different operating areas of an industrial automation network to monitor process changes and deviations. M. Dominguez et al. [38], uses also SOM based compression to monitor operating areas of an industrial process with the aim to detect abnormal behaviors. It should be pointed that most modelling approaches include information regarding past inputs of the target as auxiliary inputs. However, best past inputs for a defined forecasting horizon must be selected, this procedure is faced primarily by using optimization methods (GA) or correlation analysis [39].

Regarding signal dynamics analysis, most common approaches found in literature are based on the segmentation of different dynamic modes of the signal and the generation of a dedicated model [40]. In this regard, it is very extended the use of Empirical Mode Decomposition (EMD), Z. Guo et al. [41], uses EMD to decompose a chaotic wind signal in dynamic details, then models each detail by a dedicated ANN. W. Wang et al. [42], states that Ensemble Empirical Mode Decomposition (EEMD) offers more results since suppress processes background noise and isolate better the dynamic
modes of the signal. J. Eynard et al. [43], proposes to use Wavelet analysis to extract information regarding frequency domain of the target signal while preserving the temporal waveform, then this information was included in a ANN based model to improve the modelling of an industrial process temperature. However, information regarding signal dynamics can be also exploited by means of feature calculations approaches, information regarding the mean value in a time window, or the calculation of the slope from a linear regression are simple approaches to extract dynamic information from the signal and enhance model performance without increasing the computational complexity.

The last concern to face is the modelling method employed, in this regard many research efforts have been made in the use of data-driven methods for modelling industrial time series. A. Zamaniyan et al. [44], uses an optimal configured 3-layer ANN to model the temperature in a hydrogen plant. E. Ceperic, et al. [45], proposes the use of Support Vector Regressions (SVR) together with GA for short-term modelling of industrial consumption signals. L. Dezhi et al. [46], proposes a fuzzy neural network to improve the classic NN in modelling, the authors remarks that adding the fuzzy layer results in an increase of performance and provide more generalization capabilities towards different datasets. Moving to the neuro-fuzzy concept, M.V.V.N. Sirram et al. [20], uses a ANFIS based modelling approach for forecasting the temperature and other parameters from an industrial oxygen furnace, and states that neuro-fuzzy approaches achieve more accurate modelling results than ANN. B. Dehkordi et al. [47], proposes the use of ANFIS for modelling the performance of an electric arc furnace.

Previous research works have been made with NFN. Accordingly, K.T. Chaturvedi et al. [48], proposes the application of NFN for modelling the evolution of economic and power time series. Y. Bodyanskiy et al. [49], uses the NFN for modelling time series properties focusing on chaotic nonlinear signals. A. Soualhi et al. [50], proposes the NFN a bearing condition monitoring. In this regard, the main advantages of NFN method are a high learning rate with a limited database, computational simplicity, easy input handling, and the avoiding of overfitting in the output [50].

As a conclusion, the procedure to develop ITS models can be divided in four different steps: (i) Data Pre-Analysis. This step deals with the correlation analysis of auxiliary data to select the most suitable inputs to be introduced to the model. (ii) Model Design. In this step, the internal structure of the model should be fixed, which concerns to the number of inputs, the delayed samples and the auxiliary information. (iii) Model Training. In this step, the input data is prepared and the model is trained with the configured learning algorithm. (iv) Performance Evaluation. Deals with the calculation of performance metrics with the model output in order to evaluate the goodness of the model.

### III. NEO-FUZZY NEURON MODELLING

The Neo-Fuzzy Neuron is a nonlinear multi-input single output modelling architecture that was introduced by T. Yamakawa et al. in [51]–[53]. The structure of a single output, n inputs NFN can be seen in Fig. 1.

![Fig. 1. Neo-Fuzzy Neuron structure. It represents a network with n=3 inputs, and h=3 MF to cover each input.](image-url)
The training is the procedure to adapt the $h \times n$ synaptic weights of the network. In this regard, NFN uses the Stepwise Training as a learning algorithm to incrementally update the weights of each neuron. For a specific time instant, $t$, the cost function for the training is defined as the quadratic error of the model output defined in Eq. (5).

$$E(t) = \frac{1}{2} \left( y_{t+p}(t) - \hat{y}_{t+p}(t) \right)^2 = \cdots$$

$$= \frac{1}{2} \left( y_{t+p}(t) - \sum_{i=0}^{n-1} \sum_{j=1}^{h} \omega_{ij}(t-1) \cdot \mu_{ij}(x_i(t)) \right)^2$$

(5)

Thus, the learning phase turns into a minimization problem that aims to find the optimal weight configuration by means of the gradient descent method (Backpropagation) [54]. The weights are updated iteratively through the configured training iterations by following Eq. (6), where $\alpha$ is the learning rate of the algorithm that determines the convergence speed.

$$\omega_{ij}(t+1) = \omega_{ij}(t) + \alpha \cdot \left( y_{t+p}(t) - \hat{y}_{t+p}(t) \right) \cdot \mu_{ij}(x_i(t))$$

(6)

Once the model is properly trained, standard statistic metrics can be used in order to evaluate the performance and the accuracy of the NFN model. The most used metrics in the literature are the Root Mean Squared Error (RMSE), the Mean Absolute Error (MAE) and the Mean Absolute Percentage Error (MAPE) [55], which are defined in Eq.(7) to (9), where $L$ is the total length of the signal.

$$RMSE = \sqrt{\frac{\sum_{t=1}^{L} \left( y_{t+p}(t) - \hat{y}_{t+p}(t) \right)^2}{L}}$$

(7)

$$MAE = \frac{\sum_{t=1}^{L} \left| y_{t+p}(t) - \hat{y}_{t+p}(t) \right|}{L}$$

(8)

$$MAPE = \frac{\sum_{t=1}^{L} \left| y_{t+p}(t) - \hat{y}_{t+p}(t) \right|}{y_{t+p}(t)} \cdot 100\%$$

(9)

The use of RMSE is widely extended, is a measure of the standard deviation of the differences between predicted values and observed values. It is useful in order to analyse the global behaviour of the model, but is very sensitive with the amplitude. In this regard the MAE error is used to evaluate the forecast since it is less sensitive to outliers. Finally, the MAPE error helps to determine the mean deviation of each sample normalized by the amplitude, so it helps to unify the scale and compare the errors of signals with different levels of amplitudes.

**IV. EXPERIMENTAL PLANT DEFINITION**

The NFN method is validated using industrial data collected from the Spanish metallurgy company, La Farga, specifically from a high purity copper rod manufacturing plant. A deviation in a primary signal, the casting wheel refrigeration index, $R_{ind}(t)$, affects the proper functioning of the process and, therefore, the final manufactured product’s quality. Such industrial system represents a complicated scenario for industrial time series modelling due to the non-stationary operating conditions and the non-linear relation among signals.

**A. Experimental plant definition**

The production process, represented in Fig. 3, proceed as follows: first, high purity copper cathodes are melted by natural gas fired burners arranged in rows around the shaft furnace. Second, the copper flows from the shaft furnace via a gas-fired launder to a second furnace, the holding furnace, which acts as a lung. The holding furnace, which is also fired with natural gas, serves as a buffer to provide a constant flow to the rest of the process and, if required, can be used to increase the temperature. Third, the molten copper flows from the holding furnace via another gas-fired launder to a tundish with a ceramic valve, which feeds the casting wheel. A water cooled steel band encloses half of the casting wheel, forming the casting cavity in which the molten copper solidifies to form a raw rod by means of a heat extraction process. In this regard, acetylene, burnt with air, produces a soot dressing for the casting wheel and steel band facilitating heat transfer between the cooper and the steel band. Both casting wheel and the steel enclosure are refrigerated by means of a water cooling open circuit. Fourth, after being beveled and shaved, the cast bar is moved to a rolling mill consisting of a roughing section and one finishing section, which reduces the bar to its final diameter. Finally, the copper bar is cooled to proceed with the coiling and packaging, where the copper rod is strapped and covered with a polyethylene film, giving with it the final manufactured product, the copper rod.

The objective of this application is to model and forecast the refrigeration index of the casting wheel, $R_{ind}(t)$. This index is an indirect measure of the effectiveness of the refrigeration among time. This magnitude is critical in the manufacturing process because represents the temporal heat extraction from the melted cooper during the casting procedure. Deviations in the refrigeration imply imperfections in the manufactured copper rod due to non-uniformities in the copper density. The modelling and forecasting of such index must allow the corresponding actions to avoid the affection to the next manufacturing batch. This constrain fixes the forecasting horizon, $p$, of the model to 15 minutes (90 samples).
All signals are acquired synchronously, and are automatically stored in a standard SQL database at a period of 10 seconds, that corresponds to a sampling frequency, \( f_s \), of 0.1 Hz. Two data sets corresponding to 40 hours of plant operation are used in this work, the first set, shown in Fig. 4.a, is used for training purposes, while the second set Fig. 4.b is used for testing the suitability and the generalization capabilities of the method. It should be pointed that all signals has been normalized in the [0-1] interval regarding the max and min values found in the database.

Available information in regard with the heat extraction process can be divided in two sub-processes, the water refrigeration process, \( W_{sP1} \), and the acetylene painting process, \( AsP2 \), both containing 9 auxiliary signals. In one hand, the matrix of the auxiliary signals from \( W_{sP1} \) includes information regarding the casting wheel temperature, and measures of flow and pressure from the water cooling process in different parts of the wheel. The temporal waveform of \( W_{sP1} \) signals and their description can be seen in Fig. 5.

On the other hand, regarding the signals from the acetylene, the matrix \( AsP2 \) includes the temperature of the steel band, and measures of pressures and flows from the painting elements from different parts of the casting wheel. The temporal waveform of \( AsP2 \) signals and their description can be seen in Fig. 6.

**B. Correlation study of the process variables**

Step 1, prior to the development of the model, is the data pre-analysis that deals with the selection of useful auxiliary signals from \( W_{sP1} \) and \( AsP2 \), which are correlated with \( R_{lad} (t) \). This selection is made in two steps, first, each subprocesses itself needs to be analyzed in terms of auto-correlation in order to remove from the analysis those signals that present redundant information within the process (high correlation), and second, exclude those signals that are not related with the target signal (low correlation).

In this regard, the correlation coefficient, \( C_{coef} \), is proposed as a measure of the similarity between two signals. It is calculated by means of Eq. (10), as a relation between the covariance matrix of two signals, \( x(t) \) and \( y(t) \), divided by the product of their standard deviations.
$$C_{\text{coef}}(n) = \frac{\text{cov}(x(t), y(t))}{\sigma(x(t)) \cdot \sigma(y(t))}$$ (10)

The point here is to exploit the useful information, excluding redundant information affects the performance of modelling in a negative way, since it unnecessarily increases the number of required inputs, slows convergence of training and causes a more overfitted approach. In this regard, Fig. 7 a) and b) shows the graphical correlation of all signals from WsP1 and AsP2 respectively. For this graph, the stronger the color of the line is, the higher positive (green) or negative (blue) correlation the signals present. Note that this graphical approach is a fast and representative way to detect relations among signals with the analysis.

Accordingly, the signals $W_{sp1}(t, 1), W_{sp1}(t, 5), W_{sp1}(t, 9)$, and $AsP2(t, 1), AsP2(t, 5), AsP2(t, 7)$, are removed for the analysis. For the second step, previous selected signals are analyzed towards the target $R_{ind}(t)$, graphical correlation is shown in Fig. 8. Signals $W_{sp1}(t, 2), W_{sp1}(t, 4), AsP2(t, 3), AsP2(t, 8), AsP2(t, 9)$ do not show significant correlation with the target signal and are thus removed from the modelling process. It should be remarked that auxiliary signal correlation analysis is important when applying the NFN method since it does not have any input selection method such the MF adaptation of ANFIS.

As a result, the final pool of auxiliary signals that are correlated with the target and will be used as inputs of the NFN are listed below: $W_{sp1}(t, 2), W_{sp1}(t, 6), W_{sp1}(t, 7), W_{sp1}(t, 8), AsP2(t, 2), AsP2(t, 4), AsP2(t, 6)$.

Table 1. $C_{\text{coef}}$ of selected process signals versus the target $R_{ind}(t)$.

<table>
<thead>
<tr>
<th>$R_{ind}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_{sp1}$ (t, 3)</td>
</tr>
<tr>
<td>$W_{sp1}$ (t, 6)</td>
</tr>
<tr>
<td>$W_{sp1}$ (t, 7)</td>
</tr>
<tr>
<td>$W_{sp1}$ (t, 8)</td>
</tr>
<tr>
<td>$AsP2$ (t, 2)</td>
</tr>
<tr>
<td>$AsP2$ (t, 4)</td>
</tr>
<tr>
<td>$AsP2$ (t, 6)</td>
</tr>
</tbody>
</table>

V. EXPERIMENTAL RESULTS

Experimental validation of the method deals with the application of the NFN to model and forecast the refrigeration index $R_{ind}(t)$ of the copper manufacturing process.

A. NFN Model Design

Dealing with step 2, the degrees of freedom of the NFN algorithm should be identified in order to configure its structure. First important aspects to define is the inputs of the model. Considering the auxiliary information from the previous step and information regarding the dynamics of the signal the inputs of the model are: (i) the current value of the refrigeration index, $R_{ind}(t)$. (ii-iii) Two past values of the refrigeration index delayed $z_1$ and $z_2$ samples respectively, $R_{ind}(t-z_1)$ and $R_{ind}(t-z_2)$. $z_1$ and $z_2$ values are set by means of a GA optimization algorithm, the chromosomes of the algorithm are programmed to vary in the 1-180 samples range to find the best inputs. After the GA, the found values are $z_1=46$, $z_2=75$ delayed samples respectively. (iv) Mean value of the signal in the last 60 min, $\overline{R}(t)$. This input is calculated to provide information regarding the low dynamics of the signal. (v) Linear slope of the signal in the last 60 min, $M(t)$, this input gives information regarding the variation of the signal in the last time interval. (vi- xii) auxiliary inputs found during the correlation analysis, $W_{sp1}(t, 3), W_{sp1}(t, 6), W_{sp1}(t, 7), W_{sp1}(t, 8), AsP2(t, 2), AsP2(t, 4), AsP2(t, 6)$. The output of the model is the refrigeration index among the forecasting horizon $p=90$ samples, $R_{ind}(t+90)$. In this regard, due to the characteristics of NFN, the number of synaptic nodes of the NFN is equal to the number of inputs of the model. Therefore, there are $n=12$ synaptic nodes to model the signal.

Other configuration of the algorithm is the number of MF associated to each input of the net, $h$. Increasing $h$ improves the resolution over the description of the input, but also increases the number of weights to find during the training procedure increasing with it model complexity. For this application, $h$ is set to 15 MF per input, which is a usual value within the $h=\{5-20\}$ recommended interval [57]. With both parameters, the structure of the model is fixed.
B. NFN model Training and Validation

In order to face step 3, the parameters of the training algorithm must be set. In this regard, as the NFN is trained by means of the backpropagation method, the NFN learning rate, $\alpha$, that adjust the learning convergence of the algorithm must be set. It should be noticed that depending on the complexity of the problem, high values of $\alpha$ might lead to an unstable solution. For this reason, a lower learning rate between $0.001<\alpha<0.05$ is recommended [58]. For this application, $\alpha = 0.003$.

The last parameter is the number of training iterations. The weights will be adapted by introducing the input data a defined number of iterations, as the number of iteration increases, the same data is passed through the model that results in a more overfitting approach and a loss of generalization in the output. In this sense, the number of training iterations is set to 10.

After the training phase of the NFN algorithm, the output of the model versus the training set can be seen in Fig. 9, and in Fig. 10, versus the validation set. Error performance metrics of the NFN algorithm are shown in Table 2. As can be seen in both figures, the NFN model is able to fit correctly the datasets achieving a MAPE error lower than 10% in both cases. However, most of the error in the validation set is concentrated on the two sudden changes that presents the process by 19h and 36h that can be considered as disturbances in the process.

![Fig. 9. Result of the NFN model versus the training set: a) temporal waveform of the signal, $y$ is the target and $y_P$ the model output b) achieved error.](image)

![Fig. 10. Result of the NFN model versus the validation set: a) temporal waveform of the signal, $y$ is the target and $y_P$ the model output b) achieved error.](image)

C. Comparison with G-Anfis

Same data has been used to compare the competency of the proposed NFN modelling approach with a classical ANFIS approach. The G-ANFIS modelling strategy uses an input selection method based on a GA in order to select the most suitable inputs for a predefined cost function. According to the literature, the cost function is usually based on the MAPE estimation of the model against the validation set [30], [39].

In this study the GA has been configured to select the best inputs from the same set as the NFN model. The chromosomes of the GA are configured in regard with the kind of input. For the first, the past value, the limits of the GA have been configured to vary between 1 and 180 samples, for the rest of signals, binary inputs are used in order to incorporate (1) or discard the signal as an input of the model. After the application of the GA, the best selected inputs are: (i) current value, $R_{ind}(t)$. (ii) A past value of the index, $R_{ind}(t-56)$. (iii) Mean value of the signal in the last 60 min, $\bar{R}(t)$. (iv-v) auxiliary inputs $W_{fP}(t, 8)$, $\lambda_{fP}(t, 2)$. Inputs are fuzzified by means of three generalized bell-shaped membership functions. The model is trained for 15 epochs by means of the classical hybrid learning algorithm, which is the combination of the least-squares method and the backpropagation gradient descent method. Results can be seen in Fig. 11 and Fig. 12 for both training and validation sets, performance metrics are shown in Table 2.

![Fig. 11. Result of the G-ANFIS model versus the training set: a) temporal waveform of the signal, $y$ is the target and $y_P$ the model output b) achieved error.](image)

![Fig. 12. Result of the NFN model versus the validation set: a) temporal waveform of the signal, $y$ is the target and $y_P$ the model output b) achieved error.](image)
As can be seen in both training and validation responses, the NFN presents a smoother response which is concentrated in following the mean signal value without incurring in the generation of outliers. This fact is reflected in the low achieved RMSE value of the algorithm, which is more sensitive to samples displaced from the mean value. Furthermore, the error in the training set presents a Gaussian distribution for both NFN and GANFIS modelling methods, which indicates the goodness of both methods (MAPE<7% in training). In this regard, the G-ANFIS method also achieves a good response in the training set, but it presents a more overfitting response in the validation set. This fact can be appreciated in Fig. 12 b) as an increase of the error when a sudden change in the process is appreciated (around 19 and 36h of plant operation). This error increase is due to the over-adjustment of the ANFIS model to the signals. This results indicate and the suitability to apply NFN to the modelling of industrial time series. However, further modifications in the NFN algorithm can be made in order to enhance the results when dealing with industrial time series, such modifications include the particularization of the MF to the data density ranges of the signal, or the dynamic learning rate adaptation.

VI. CONCLUSIONS

This paper presents the Neo-Fuzzy Neuron (NFN) for modelling industrial time series. The proposed approach takes advantage of the process correlations in order to select the most suitable set of inputs to enhance performance of a NFN method.

The proposed method has been successfully applied to forecast the evolution of the refrigeration index from a copper manufacturing plant in terms of low error and high generalization capabilities for a prediction horizon of 15 minutes. The results indicate that the method is suitable to be applied in industrial processes which fastest dynamics is measured in seconds, which is an affordable range of industrial applications. Note that is the first time that NFN has been applied to the modelling of industrial processes.

Furthermore, a comparative with the classical ANFIS method has been made. The results show that the NFN method adapts better to the available training dataset increasing generalization capabilities towards the validation set while reducing modelling complexity.

Future work is concentrated on the modification of the NFN method to improve modelling accuracy while optimizing the structure of the network. In this regard, the main concerns are the adaptation of the MF to the data distribution of each input, rather than the classical equidistant MF. Also, other point is the adaptive modification of the learning rate of the algorithm in regard with the achieved error to improve the training procedure.

Table 2. Performance metrics of both NFN and GANFIS algorithms

<table>
<thead>
<tr>
<th>Metric</th>
<th>NFN</th>
<th>G-ANFIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trn. RMSE</td>
<td>0.047</td>
<td>0.053</td>
</tr>
<tr>
<td>Val. RMSE</td>
<td>0.063</td>
<td>0.095</td>
</tr>
<tr>
<td>MAE</td>
<td>0.191</td>
<td>0.204</td>
</tr>
<tr>
<td>MAPE (%)</td>
<td>5.53</td>
<td>6.58</td>
</tr>
</tbody>
</table>
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