Assessment of a VOF Model Ability to Reproduce the Efficiency of a Continuous Transverse Gully with Grate
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ABSTRACT

This paper deals with the numerical investigation of the drainage efficiency of a continuous transverse gully with grate’s slots aligned in the flow direction and compared with experimental data sets. The gully efficiency attained with a 3D numerical model is compared and validated with experimentally data. The numerical simulations are performed using the CFD solver interFoam of OpenFOAM®. The numerical mesh is generated with the open-source and freeware software Salome-Platform®. Different slopes, from 0 to 10 % and a wide range of drainage flows, from 6.67 to 66.67 L/s/m are numerically simulated. The linear relation between Froude number and efficiency of the gully is in agreement to the one experimentally obtained.
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INTRODUCTION

The complete and safe drainage in a flooding situation, caused by extreme rainfall events is one of the most challenging concerns for hydraulic engineers in urban areas, especially since a large part of cities are covered with impermeable areas. To drain such flows, efficient Urban Drainage System (UDS) needs to be designed giving special attention to gullies and manholes. These elements, also known as “linking elements”, contribute to the drainage of the flow from surface to the underground pipelines. Theoretical and numerical studies on linking elements efficiency are from imperative importance to create constitutive relations between the underground and surface systems, and with them, calibrate urban drainage models (Djordjević, et al., 2005; Leandro, et al., 2009, 2016).

In areas where it is possible to define one point where the major part the flow drains to (e.g. in curves along streets, sidewalks or gardens), the gullies are typically efficient structures, capturing part of the flow from the surface to the sewer systems. Gullies’ inlets normally rectangular and placed at the same level as the pavement, covered, in the most of the cases, by a grate which can have different sizes and shapes. In some countries, gullies are replaced by drop sewer manholes covered with a resistant grate, and placed on streets following the same rules as for the gullies.

The current design guidelines for United States of America gullies are based upon a report published by FHWA (Federal Highway Administration) with topics about efficiency and size requirements (FHWA, 1984, 2001). In Portugal, urban drainage elements design follows the by-law RGSPPDADAR (1995) which contains general rules to implement gullies but nothing related to their efficiency. Occasionally, the hydraulic performance and efficiency of the gullies can be found in some catalogues of grates manufacturers (e.g. NFCO, 1998).

Given this worldwide diversity of grate inlets and implementation, detailed studies are needed. Efficiency studies of several grate types and curb inlets have been conducted by WEF & ASCE
The efficiency of Portuguese gullies was numerically studied by Carvalho et al. (2011) using a 2D VOF/FAVOR (Volume of Fluid / Fractional Area Volume Obstacle Representation) model. The latter study was further extended by Martins et al. (2014) with 3D numerical simulations using the OpenFOAM® and the interFoam solver. The authors compared water depths through the gully and the discharge coefficients for a large set of flow rates. In case of drop manholes, the studies are mainly focused on their efficiency, performance, shape and energy dissipation (Carvalho, and Leandro, 2012; Rubinato, et al., 2013; Granata, et al., 2014).

When underground pipes get pressurized, the flow can emerge to the surface through the gullies and manholes forming a jet. Romagnoli et al. (2013) used an ADV (Acoustic Doppler Velocimeter) to measure the flow behaviour and the turbulent structure of the flow under reverse conditions in Portuguese gullies. Lopes, et al. (2015) and Leandro et al. (2014) furthered the study of Portuguese gullies and found numerical relations between the flow from the ground pipe system and the height of the jet, and characterized the 2D vertical velocity profile inside a gully using the interFoam solver within OpenFOAM®. Vertical frequency and preferential direction of the jet at the surface were also studied. An experimental and numerical study in a typical United Kingdom gully under surcharge was made by Djordjević et al. (2013) to replicate the interactions between the surface flow and the ground drainage systems.

In large paved areas, such as squares, airports or high sloping roads, the common gullies inlets are ineffective to capture all the amount of rainfall water. In such cases, the continuous longitudinal transverse gullies represent a widely accepted solution, since the main design concern is on the positioning of the grate in the direction perpendicular to the flow. Due to the lack of tests in transverse gullies and their efficiency in different conditions, Gómez and
Russo (2009) studied experimentally four types of grates, found typically in Spain and differing in the alignment and distribution of the slots, under different longitudinal slopes and five approaching flows. They formulated four linear relations, one for each grate type, which link the hydraulic efficiency to some particular flow conditions (Froude number and water depth) and the grate length. The study was further extended by Russo et al. (2013) with the formulation of empirical expressions to relate grate hydraulic performance to flow parameters and grate geometry.

The advances of the last decades in Computational Fluid Dynamics (CFD) allow the prediction of the flow in some components of the UDS and the evaluation of the different design factors for an efficient project and operation (Jarman, et al., 2008; Tabor, 2010; Bennett, et al., 2011; Djordjević, et al., 2013). The freeware and open-source OpenFOAM® is one of these CFD packages. Special attention is given to the solver interFoam due to its capability to deal with free-surface flow with arbitrary configurations.

In this paper we aim to investigate the ability of the interFoam VOF model in reproducing drainage efficiency of a continuous transverse gully with a grate, under different flow rates and slopes. In particular we aim to assess the numerical model’s ability to predict the hydraulic efficiency of urban drainage elements. Section “Experimental Model” describes the experimental installation and procedure. The numerical mesh and the numerical model section are presented in section ”Numerical Model”, along with the simulations performed, the different meshes tested, the boundary conditions of the numerical model and the numerical simplifications. Section “Results” compares and validates the grate efficiency obtained numerically with the experimental datasets, further discussed in Section “Discussion”. Finally, Section “Conclusions” summarizes and concludes the work.

**EXPERIMENTAL MODEL**

The experiments were performed in the laboratory of the UPC Hydraulic Department
using the same installation described in Gómez and Russo (2009). It consists of a 1:1 scale model of a 1.5 m wide and 5 m long rectangular surface and a transversal grate placed downstream (Fig. 1a). The platform is able to simulate lanes with transversal slope up to 4 % and longitudinal slope up to 14 % and a wide set of flow rates from 20 to 200 L/s. A motorized slide valve regulates the flow discharged to the model and an electromagnetic flow meter measures the flow rates with an accuracy of 1 L/s. Upstream of the platform, the flow passes through a tank to dissipate the energy, providing horizontal flow conditions to surface water. The flow intercepted by the gully is conveyed to a V-notch triangular weir and the flow measurement is carried out through a limnimeter with an accuracy of 0.1 mm. Flow depths on the platform are visually obtained by reading a thin graduated scale.

The transverse grate used in this study is a composition of three single grates type 2 (Fig. 1b). This work comprises forty combinations of eight different longitudinal slopes $i_x = 0, 0.5, 1, 2, 4, 6, 8, 10 \%$ and five unit inflows $q = 6.67, 16.67, 33.33, 50.00, 66.67 \text{ L/s/m}$. The transversal slope is $i_y = 0 \%$.

**NUMERICAL MODEL**

**Mathematical formulation**

The numerical simulations are performed using the solver *interFoam* within the freeware and open-source CFD OpenFOAM® v.2.1.0. The mass and momentum equations are solved for isothermal, incompressible and immiscible two phase flows, written in their conservative form:

\[
\mathbf{\nabla} \cdot \mathbf{u} = 0 \quad (1)
\]

\[
\frac{\partial \rho \mathbf{u}}{\partial t} + \mathbf{\nabla} \cdot (\rho \mathbf{u} \mathbf{u}) = -\mathbf{\nabla} p + \mathbf{\nabla} \cdot \tau + \rho g \mathbf{f} \quad (2)
\]

where $\rho$ and $\mu$ are the fluid density and viscosity, $\mathbf{g}$ the gravitational acceleration, $\mathbf{u}$ the fluid velocity vector, $\mathbf{f}$ the volumetric surface tension force, $\tau$ the viscous stress tensor and
\[ \nabla \cdot \tau \] the viscous stress term, defined as follows:

\[
\varepsilon \cdot \tau = \varepsilon \cdot \left( \mu \left[ \varepsilon \cdot (\varepsilon \cdot u) \right] \right) = \varepsilon \cdot \left( \mu \varepsilon \cdot u \right) + (\varepsilon \cdot u) \cdot \varepsilon \mu
\]  

(3)

The modified pressure \( p^* \) is adopted in the model by removing the hydrostatic pressure from the total pressure \( p \). This is advantageous for the specification of pressure at the boundaries (Rusche, 2002).

\[
\nabla p = \varepsilon \cdot p^* + \rho g + g \cdot \varepsilon \rho
\]  

(4)

The \textit{interFoam} uses the VOF technique, first developed by Hirt and Nichols (1981), to follow and capture the interface between two different fluids by using a transport/advection equation. The transport/advection equation is given by Eq. (5); the last term is the compressive term included by Berberović et al. (2009) in order to mitigate the effects of numerical diffusion and to keep the gas-liquid interface sharp rather than using interface reconstitution schemes. This term uses the compressive velocity \( u_c \).

\[
\frac{\partial \alpha}{\partial t} + \varepsilon \cdot (\alpha u) + \varepsilon \cdot \left[ u_c \alpha (1-\alpha) \right] = 0
\]  

(5)

Each cell of the domain is attributed an \( \alpha \) value, ranging from 0 to 1 depending on which portion of the cell is occupied by fluid 1. Giving to fluid 1 the characteristics of water and to fluid 2, the physical characteristics of air, it means that cells with \( \alpha \) equal to 1 only have water; cells with \( \alpha \) equal 0 only have air and therefore, cells with intermediate values are interface cells (or free-surface cells) (Ubbink, 1997). The physical properties of the mixture are defined as a weighted average of the physical properties of the two fluids denoted by subscripts 1 and 2:

\[
\rho = \alpha \rho_1 + (1-\alpha) \rho_2
\]  

\[
\mu = \alpha \mu_1 + (1-\alpha) \mu_2
\]  

(6)

(7)

The volumetric surface force function is explicitly estimated by the Continuum Surface Force (CSF) model developed by Brackbill et al. (1991) which is also function of the
After discretization in space and time domains, the Pressure Implicit with Splitting of Operators (PISO) algorithm (Issa, 1985) is used for the pressure-velocity coupling.

**Model description**

*Fig. 2* shows the full domain experimentally studied by Gómez and Russo (2009) for the continuous grate with slots parallel to the longitudinal flow direction. The different inflows are included in the simulations by an input of uniform velocity and flow depths, whereas the different slopes are carried out numerically changing the direction of the gravity vector.

Earlier work on modelling gullies (Carvalho, *et al.*, 2012; Lopes, *et al.*, 2015) proved that setting the *interFoam* to “laminar” characteristics can provide accurate results with fast convergence. The “laminar” model solves the mass and momentum equations together with the advection equation for $\alpha$ without any turbulence approach. To achieve a quick convergence to the steady state flow, the domain is initially filled by water up to a height corresponding to the expected flow depth. The steady state is achieved after 5 seconds of simulation, time from which the volume of water in the domain becomes constant. The results presented are a further average of 5 s to 6 s of simulation. The simulation time step starts at $5 \times 10^{-5}$ s and it is progressively increased to values which do not allow the Courant number to exceed the pre-fixed value of 0.5. Each simulation is carried out in parallel over 3 sub-domains using two Quad-Core processors of the Centaurus Cluster, installed on the Laboratory for Advanced Computing of the University of Coimbra. The three sub-domains are vertically divided in the longitudinal direction of the mesh.
Numerical mesh

A 3D section of the grate is built using the open-source Salome v.6.4.0 software (Salome, 2011). This software offers several pre-and post-processing modules of which especially relevant are Geometry and Mesh. The Geometry module provides a rich set of functions to create, edit and import CAD models while Mesh module divides the solid designed in Geometry in finite volume elements using selectable algorithms (e.g. NETGEN, GHS3D). In this study two different meshes are used: Mesh 1) is built with the NETGEN tetrahedral algorithm with edges ranging from 2 to 3 mm, making a total of 42772 cells (Fig. 3a); and Mesh 2) refined both closer to the channel bottom and on the gully inlet (Fig. 3b). This refinement limits the edges to lengths lower than 1 mm, resulting in a total of 94 215 cells. It should be noted, that the simulation of the full domain (i.e. the whole grate) is challenging because of the mesh generation and the added computational cost due to the large number of cells required. Our earlier work on this study, showed that in order to assure a good representation of the flow field, the mesh near to the grate slots needs to be as small as 1 mm. This value is in-line with other researchers work on gullies (Djordjević, et al., 2013) that also used such fine meshes to model urban drainage devices. Extrapolating this edge size to the full domain, the total number of cells can quickly rise to approximately 45 million of cells. In order to reduce the number of cells in the domain, this study simplifies the grate geometry to one grate slot with 27.72 mm width and assures its representativeness by recognizing the symmetry planes between slots and applying it in its boundary conditions (see also Boundary Conditions section).

Boundary conditions

Five types of boundary conditions (BC) are included in the simulations (Fig. 4). The “Inflow” BC allows to specify the flow entering to the channel. Due to the wide quantity of
simulations performed with different inflow conditions (flow depth and velocity), the inflow is defined according to flow field conditions using a dynamic BC — extensions swak4Foam (OpenFOAM Wiki, 2013). Two “Outflows” are defined, one on the channel platform and other on the bottom. The “Atmosphere” boundary condition allows the air to leave and to enter in the domain and is defined on the top of the domain. The pressure on both “Outflow” and “Atmosphere” boundaries is set to zero. The “Wall” condition, which represents the bottom of the channel and the grate walls, is set to slip boundary conditions. The lateral walls are “Symmetry Planes” to assume the continuity of the domain.

**Numerical approaches**

The complete grate, i.e. the 3 groups of grate type 2, exhibit non homogeneous characteristics along the y direction (Fig. 2). Some grate slots are completely blocked with concrete (marked in the Fig. 2 with black colour) whilst others feature different lengths (marked in Fig. 2 with grey colour). In a homogeneous grate, i.e. if all the grate slots had the same dimensions, the single grate slot could numerically replicate the efficiency of the complete grate. However, in a non-homogeneous grate, using the 150 mm length slot as representative of the real grate could lead to an overestimation of the grate efficiency, due to an increased inlet area and therefore intercepted flow. To overcome this issue, the total intercepted flow is calculated as a function of the uncovered area used for drainage by the use of correction coefficients implemented on the Numerical Intercepted Flow (NIF), based on area proportionality, resulting in a Corrected Intercepted Flow (CIF), \textbf{Eq. (9)}.

\[
\text{CIF} = \beta \times \text{NIF}
\]

where, \(\beta\) is a coefficient that takes into account the obstructed area, which can take either the value of coefficient \(C_1\), or \(C_2\) or a multiplication of \(C_1\) and \(C_2\), as shown in Fig. 5. The reasoning behind the \(C\) coefficients will now be explained. \(Q_i\), \(Q_{if}\) and \(Q_{out}\) are the inflow, intercepted flow and outflow for just one slot, respectively and \(Q_{I}\) and \(Q_{IF}\) are the inflow and...
intercepted flow for the group of five slots, respectively. Coefficient $C_1$ takes into account the blocked slots. When one slot is blocked, $Q_{IF}$ is calculated as five times the $C_1$, times the $Q_{if}$, where $C_1$ is given by the number of uncovered slots, divided by the total number of slots. In this case, the $Q_{IF}$ (or CIF) becomes equal to four times the $Q_{if}$. Coefficient $C_2$ takes into account the lower drainage efficiency of the shorter slots (i.e. with 120 mm length). If two slots are 0.5 shorter in length, $Q_{IF}$ (or CIF) is calculated as $5 \times C_2 \times Q_{if}$, where $C_2$ is equal to three slots with length $L_s$, plus two slots with $0.5 \times L_s$, divided by the simulated five slots with length $L_s$.

In this study, coefficients $C_1$ and $C_2$ are:

$$C_1 = \frac{N_{\text{of unblocked slots in the complete grate}}}{N_{\text{total of slots in 1.5m}}} = \frac{50}{55.5} = 0.909$$

(10)

$$C_2 = \frac{\text{Length of slots w/120mm} + \text{Length of slots w/150mm}}{\text{Total length simulated numerically}} = \frac{6 \times 120 + 11 \times 150}{17 \times 150} = 0.9294$$

(11)

$C_1$ is always applied to the numerical intercepted flow unless the experimental efficiency of the grate is 100%. $C_2$ is applied if during the numerical simulations $L_w/L_s > 4/5$ (i.e. 120 mm /150 mm), where $L_w$ is the slot length occupied with water (Fig. 6). Ideally both coefficients should be verified numerically by running the complete grate, however the computational time required to do so, and the existence of real data upon the coefficients could be validated deemed the test-and-try process as preferable solution. Table 1 summarizes the distribution of the coefficients in simulations and Fig. 6 presents the 3D average free-surface position for simulations with $i_x=4\%$ and the corresponding coefficients to be employed in each case.
RESULTS

Influence of mesh refinement on inflows

The inflow values acquired with Mesh 1 and Mesh 2 are assessed against the inflows imposed on the model, i.e. experimental inflows. Table 2 presents the relative deviations between the numerical and experimental inflows for the entire set of drainage flows and the highest slopes (> 2 %). The relative deviations on the inflows (RDI) are calculated through Eq. (12).

\[
\text{RDI}(\%) = \frac{\text{Experimental Inflow} - \text{Numerical Inflow}}{\text{Experimental Inflow}}
\]

Grate efficiency (numerical vs. experimental)

Fig. 7 shows the contour graph of the relative deviations between the numerical and experimental efficiencies of the grate for the complete set of simulations using Mesh 2. The relative deviations on the efficiencies (RDE) are calculated in a similar way as RDI – Eq. (12), but instead Experimental and Numerical Inflows, the variables are Experimental and Numerical Efficiency.

Fig. 8 presents the numerical efficiency plotted against the experimental values. Limits of ±10 %, -28 % (maximum negative) and +19 % (maximum positive) errors are added to the graph.

Gómez and Russo (2009) related the efficiency \( E \) to hydraulic and dimensional parameters such as the Froude number \( F \), the width of the grate in the flow direction \( B_g \) (in our case \( B_g = 195 \text{ mm} \)) and the flow depth upstream of the grate \( h \). The procedure is shown on Fig. 9, where the efficiency is related to those parameters. The \( R^2 \) correlation coefficient of the more adequate linear trend line, adapted to the experimental results (ExpR2) is presented as well on Fig. 9. The NumR2 coefficient is the correlation between the experimental trend line
and the numerical data. The simulations with 6.67 L/s are discarded from the graphic due to
the constant efficiency equal to 1. This disposal was also adopted in the study of Gómez and
Russo (2009).

**Table 3** presents four quantitative statistical coefficients used to verify the accuracy of
the numerical model. The numerical efficiency is tested against the experimental for the flows
from 16.67 to 66.67 L/s/m. The Index of agreement (d), developed by Willmott (1981),
measures the degree of model prediction error and varies between 0 and 1. Value 1 indicates
the perfect agreement between the observed and predicted values. The Nash-Sutcliffe
Efficiency (NSE) coefficient (Nash, and Sutcliffe, 1970) ranges between -∞ and 1 and reaches
the optimal value when NSE = 1. Values between 0 and 1 are viewed as good levels of
performance whereas values lower than 0 indicate unacceptable performance. The RMSD
(Root-Mean-Square Deviation) presents good agreement when the residuals are closer to zero.
The PBIAS (Percent Bias) indicates, in percentage, the average tendency of the simulated
values to be larger or smaller than observed ones (Gupta, et al., 1999). Positive values indicate
overestimation, whereas negative values indicate underestimation. The optimal value is 0.

**DISCUSSION**

**Influence of mesh refinement on inflows**

By the analysis of **Table 2** it is possible to note that for Mesh 1, in the lowest flows
(q = 6.67 L/s/m), RDI assumes values higher than 15 %. This high discrepancy can be attributed
to the lack of cells in the bottom of the channel, and consequently the vertical velocity profiles
either the turbulent boundary layer are not accurately modelled. For the highest flow
(q = 50.00 and q = 66.67 L/s/m), the relative deviations are not too high, assuming values
which do not exceed 7 %. Using a second mesh generation, refined near to the channel bottom
with cells not larger than 1 mm (Mesh 2), the RDI are far better than in Mesh 1. The values
are now lower than 2 % both for the highest and lower values of flow rates. This result shows
that the refinement near to the bottom of the channel influences highly the accuracy of the data included on the model and consequently the results obtained.

**Grate efficiency (numerical vs. experimental)**

Fig. 7 shows that the relative deviation errors (RDE) are much more sensible to the inflow than to the slope conditions, although the global RDE increases slightly with the increment of both variables. The maximum positive RDE values occur for the intermediate slope, $i_x = 4\%$ and for a relative small inflow, $q = 16.67$ L/s/m (RDE = +19\%) whereas the maximum negative RDE occurs for the maximum slope, $i_x = 10\%$ and the maximum inflow, $q = 66.67$ L/s/m (RDE = -28\%). It can be concluded that the *interFoam* model is more efficient in the medium range inflows (about $q = 33.33$ L/s/m) and medium-small slopes (which we define as $\leq 2\%$) than in the range of high and low flow rates and high slopes where the errors magnitude can be greater than $\pm 10\%$. Similar conclusion was obtained by (Martins, et al., 2014) for the simulation of a gully box under drainage flow situations. For small flow rates, the *interFoam* model misrepresented the flow dropping from the surface into the gully, by producing a falling jet attached to the side wall, instead of producing a free-fall jet profile. It is likely that the same should occur in other drop structures as manholes, weirs or orifices.

**Eq. (12)** can help clarify the reason for RDE larger than 10\%. According to **Eq. (12)**, a negative RDE value means that the numerical efficiency is higher than the experimental (efficiency is overpredicted) whereas positive RDE values represent the opposite (efficiency is underpredicted). For lower discharges the outflow jet remains attached to the upstream wall of the gully box, misrepresenting the jet profile and the existing void fraction which should be observed between the upstream wall and the outflow jet. This phenomenon decreases the velocity of the jet and the amount of flow intercepted by the gully, thus resulting in the underprediction of the gully efficiency and the positive values of RDE. For highest discharges the jet is detached from the wall and the numerical simulation improves; nonetheless, in this
case a 3D vortex appears between the wall and the outflow jet which increases both jet velocity and the amount of flow intercepted and overpredicts the efficiency of the gully (negative RDE). Nonetheless it should be emphasized that these discrepancies are mostly found in the regions of extreme values (both inflows and slopes). For the intermediate inflow ranges and medium-small slopes (≤ 2 %), which represent most of the drainage inlet in real urban systems, show a good numerical accuracy and the interFoam gully model can be employed for assessing its efficiency.

**Fig. 8** displays experimental efficiencies against the numerical efficiencies. The perfect agreement between those values is represented by the continuous line and relative deviations are represented with dashed lines. Although the limits of good accuracy for the numerical model are not generally defined, because it depends on the detail we want to resolve, in CFD simulations of UDS and for most engineering purposes it is usual to consider a good numerical performance for simulations were the relative deviations from the real data fall below ±10 % (e.g. (Begum, *et al.*, 2011)). As such **Fig. 8** shows the ±10 % limits and the maximum and minimum error lines. 60 % of the simulations fall within the limits ±10 %. 30% are found in the zone limited by the -10 % and -28 % lines, and 10% are found in the zone limited with the lines RDE +10 % and +19 %. Therefore it is suggested that the interFoam model must be carefully applied for continuous grate whenever the efficiency falls below 0.68 (limit marked with dot-slash vertical line).

**Fig. 9** shows the relations between the Froude number, depth and grate length with the efficiency both for experimental and numerical data. The numerical correlation coefficient (Num$R^2$) is very similar to the one obtained with the experimental data, showing that the expression established by Gómez and Russo (2009) for this type of continuous grate with bars parallel to the flow direction is similar to the one obtained applying the interFoam model. The statistical coefficients shown on **Table 3** support the previous conclusion. The numerical
efficiency (predicted) obtained is similar to the experimental one (observed). For all the tests simulated, the obtained coefficients are similar to the optimal value of the test (Moriasi, et al., 2007).

**CONCLUSIONS**

This article presents the assessment of a VOF model ability to reproduce the efficiency of a continuous transverse gully with grate with bars parallel to the flow direction. The validation of the VOF model was done by comparing with experimental real-scale data. The study focuses on its hydraulic efficiency which is the basis for the comparison and validation. In total, forty combinations of flow rates and slopes were tested. Two different meshes were generated with the Salome-Platform software to represent the geometry of the grate inlet with different refinements. The refinement of the mesh near to the channel bottom was shown to be preponderant to achieve the good accuracy of the numerical model, especially for shallow waters.

The relative deviations between the numerical and experimental data were calculated in relation to the flow rates and the various slopes. It was concluded that the numerical model is much more efficient in medium-high efficiencies range, which are mostly found in urban drainage systems. A linear relation was found between the flow Froude number and the efficiency of the grate. The $R^2$ values found were similar to the experimental relations achieved in Gómez and Russo (2009).

This study showed that the *interFoam* VOF solver can provide results similar to the ones obtained using experimental facilities, rendering the use of the numerical model a useful alternative to laboratory testing in the efficiency prediction of this and other types of gullies with grate.
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NOTATION

The following symbols are used in this paper:

- $B =$ Width of the channel (mm);
- $B_g =$ Width of the grate in the flow direction (mm);
- $d =$ Index of agreement (-);
- $E =$ Efficiency (%);
- $F =$ Froude number (-);
- $f =$ Volumetric surface tension force (kg/m$^2$/s$^2$);
- $g =$ Gravitational acceleration (m/s$^2$);
- $h =$ Flow depth (mm);
- $i_s =$ Longitudinal slope of the channel (%);
- $L =$ Length of the channel (mm);
- $L_g =$ Length of the grate (mm);
- $L_s =$ Length of the grate slot (mm);
- $L_w =$ Length of the grate occupied with water (mm);
- $Q_i, Q_{if}, Q_{out} =$ Inflow, Intercepted Flow and Outflow for one slot (l/s);
- $Q_I, Q_{IF}, Q_{Out} =$ Inflow, Intercepted Flow and Outflow for a group of slots (l/s);
- $q =$ Unit discharges (l/s/m);
- $u =$ Vector of mean velocity (m/s);
- $u_c =$ Compressive velocity at air-water interface (m/s).
- $\alpha =$ Ration between water and air in each cell of computational domain (-);
- $\beta, C_1, C_2 =$ Correction coefficients (-);
The following abbreviations are used in this paper:

2D, 3D = Two-, Three-Dimenional;
ADV = Acoustic Doppler Velocimeter;
BC = Boundary Conditions;
CFD = Computational Fluid Dynamics;
FAVOR = Fractional Area Volume Obstacle Representation;
FHWA = Federal Highway Administration;
G1,G2,G3 = Real grate geometry, intermediate geometry, rectangular geometry;
NIF = Numerical Intercepted Flow;
NSE = Nash-Sutcliffe Efficiency;
PBIAS = Percent Bias;
RDE = Relative Deviations on the Efficiencies;
RDI = Relative Deviations on the Inflows;
RMSD = Root Mean Square Deviation;
UDS = Urban Drainage System;
VOF = Volume of Fluid.
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Fig. 1. Photographs of the experimental installation built at UPC Hydraulic Department: (a) rectangular platform with transverse grate downstream; (b) single grate type 2.
Fig. 2. Sketch of the experimental installation: (a) top view, (b) detail of grate and (c) cut B-B'.
Fig. 3. Detail of the meshes used in this study: (a) Mesh 1 - homogeneous mesh with ranging spaces between 2 and 3 mm (b) Mesh 2 – mesh refined at the channel bottom with cells 1 mm spaced.
Fig. 4. Sketch of the simplified geometry of the grate, flow comes from the inflow boundary to the outflow. All the measures are in [mm]. The red point on the beginning of the grate hole identifies the axis origin.
Fig. 5. Sketch of the process to calculate the coefficients $C_1$ and $C_2$, used to calculate the corrected intercepted flow (CIF) using the numerical intercepted flow (NIF). $Q_i$, $Q_{if}$ and $Q_{out}$ are respectively the Inflow, Intercepted Flow and Outflow for one slot; $Q_I$, $Q_{IF}$ and $Q_{OUT}$ are respectively the Inflow, Intercepted Flow and Outflow for a group of slots.
Fig. 6. 3D image of free-surface average position over the slot and the correspondent choice of coefficients. For all the simulations, $i_s = 4\%$. $L_w$ is the slot length occupied with water, $L_s$ is the length of the grate slot.
Fig. 7. Contour graph of RDE. $q$ are the unit discharges and $i_x$ the longitudinal slope of the channel.
Fig. 8. Relative deviations between the numerical and the experimental efficiency.
Fig. 9. Graph relating the efficiency with Froude number (F), flow depth (h) and width of the grate in the flow direction (Bg).
Table 1. Distribution of the applied correction coefficients \( (C_1) \) and \( (C_2) \), respectively described by (10) and (11). \( q \) are the unit discharges in L/s/m and \( i_x \) the longitudinal slope of the channel in %.

<table>
<thead>
<tr>
<th>RelativeDeviation(%)</th>
<th>q (l/s/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i_x ) (%)</td>
<td>6.67 16.67 33.33 50.00 66.67</td>
</tr>
<tr>
<td>10.00</td>
<td>* ( C_1 ) ( C_1 ) ( C_1xC_2 ) ( C_1xC_2 )</td>
</tr>
<tr>
<td>8.00</td>
<td>* ( C_1 ) ( C_1 ) ( C_1xC_2 ) ( C_1xC_2 )</td>
</tr>
<tr>
<td>6.00</td>
<td>* ( C_1 ) ( C_1 ) ( C_1xC_2 ) ( C_1xC_2 )</td>
</tr>
<tr>
<td>4.00</td>
<td>* ( C_1 ) ( C_1 ) ( C_1xC_2 ) ( C_1xC_2 )</td>
</tr>
<tr>
<td>2.00</td>
<td>* ( C_1 ) ( C_1 ) ( C_1xC_2 ) ( C_1xC_2 )</td>
</tr>
<tr>
<td>1.00</td>
<td>* ( C_1 ) ( C_1 ) ( C_1xC_2 ) ( C_1xC_2 )</td>
</tr>
<tr>
<td>0.50</td>
<td>* * ( C_1 ) ( C_1 ) ( C_1xC_2 )</td>
</tr>
<tr>
<td>0.00</td>
<td>* * ( C_1 ) ( C_1 ) ( C_1xC_2 )</td>
</tr>
</tbody>
</table>

* Simulations where the experimental efficiency is 1.
Table 2. Relative deviations on the inflows (RDI) for the two meshed proposed – Mesh 1 and Mesh 2. \( q \) are the unit discharges and \( i_x \) the longitudinal slope of the channel.

<table>
<thead>
<tr>
<th>RDI (%)</th>
<th>MESH1 - ( q ) (l/s/m)</th>
<th>MESH2 – ( q ) (l/s/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i_x ) (%)</td>
<td>6.67</td>
<td>16.67</td>
</tr>
<tr>
<td>10.00</td>
<td>22.22</td>
<td>37.78</td>
</tr>
<tr>
<td>8.00</td>
<td>38.89</td>
<td>13.33</td>
</tr>
<tr>
<td>6.00</td>
<td>16.67</td>
<td>11.11</td>
</tr>
<tr>
<td>4.00</td>
<td>22.22</td>
<td>6.67</td>
</tr>
<tr>
<td>2.00</td>
<td>22.22</td>
<td>13.33</td>
</tr>
</tbody>
</table>

Note: The background of the values are filled in grey scale, where the darkest square mark the deviations higher than 20%, □ for deviations between 10 and 20%, □ between 5 and 10% and □ deviations lower than 5%.
Table 3. Quantitative statistical coefficients to investigate the model accuracy. The coefficients relate the gully efficiency (experimental vs. numerical) for the range of flows from 16.67 to 66.67 L/s/m. d – Index of agreement; NSE – Nash-Sutcliffe Efficiency; RMSD – Root Mean Square Deviation; PBIAS – Percent Bias.

<table>
<thead>
<tr>
<th>Coeff.</th>
<th>Obtained value</th>
<th>Optimal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>d</td>
<td>0.887</td>
<td>1</td>
</tr>
<tr>
<td>NSE</td>
<td>0.712</td>
<td>1</td>
</tr>
<tr>
<td>RMSD</td>
<td>0.087</td>
<td>0</td>
</tr>
<tr>
<td>PBIAS</td>
<td>-0.909</td>
<td>0</td>
</tr>
</tbody>
</table>