Generation of atmospheric wavefronts using binary micro-mirror arrays
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To simulate in the laboratory the influence that the turbulent atmosphere has on light beams, we introduce a practical method for generating atmospheric wavefront distortions that considers digital holographic reconstruction using a programmable binary micro-mirror array. We analyze the efficiency of the approach for different configurations of the micro-mirror array and demonstrate the benchtop technique experimentally. Though the mirrors on the digital array can only be positioned in one of two states, we show that the holographic technique can be used to devise a wide variety of atmospheric wavefront aberrations in a controllable and predictable way for a fraction of the cost of a phase-only SLM. © 2016 Optical Society of America
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1. INTRODUCTION

In optical imaging, sensing, and communication systems in the atmosphere, the phases and amplitudes of the received optical fields are affected by atmospheric turbulence in ways that reduces the quality of the detected optical power. Coherent receiving techniques, where a perfect local oscillator beam superimposes the received beam, are particularly vulnerable to turbulence as the unmatched phases and amplitudes of the two beams cause a reduced down-converted power. As a consequence, to maximize the down-converted coherent power and mitigate atmospheric turbulence effects in the performance of the coherent receivers, free space optical systems (FSO) use adaptive optics (AO) such as deformable mirrors for phase compensation [1, 2].

The development of AO systems is a complex discipline encompassing many challenging problems and, in general, a source that introduces optical aberrations which presents characteristics close to the atmospheric turbulence becomes suitable in the laboratory. These wave-front sources allow us to carry out a performance analysis of AO systems without the necessity of a real atmospheric link, saving telescope time and not being limited by the specific atmospheric condition at a certain time. Also, these systems may be integrated in a functional AO setup and they can be used to perform the calibrations and maintenance required in mounted telescopes. Different methods to generate atmospheric aberrations have been proposed, including wind chambers [3], phase screens [4], moving plates [5] and spatial light modulators (SLMs) [6, 7]. In practice, these methods fulfill just some of the characteristics that an ideal turbulence generator should present in terms of creating dynamic and deterministic wave-front aberrations working at a sufficient spatial resolution and temporal rate to emulate atmospheric disturbances in the receiving light.

In this paper we present a practical turbulence generation technique based on well-known digital micro-mirrors devices (DMDs). The main characteristic of these DMDs is that they are able to modulate the amplitude of the incoming beam only in two levels, zero or one, depending on the state (“on” or “off”) of each micro-mirror. The binary nature of the device increases the simplicity of the electronics involved, which results into an increased speed of the reconfiguration rates and reduces the cost to a fraction of the price of typical SLMs [8]. It also presents a wide optical spectral bandwidth, good spatial resolution, and high power damage thresholds, which make it very useful for many light-control applications [9, 10].

DMDs are by definition amplitude-modulation devices with reduced capabilities due to the binary nature of the micro-mirror array. To overcome this limitation, DMDs can be paired with binary computer-generated holographic techniques to provide wavefront phase modulation through binary amplitude modulation [11]. In these techniques, the light beam coming from an optical source is separated into different spatial modes by interfering it with a holographic pattern composed by a set of binary gratings. By selecting the first diffracted mode, the phase information recorded onto the holographic pattern is retrieved. The combination of binary computer-generated holographic methods with DMD technology has been recently proposed and successfully validated in several optical setups [8, 12].
In this paper we study the feasibility of generating atmospheric aberrations by using binary digital holography and commercially available DMDs. In Sections 2 and 3, we develop the theoretical background behind the application of binary computer-generated holographic techniques with micro-mirror arrays, identifying the required assumptions and input parameters. Then, in Section 4, we consider the experimental implementation of the technique and detail the different trade-off of the method. In doing so, we try to highlight the main advantages and weaknesses of the wavefront generation technique. We demonstrate experimentally its practicability by creating distorted wavefronts that emulate atmospheric propagation effects.

2. METHOD OVERVIEW

Holography is a technique that can record the three dimensional image of an object on an interferogram by using a reference laser beam and the reflected light coming from this object. The image is reconstructed by illuminating the recorded interference fringes with a coherent source and isolating the first diffracted order [13]. In digital holography, the acquisition of holograms can be done with a digital sensor array, typically a CCD camera, and image data reconstruction is performed numerically from digitized interferograms. With modern computer-generated digital holography, there is no acquisition of the holographic image, as it is be generated by digitally computing a holographic interference pattern, and the holographic image data can be rendered by a holographic display operating on the basis of interference of coherent light.

Our digital, computer-generated holograms differ from a normal hologram in that the interferogram fringes needs to have binary amplitude—as the synthesized interferogram fringes are fed to the DMD micro-mirrors, the amplitude of one pixel can only be set to 0 or 1 with no control on the phase. Here, we present how digital, computer-generated holography and, in particular, those types that have only a binary interferogram, offers a means of delivering optical phase data images [11]. With these constraints, to get phase modulation using binary amplitude modulation, we need to filter an amplitude signal in the spatial frequency along the x direction. In effect, by expanding Eq. 1 into a spatial Fourier series

\[
h(x, y) = \sum_{m} U_m = \sum_{m} \sum_{n} \sin\left(\frac{n \pi q(x, y)}{\pi m}\right) \exp(j 2 \pi (m \alpha + \delta(x, y)))
\]

we observe that the terms \(U_{\pm 1}\) (see Fig. 1) corresponds to the desired phase and amplitude modulation tilted by an angle corresponding to the diffraction. By selecting only one of these terms—one can use a 4f system with an iris in the Fourier plane—a clear representation of the optical field can be obtained.

In Eq. 2, as we focus on phase wavefront aberrations \(\phi(x, y)\), and amplitude wavefront distortions \(A(x, y)\) are not considered, we are free to fix the parametric function \(q(x, y)\) to a constant value \(q(x, y) = q_0\) and do it in a way that maximizes the diffraction efficiency of the most relevant modes \(U_{\pm 1}\). By choosing \(q_0 = 1/2\), all the modes of order even in Eq. 3 become zero, and the diffraction efficiency of the modes \(U_{\pm 1}\) reach a maximum of around 10% [16].

In [17], the statistics of the phase wavefront \(\phi\) affected by aberrations induced by atmospheric turbulence were considered using a Kolmogorov description of the random media [18] where Gaussian phase fluctuations are distinctively characterized by its statistical variance \(1.0299 (D/r_0)^{5/3}\). Here, we only need to consider the aperture diameter \(D\) of the receiving system normalized by the wavefront coherent diameter \(r_0\) [19], which describes the spatial correlation of phase fluctuations in the lens pupil plane. Although it would be possible to consider the effects of the inner and outer scales of turbulence in the synthesized wavefronts, in this study we have limited our analysis to simple Kolmogorov phase statistics.

In that classical analysis [17], it was shown that Zernike polynomials \(Z_m\) of order \(m\) can be used as basis functions to describe atmospheric phase wavefront distortions, which is very convenient because of their correspondence to classical aberrations and their simple analytical expressions. Let \(\phi(x, y)\) be the atmospheric random phase wavefront to be synthetized with our holographic technique:

\[
\phi(x, y) = \sum_{m=0}^{M} a_m Z_m(x, y)
\]

Here, the parameter \(a_m\) is a Gaussian random variable whose variance only depends on the turbulence ratio \((D/r_0)\). For a large number of modes \(M\), the error in this phase wavefront representation becomes negligible [17]. In this work, using Eqs. 1–3, we synthesize binary interference patterns for the different Zernike polynomials \(Z_m\) and combine them according to Eq. 4 to describe atmospherically distorted phase wavefronts.

Interestingly, Eq. 4 can be extended to consider modal compensation of atmospheric phase distortion. Adaptive optics compensation of atmospheric wave-front phase distortion to
We need to evaluate the impact of various parameters, including the wavefront must be re-sampled with period \( T \) and the spatial bandwidth available is limited by the characteristics of each application.

The discrete nature of the DMD implies that the interferogram \( h(x, y) \) needs to be discretized in the \( x \) and \( y \) axes in order to be recorded onto a \( N_x \times N_y \) pixel resolution DMD. To generate an exact periodic grating on a DMD, the grating period must be an integer number of pixels \( N \). Each grating period can only contain one phase value or symbol, so the original phase wavefront must be re-sampled with period \( T = N \Delta x_p \), where \( \Delta x_p \) is the DMD pixel size. At the same time, the relative location of each fringe can only take one of \( N \) different values, which limits the generated phase to \( N \) different levels. The generated phase wavefront \( \phi[k, p] \) is then a re-sampled and quantized version of the original phase map. Here, \( k \) is the symbol index in the \( x \) axis, taking values from 1 to \( N_x / N \), and \( p \) is the symbol index in the \( y \) axis, taking values from 1 to \( N_y / N \). At the same time, the parameter \( N \) defines the resulting angular separation between modes as \( \alpha = \lambda / T = \lambda / N \Delta x_p \).

Selecting an optimal parameter \( T \) will fix the characteristics of the resulting wave-front. A high number of pixels per grating period will diminish the separation between the diffracted orders and the spatial bandwidth that can be generated due to the lower number of phase symbols in which \( \phi(x, y) \) is re-sampled. On the other hand, a low number of pixels per period will result in higher quantization errors when encoding the phase but, as the re-sampling rate is increased, the spatial bandwidth available is enhanced. We can conclude that it exists a trade-off between generating high resolution aberrations and high spatial frequency aberrations, so the parameter \( T \) has to be chosen depending on the characteristics of each application.

The device under test in this work is a 608 \( \times \) 684 resolution DMD from Texas Instruments (TI DLP3000 DMD) with a micro-mirror size of 7.5 \( \mu \)m and a mirror reconfiguration rate up to 4 KHz, much faster than a typical phase only SLM [8]. Although this problem is not considered in this study, at this point we need to note that, in some applications, spatio-temporal phase wavefront shaping—the combination of shaping in the spectral and spatial domains—needs to be contemplated. In practice, any wavefront synthetizer must have an operating frequency that is higher than the bandwidth of the atmospheric phase perturbations as the rate at which phases must be adjusted will be dictated by the rate at which the atmospheric turbulence fluctuates, generally around 1 kHz. One of the main advantages of using a DMD compared with a SLM is that the random phase wavefronts at the receiver plane could change at higher temporal rates. Higher frame rates corresponds to faster fluctuations of the atmospheric channel and, to date, the highest frequency regular SLMs can only operate at frequencies of about 100 Hz.

3. PERFORMANCE ANALYSIS OF THE METHOD

In this Section, we put together the physical limitations of the device micromirrors and the requirements imposed by the correct emulation of atmospheric effects on the phase wavefront. We need to evaluate the impact of various parameters, including the ratio \( (D/r_0) \) and the number of modes \( M \) used in the wavefront representation, in the performance of the DMD-based holographic technique.

The input \( (D/r_0) \) ratio is compared to the effective \( (D/r_0) \) ratio synthetized with a DMD 3000 TI using different grating periods \( T \). For a fixed grating period \( T = 8 \), input \( (D/r_0) \) is compared to effectively synthetized \( (D/r_0) \) with different commercially available DMDs.

![Fig. 2: Aperture diameter \( D \) normalized by the wavefront coherence diameter \( r_0 \) describing the spatial correlation of phase fluctuations in the receiver plane. (a) The input \( (D/r_0) \) ratio is compared to the effective \( (D/r_0) \) ratio synthetized with a DMD 3000 TI using different grating periods \( T \). (b) For a fixed grating period \( T = 8 \), input \( (D/r_0) \) are compared to effectively synthetized \( (D/r_0) \) with different commercially available DMDs.

at least one order of magnitude smaller than achievable with DMDs.

In Fig. 2 the normalized aperture diameter \( (D/r_0) \) generated by the DMD is shown for each grating period and turbulence strength scenario. It is shown that the effectiveness of the method is reduced when the ratio \( (D/r_0) \), i.e., the atmospheric turbulence strength, increases. The reason is that, as the spatial bandwidth of the wave-front increases, the re-sampling process performed by the hologram progressively introduces higher aliasing effects. As it can be seen in Fig. 2(a), a grating period \( T \) of 8 pixels presents the best response among the options considered in order to reproduce a wide set of normalized turbulence strength scenarios. In Fig. 2(b) the generated \( (D/r_0) \) can be seen for different commercially available DMDs for different resolution parameters and a grating period of 8 pixels. It is expected that better performance could be achieved by using newer generations of DMDs that are available with higher resolution characteristics. We show that just by upgrading the DMD we can generate a wider set of generation scenarios. Here, along with DLP3000, we consider DLP7000 and DLP9500. By using the DLP3000 we can achieve perturbation scenarios up to \( (D/r_0) < 10 \) with a generation accuracy above 90%. The DLP7000 presents a higher resolution of 1024x768 pixels, which
allows us to generate perturbations up to \((D/r_0) < 15\). Thanks to its 1920x1080 pixel resolution, the DLP9500 is able to synthetized efficiently wavefronts with \((D/r_0)\) ratios up to 18.

4. EXPERIMENTAL SET-UP AND METHOD VERIFICATION

In order to demonstrate the functionality of the micromirror-based holographic method, an experimental setup have been implemented around the TI DLP3000 DMD. We have inserted the wavefront generator into a Mach-Zehnder interferometer to image and verify that the phase wave-fronts are being correctly synthetized.

The experimental set-up can be seen in Fig. 3(a). First, a 1550 nm collimated Gaussian beam coming from the light source, which presents a beam width that matches the DMD effective area diameter (3.41 mm), is divided into a reference beam and a signal beam. The signal beam hits the DMD, which can reflect the incoming light into two different angular positions, i.e., 12° (on state) and -12° (off state) [20]. Then, the resulting first spatial patterns –as shown in Figs. 3(b) and (c)– is not a consequence of adaptive optics in the system that can correct (at least partially) the atmospheric aberrations are generated by loading the computer generated binary holographic patterns onto the DMD. The first twelve Zernike modes were introduced into the DMD and interference patterns were obtained by using the Mach-Zehnder interferometer. Fig. 3(b) shows the resulting phase maps. The phase map profiles match the wavefront aberration and verify that the wavefronts are generated correctly. Fig. 3(c) shows three examples of the desired atmospherically distorted wavefronts as seen by the Mach-Zehnder interferometer. Three different illustrative \((D/r_0)\) ratios have been considered (3, 5, and 7). In these examples, we have combined \(M = 250\) Zernike modes using Eq. 4 and send the corresponding binary pattern onto the DMD. These results are qualitatively very appealing. It is important to note that the apparent low visibility of the fringe patterns –as shown in Figs. 3(b) and (c)– is not a consequence of any imperfect quality of the synthetized interference patterns. They are only imaging errors due to the modest optics, poor dynamic range, and lack of resolution of the CCD camera used to record the power patterns in the Mach-Zender interferometer.

To obtain a more quantitative verification of the method, we have implemented in the lab a free-space fiber coupling system that considers adaptive optics compensation. In many atmospheric optical systems, the received laser beam must be coupled into a single-mode optical fiber at the input of the receiver module. However, propagation through atmospheric turbulence degrades the spatial coherence of a laser beam and limits the fiber-coupling efficiency –as usual, coupling efficiency is expressed here as the ratio of the available power at the input of the coupling system, to the power effectively transferred to the single-mode optical fiber [21, 22]. Remarkably, a considerable improvement of the coupling efficiency is expected using adaptive optics in the system that can correct (at least partially) the effects of turbulence.

Here, we have used our source of atmospherically distorted wavefronts to synthetize phase wavefront residual phase \(\phi = \sum_{m=1}^{M} a_m Z_m\) considering different levels of adaptive modal compensation \(J\) and carry out a performance analysis of the adaptive coupling system without the necessity of a real atmospheric link. After evaluating numerically the expected fiber-coupling efficiency for laser light distorted by atmospheric turbulence, and later compensated by adaptive optics, we compare these estimations with experimental measurements for different number of modes \(J\) removed by adaptive optics.

In our experiments, the residual phase wavefronts are estimated after compensation of atmospheric aberrations up to tip, astigmatism, coma and fifth-order –corresponding to \(J = 2, 6, 10\) and 20, respectively –and the synthetized binary interferograms are sent into the DMD. Different \((D/r_0)\) ratios have been analyzed in the lab. For each \(J\) and \((D/r_0)\) values a set of 100 independent phase wavefronts are synthetized and the
power coupled into the single-mode fiber is measured for each of them using the experimental set up shown in Fig. 4(a). Here, a 1550-nm collimated Gaussian beam is sent through a free space optical circulator that redirects the light perpendicularly to the DMD, maximizing the effective area of the TI 3000DMD. The first reflected mode is then isolated using a 4-f system. Finally, the aberrated wavefront is coupled into a single-mode optical fiber using a 2.97 mm focal aspheric lens. The coupled power is measured at the end of the fiber with an optical power meter.

In Fig. 4(b), the numerical (color line) and measured (cross marks) coupling efficiencies are compared. Small deviations between the theoretical and measured efficiencies are present for \( \frac{D}{r_0} \geq 10 \) due to the DMD limitations. These deviations are consistent with the results obtained in Fig. 2, which imposed an upper level in the coherence length that the DMD is able to reproduce. In any case, for values below that threshold, the fiber-coupling efficiency measured in the lab achieve values remarkably close to the theoretical ones. These results validate the effectiveness of the proposed technique to generate atmospheric wavefronts using binary micro-mirror arrays.

5. CONCLUSIONS

In this work, we introduce a practical method for generating atmospheric wavefront distortions that considers digital holographic techniques on a programmable binary micro-mirror array. The technique uses Zernike polynomials and considers Kolmogorov statistics. We study the accuracy of the method for different apertures, devices and perturbation scenarios. We analyze the efficiency of the approach for different configurations of the micro-mirror array and demonstrate the benchtop technique experimentally.

This technology presents the potential of emulating the atmospheric turbulence in a controllable and predictable way at a fraction of the cost of a SLM while providing good performance under a wide range of turbulence strength scenarios and fast reconfiguration rates. The micromirror device used in our experiments is able to emulate atmospheric turbulence up to \( \frac{D}{r_0} = 10 \) with very high accuracies, but new upgraded versions of the same device have the potential to achieve similar accuracies for \( \frac{D}{r_0} \) ratios about to 20.
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