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Abstract. We address the issue of using parallel implementations as a mean for efficient experimenting and fine tuning of parameters for metaheuristics—a very difficult and especially time consuming process. This is particularly of great impact to the metaheuristics, at least for two reasons: (a) measuring the performance of a metaheuristic implementation requires testing on a large set of instances and on real world instances usually of big and very big size: a considerable amount of time is needed to accomplish it; (b) the finding of right values for the search parameters of the metaheuristic is almost indispensable for the success of the metaheuristic implementation. Due to this, considerable efforts have been done by researchers and practitioners to provide, on the one hand, a methodology and rigorous basis for experimental evaluation of heuristics (e.g. Rardin and Uszay [22], Barr et al. [5]) and, on the other, to find efficient approaches for fine tuning of parameters such as developing specific software (e.g. Addesso-Dax and Laguna [1]), use of experimental design (e.g. Coy et al. [13]) and self-adaptive procedures (e.g. Kivijärvi et al. [19]).

In this paper we show that parallel implementations of metaheuristics based on simple parallel models are efficient tools for both experimenting and fine tuning of parameters. Our proposal is based on two parallel models: the Independent Runs (IR) and the Independent Runs with Autonomous Strategies (IRAS). To illustrate our proposal, we implement the Tabu Search for the 0-1 Multidimensional Knapsack problem in both models. We use the two implementations for experimenting and fine tuning of parameters obtaining high quality solutions as compared with best known up-to-date results for the problem.

1 Introduction

Metaheuristics were introduced in the last two decades as a new kind of approximate algorithms which combine heuristic methods with higher level frameworks (see the survey in [7]). A good definition is the one provided in the Metaheuristics Network website [20]:

"A metaheuristic is a set of concepts that can be used to define heuristics methods that can be applied to a wide set of different problems. In other words, a metaheuristic can be seen as a general algorithmic framework which can be applied to different optimization problems with relatively few modifications to make them adapted to a specific problem".

The implementation of metaheuristics for combinatorial optimization problems is, in general, a complex task. This can be easily seen if we consider that a metaheuristic involves three other main concepts:

\[
\text{Metaheuristic} = \text{Main method (framework)} + \text{internal/external heuristics} + \text{setting of search parameters}.
\]
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For example, the Tabu Search metaheuristic [15,16] consists of the main method, several internal heuristics such as intensification, diversification and other external methods/modules, for example a module for managing the tabu list. Clearly, several parameters such as the tabu list size, the number of intensifications/diversifications etc. must be set to appropriate numerical values for the good performance and success of the method. From the high level decomposition of a metaheuristic we see that an efficient implementation of it requires a considerable effort. As a matter of fact, usually implementing a metaheuristic for a combinatorial optimization problem is reduced to implementing the main method itself and other internal/external heuristics used in it. We naturally can ask: are we done? Clearly not! Having completed the implementation does not mean that we are done since we still need a right setting of search parameters in order for our implementation to be successful.

The setting of the parameters, though not considered as part of the implementation, may well result even much more difficult than the implementation itself. On the one hand, this is shown to be true by practitioners’ experience where in many cases the time needed to find a right setting of parameters exceeds the time needed for the implementation (sometimes the time needed for fine tuning of parameters can be disparate.) On the other hand, the implementation effort is nowadays somewhat “simplified” due to sort of standardization of the main method and/or internal heuristics as well as due to the existence of several efficient libraries of data structures and algorithms that alleviate the development effort. Indeed, we can find now in literature templates for most known metaheuristics (e.g. Tabu Search template in [17], Memetic Algorithms template in [21]) that are generic enough to encompass most implementations which can be found in the literature. These templates can serve as a basis for providing generic implementations thus, reducing again the development time for metaheuristic implementation thanks to reusability.

So, while implementation issues might be considered well understood and to certain extent not time consuming, the setting of parameters still remains the backbone of metaheuristic implementations. As we will mention later, several approaches have been proposed to deal with the experimenting and fine tuning of parameters for metaheuristics, however, they partially succeed to solve the problem. Indeed there is still a lot of room left here, as pointed out by Barr et al. [5]

"...the selection of parameter values that drive heuristics is itself a scientific endeavor and deserves more attention than it has received in the operations research literature."

In this paper we address the issue of using parallel implementations as a means for efficient experimenting and fine tuning of parameters for metaheuristics. We show that parallel implementations of metaheuristics based on simple parallel models are efficient tools for both experimenting and parameters’ tuning. Our proposal is based on two parallel models: the Independent Runs (IR) and the Independent Runs with Autonomous Strategies (IRAS). As we will see, these parallel programs can be obtained easily from the sequential implementation of the metaheuristic, therefore, little extra-effort is needed for them. To illustrate our proposal, we consider the Tabu Search implementation for the 0-1 Multidimensional Knapsack problem and show how to obtain simple parallel programs in the both models mentioned above. Then we use the two parallel implementations of the methods for experimenting and fine tuning of the parameters involved with the Tabu Search method and the problem. We obtain high quality solutions when running the program with the chosen parameters, as compared with best known up-to-date results for the problem.

The paper is organized as follows. We review previous work on this topic in Section 2. The two parallel models we proposed are explained in Section 3. In Section 4 we give further details on how these two parallel models are designed and implemented. We give in Section 5 a case study of the Tabu Search metaheuristic for the 0-1 Multidimensional Knapsack problem. In the same section, we introduce the parameters involved and detail their tuning, together with some experimental results obtained with the setup determined by tuned values. We give some conclusions and point out further work in Section 6.
2 Previous work

The experimenting and fine tuning of parameters have deserved the attention of researchers to deal with this tedious process. Two directions of research can be pointed out with this respect. On the one hand, researchers have tried to provide a methodology and rigorous basis for experimental evaluation of heuristics, e.g., Rardin and Uzsoy [22], Barr et al. [5]. This line of research tried to offer a kind of methodological framework to deal with the experimental evaluations of heuristics. Important aspects of the evaluation are the experimental design, finding good sources of test instances, measuring the algorithmic performance, analysis and presentation of results. As pointed out by several researchers, although the experimenting issues are in spirit similar to those of optimization algorithms in general, the experimental evaluation has its distinctive aspects that make it a challenge. Due to the great difficulty, the main issues of the experimental evaluation are just highlighted as guidelines for designing experiments to test heuristic methods and for reporting on the experimentation results.

There is, however, one issue not taken into consideration: the time needed to complete the experimenting. The time issue is very relevant when a large benchmark of instances is going to be used in testing the metaheuristic. Running the implementation once on an instance may lead to reporting insignificant results since in most cases metaheuristic implementations are non-deterministic. Hence, one have to run the implementation on the same instance and the same settings of parameters several times and report the average cost of best encountered solutions. This is known in the literature as multiple-run single-instance (e.g., [12]) – in the deterministic implementation we have single-run single-instance. It’s obvious that multiple-run requires a considerable amount of time. The time issue has even more impact in case of benchmarks in which we have group of instances of the same characteristics rather than a single instance. In such a case we have multiple-run multiple-instance, that is, we have to report an average cost for the instance group requiring, thus, for any instance of the group a multiple-run single-instance, and we have to do this for all the groups of the benchmark.

On the other hand, different ways to deal in practice with the complex task of fine tuning of parameters have been proposed. Those different approaches focus on different important aspects, like the development of specific software (apropos of computing accurate values for search parameters of a given heuristic, e.g., the CALIBRA procedure [1]), the use of experimental design (on purpose of effective parameter settings based on statistics and gradient descent methods [13]), the use of other heuristics (by using Genetic Algorithms to Fine-Tune Instruction-Scheduling Heuristics), and the study of self-adaptive procedures [19].

3 Parallel models for experimenting and fine tuning of parameters

Usually the parallelism, through different parallel models, has been used to reduce the computation time. For our purpose we describe here two simple parallel models: the Independent Runs (IR) and the Independent Runs with Autonomous Strategies (IRAS) (the reader is referred to [9,11,10] for a complete taxonomy of parallel models for metaheuristics.) These two models are closely related (the IR model can be seen as a special case of IRAS model), however, we describe them separately since they are used here with different objectives: the IR model is intended for experimenting while IRAS model for the fine tuning of parameters.

3.1 Independent Runs model (IR)

The Independent Runs model, also known in literature as p-control + rigid synchronization consists of simultaneous and independent executions of the same program. In this model, there is a processor doing the coordinator task that consists in, at the beginning, sending the problem instance as well as the numerical values for the parameters to the rest of processors and, at the end, receiving the results upon termination of all the processor execution (see Figure 1). In this model each processor runs the same instance of the program and the communication time is almost non-existent. Observe that this model make sense as far as the program is non-deterministic.
IV

This is precisely the case of metaheuristic implementations which take randomized or probabilistic decisions. Therefore, running the same implementation in different processors leads to exploring different areas of the search space via different paths.

In general, running the parallel IR implementation on $p$-processors is equivalent to running the program $p$-times sequentially. Clearly, there is no reason to expect that the IR model yields better results than the sequential program, though in practice it tends to give better results. There is, however, a clear gain in time: if we run the sequential program for $t$ steps of time, in parallel we can run the same program $k$ times ($k \leq p$) within the same time $t$. In most of the cases we can easily achieve $k \approx p$ since the overhead due to the parallelism (distributing the input and recollecting the results) is very small. Similarly, if the machines where the parallel execution takes place are homogenous then, the execution time of any processor is almost the same since the work load is the same. Obviously, in heterogenous machines the execution time will be determined by the slowest machine.

Thus, in general, we can scale down the experimentation time with a factor of up to $p$ –the number of processors. For this reason, this model is then very suitable for experimental evaluation of metaheuristic implementations, especially the multiple-run single-instance and multiple-run multiple-instance cases.

This model has been usually used for LAN (Local Area Network) environments where many commodity machines are available. Nowadays, this model is even more attractive since it is quite suitable for implementations in WAN (Wide Area Network) environments due to the scarce number of communications between the processors. Since in WAN environments we can dispose of a high number of commodity machines, we can significantly scale down the experimentation time and to report them more trustworthy results.

3.2 Independent Runs with Autonomous Strategies (IRAS)

This model is quite similar to the Independent Runs. The IR model can be seen as a special case of the IRAS model in which the processors are given, additionally, a strategy to be used for its own search. A strategy is defined as an $m$-tuple

$$\text{strategy} = (\text{parameter}_1, \text{parameter}_2, \ldots, \text{parameter}_m),$$

where each parameter$_i$ is a different parameter of the metaheuristic. For each processor proc$_i$, the coordinator processor proc computes a strategy $S_i$, and then sends it together with the problem instance to the processor proc$_i$ (see Figure 1).

Clearly, using this parallel model we can efficiently make the fine tuning of parameters. While by a sequential execution we would try only one setting of metaheuristic parameters, in the IRAS model we can try $p$ -the number of processors- different settings of parameters within almost the same time as in sequential execution and compute the best among them.

4 Generic parallel implementations based on IR and IRAS models

The implementation of both parallel models can be fully generic and independent of the (sequential) metaheuristic implementation at hand. To this end we design the simple class diagram in Figure 2, in which the class SolverJAN will be in charge of running the parallel program while SolverJR and SolverIRAS (that extend the SolverJAN via inheritance) will implement specifically the task of coordinator processor (aka “master”) as well as that of slave processor. SolverSeq denotes the sequential implementation of the metaheuristic, through which we can declare an instance of such implementation and run the main method. The one-to-one relationship between SolverJAN and SolverSeq shows that SolverJAN will use/declare instances of SolverSeq used as a black-box by the parallel program. Observe also that Instance, Setup, Strategy and Solution are entities for representing the problem instance data, parameters, strategy and a feasible solution to the problem, respectively. Those entities are problem-dependent and
will be implemented according to the problem at hand. The parallel program provides their interfaces and hence can use them as black-boxes.

The implementation is done in C++ language using the MPI (Message Passing Interface) as a communication library [18]. The entities appearing in the class diagram of Figure 2 are translated to C++ classes (for example, see Figure 3 for the interface of Solver.lan and its method run(), in which the methods master() and slave() are common to both derived classes Solver.IR and Solver.IRAS and are implemented in each class accordingly.)

Running the parallel program. The classes Solver.IR and Solver.IRAS implementing the IR and the IRAS models, respectively, are generic. Therefore, they just need to be implemented once, but can be further reused to run in parallel as many (sequential) implementations of combinatorial optimization problems as desired. This is an important basis towards a generic parallel framework for metaheuristics (see [2, 3]). The program is run through the Solver.IR or Solver.IRAS class after creating an object of it (see Figure 4).

The run() method executes the corresponding parallel model. In its implementation it uses abstract classes representing the main concepts of the metaheuristic method, e.g., the solution, see the class diagram in Figure 2. This generic way of designing and implementing the framework has important benefits, like genericity and reusability.

5 Case study: Tabu Search for the 0-1 Multidimensional Knapsack problem

To illustrate our proposal, we consider the Tabu Search implementation for the 0-1 Multidimensional Knapsack problem. Two solvers, a Solver.IR and a Solver.IRAS as explained in the previous sections, are created for the use of a generic sequential implementation of the Tabu Search method. We use the two parallel implementations for experimenting and for the fine tuning of the parameters involved with the Tabu Search method and the problem.

Tabu Search (TS) [15,16] belongs to the family of local search algorithms but here the search is done in a guided way in order to overcome the local optima. Roughly speaking, the method starts from an initial solution and jumps from one solution to another one in the solution space.
class Solver_LAN
{
    public:
    Solver_LAN (const Problem& probl,
                 const Setup& setup);
    "Solver_LAN ()
    void run ()
    protected:
    const Problem& _instance;
    const Setup& _setup;
    Solution _best_solution;
    int _time_spent;
    private:
    int _comm_size;
    void master();
    void slave();
};

void Solver_LAN::run ()
{
    // Start parallel execution environment
    int err, rank;
    MPI_Comm_size(MPI_COMM_WORLD, &comm_size);
    MPI_Comm_rank(MPI_COMM_WORLD, &rank);
    if(rank==0)
        master();
    else
        slave();
}

#include 'Metaheuristic.hh'
int main (int argc, char** argv)
{
    Problem& instance = ... // Read the instance
    Setup& setup = ... // Read the setup parameters
    // Declare and execute an instance of parallel solver.
    Solver_LAN solver(instance, setup);
    solver.run();
    // Report the processor number which found to best solution.
    cout << solver.best_cost() << endl;
    cout << solver.time_spent() << endl;
    // The processor with this number used the best strategy.
    cout << solver.pid() << endl;
    return 0;
}

Fig. 3. Class Solver_LAN in the header file Metaheuristic.hh (left) and its method run() (right)

Fig. 4. How to run the IRAS model. An object of the class Solver_IRAS is created from the problem instance and the setup parameters. The program is executed with the method run(). Once the execution is finished, different information of the search process can be accessed, e.g., the best solution found or the time required to find it.
but tries to avoid cycling by forbidding or penalizing moves which take the solution, in the next iteration, to solutions previously visited (called *tabu*). To this aim, TS keeps a *tabu list* which is historical in nature and constitutes the tabu search memory. The role of the memory can change as the algorithm proceeds. At initialization the goal is to make a coarse examination of the solution space and further on the search is focused to produce local optima solutions in a process of *intensification* or make a *diversification* in order to explore new regions of the solution space.

The *NP-hard 0-1 Multidimensional Knapsack problem* (0-1MKNP) consists in selecting a subset of *n* given objects in such a way that the total profit of the selected objects is maximized while a set of knapsack constraints are satisfied. The 0-1MKNP problem can be stated as:

\[
\text{maximize } c \cdot x \\
\text{subject to: } Ax \leq b, \quad x \in \{0,1\}^n
\]

where \(c \in \mathbb{N}^n\), \(A \in \mathbb{N}^{m \times n}\), and \(b \in \mathbb{N}^m\). The binary components \(x_j\) of \(x\) are decision variables: \(x_j = 1\) if the object \(j\) is selected, and \(x_j = 0\) otherwise. The profit associated to \(j\) is denoted by \(c_j\). Each of the \(m\) constraints \(A_i x \leq b_i\) is called a knapsack (capacity) constraint.

### 5.1 Parameters involved

Many parameters are involved in an instantiation of the 0-1 Multidimensional Knapsack problem via Tabu Search. Some of these parameters are due to the problem while some others are proper to the metaheuristic method. Usually, the former are fixed in every instance of the problem, but most of the latter require a tuning process.

Five parameters define the 0-1MKNP: the number of variables (objects) \(n\), the number of constraints \(m\), the profits of the \(n\) objects \(c \in \mathbb{N}^n\), the matrix of constraints \(A \in \mathbb{N}^{m \times n}\), and the capacities of the knapsack \(b \in \mathbb{N}^m\) at each of the dimensions. Every fixed set of values for these parameters defines an instance of the problem and, according to them, instances can be easier or harder to solve. This is an important feature to consider when studying the robustness and the performance of an algorithm.

Many parameters control the Tabu Search method (see Table 1). The basic parameters are those controlling the stopping conditions of the algorithm (max_execution_time and independent_runs) and the influence of the historical search memory (tabu_list_size). Other important parameters are used to control the search process, specially the neighborhood exploration (max_neighbors), the intensification (max_repetitions, nb_best_sols and nb_intensifications) and the diversification (history_rep and nb_diversifications).

### 5.2 Fine tuning

The performance of the Tabu Search algorithm when applied to any combinatorial optimization problem depends strongly on the values given to the parameters introduced above. Moreover, those parameters are mutually and strongly dependent. For the success of the method, those parameters have to be tuned in order to find appropriate values. We have tuned the Tabu Search parameters by using the IRAS model introduced in Section 3.2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>max_execution_time</td>
<td>Maximum execution time of each independent run of the algorithm.</td>
</tr>
<tr>
<td>independent_runs</td>
<td>Number of independent runs.</td>
</tr>
<tr>
<td>tabu_list_size</td>
<td>Size of the tabu list (for the short term memory of the TS method).</td>
</tr>
<tr>
<td>max_neighbors</td>
<td>Maximum number of neighbors to explore.</td>
</tr>
<tr>
<td>max_repetitions</td>
<td>Number of non-improvements before the intensification is triggered.</td>
</tr>
<tr>
<td>nb_best_sols</td>
<td>Number of best solutions maintained as history for the intensification.</td>
</tr>
<tr>
<td>nb_intensifications</td>
<td>Number of iterations in which the search is intensified.</td>
</tr>
<tr>
<td>history_rep</td>
<td>How often objects can belong to a solution before the diversification.</td>
</tr>
<tr>
<td>nb_diversifications</td>
<td>Number of iterations in which the search is diversified.</td>
</tr>
</tbody>
</table>
Fig. 5. Details related to the \texttt{max\_repetitions}, \texttt{nb\_intensifications} and the \texttt{history\_rep} parameters.

In the following, we report the values obtained for each of the Tabu Search parameters in Table 1 after the fine tuning done via the IRAS model.

\textbf{max\_execution\_time and independent\_runs}. We found that 2 independent runs of the program already provided relatively good solutions, but depending strongly on the number of iterations of each independent run. The number of iterations required depend on the size of the problem, specially on \( n \) (the number of variables). We found that, for small and middle-sized instances 100n iterations are enough to obtain good results, while for big instances (with more than 100 variables) 1000n iterations are needed.

\textbf{tabu\_list\_size}. We have found that, for the instances we have tried, a tabu list size of length in \([3, \ldots, 15]\) is good. The final value is chosen randomly in this interval.

\textbf{max\_repetitions}. Not specific value could be decided for this parameter from our experiments. Therefore, we decided to explore the whole neighborhood instead of only a portion of it.

\textbf{max\_repetitions}. It is important to choose an appropriate value for this parameter, since it makes the intensification process to start. A too-low value for this parameter can make the intensification to start before it is really needed, which might represent yet a too strong search process. A too-high value for this parameter delays the intensification, thus producing a waste of time meanwhile. Since it is very strict and unlikely that exactly the same solution is obtained in consecutive iterations, we have relaxed the definition of difference between solutions by considering the Hamming distance between them. Then, we define that two solutions are considered the same if they have: (a) at most \( an \) \((0 < \alpha \leq 1)\) and, (b) at most \( an/\ln n \) \((0 < \alpha \leq 1)\) differences. In the first case, good results are obtained only for small instances and values of \( \alpha \) around 0.05; however, the number of differences grows too fast when bigger instances are considered. In the second case, the smoother behavior of the expression leads to better results (see Figure 5(a)) and experiments obtain good results for \( \alpha = 0.1 \).

\textbf{nb\_best\_sols}. The bigger the values for this parameter, the more historical information available for a good intensification. However, this also makes the intensification processes computationally more expensive. The experiments performed suggest that keeping between 10 and 15 solutions is a good equilibrium between the benefit of the intensification and its computational cost.

\textbf{nb\_intensifications}. We have experimentally observed in the tuning process that even small values of this parameter are useful, thus justifying the need for intensification in the search process. Again we had to find a good trade-off between the computational cost and the contribution of the intensification to the quality of solutions (success of the intensification). According to the experiments (see Figure 5(b)), we observed that a high percentage of success for intensification can be obtained for the two value of parameter close to 10.

\textbf{history\_rep}. The better results are obtained for high values of this parameter (between 80% and 95%, see Figure 5(c)), which will make the diversification to be a smooth process. However, in order to assure a good long-term influence of this parameter we use internally an adaptive relative expression of it.
5.3 Computational results

After tuning the parameters involved in the Tabu Search method for the 0-1 Multidimensional Knapsack problem, we have tested the program more in detail with values provided by the tuning. In order to obtain some statistical significance about the robustness of the algorithm, the same instance should be run several times with the same parameters setting and the results should refer to the average results obtained. To fasten this process we use the IR parallel model proposed in Section 3.1, which we run in a cluster of computers AMD k6-11 with 450 MHz processors and 256Mb of memory.

We test small, medium and big instances (in terms of the number of variables) taken from the literature. Small instances ($n \leq 50$) are taken from [14, 8], middle-sized instances ($50 < n \leq 100$) are taken from [24, 23], and big instances ($100 < n \leq 500$) are taken from the OR-library [6]. Since our aim is to test how does our generic implementation and parallel fine tuning of parameters behave, we have chosen instances for which the optimum value is known and, thus, we could establish a comparison with the results obtained from our approach. Note that the optimum values are obtained through exact methods, e.g., Branch and Bound, which require enormous computational resources. The main advantage of metaheuristics contrast to that, since they can obtain relatively good solutions in a (sometimes very) short time. Table 2 shows the results we obtained, where we can observe that the deviation of the cost of our solutions from the optimum is very low. On the one hand this shows that the values of the parameters that we found through our approach are appropriate and, on the other, the low values for the deviation show the robustness of our approach in the sense that the values we found for the parameters perform very well for a large set of different instances.

<table>
<thead>
<tr>
<th>Instance</th>
<th>n</th>
<th>m</th>
<th>Optimum</th>
<th>Best cost</th>
<th>Average cost</th>
<th>deviation</th>
<th>Iterations</th>
<th>time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNAP15</td>
<td>15</td>
<td>10</td>
<td>4063</td>
<td>4063</td>
<td>4063</td>
<td>0</td>
<td>3600</td>
<td>3.7</td>
</tr>
<tr>
<td>KNAP20</td>
<td>20</td>
<td>10</td>
<td>6120</td>
<td>6120</td>
<td>6120</td>
<td>0</td>
<td>1600</td>
<td>2.5</td>
</tr>
<tr>
<td>KNAP25</td>
<td>25</td>
<td>10</td>
<td>8196</td>
<td>8196</td>
<td>8196</td>
<td>0</td>
<td>2000</td>
<td>4.1</td>
</tr>
<tr>
<td>KNAP30</td>
<td>30</td>
<td>10</td>
<td>10618</td>
<td>10618</td>
<td>10618</td>
<td>0</td>
<td>1000</td>
<td>16.8</td>
</tr>
<tr>
<td>KNAP40</td>
<td>40</td>
<td>15</td>
<td>11537</td>
<td>11537</td>
<td>11537</td>
<td>0</td>
<td>1000</td>
<td>21.3</td>
</tr>
<tr>
<td>SENTO1</td>
<td>60</td>
<td>30</td>
<td>772</td>
<td>772</td>
<td>772</td>
<td>0</td>
<td>5000</td>
<td>63.3</td>
</tr>
<tr>
<td>SENTO2</td>
<td>60</td>
<td>30</td>
<td>872</td>
<td>872</td>
<td>872</td>
<td>0</td>
<td>5000</td>
<td>55.5</td>
</tr>
<tr>
<td>WEINT15</td>
<td>15</td>
<td>2</td>
<td>1068445</td>
<td>1068445</td>
<td>1068445</td>
<td>0</td>
<td>4000</td>
<td>18.7</td>
</tr>
<tr>
<td>WEINT20</td>
<td>20</td>
<td>2</td>
<td>1068445</td>
<td>1068445</td>
<td>1068445</td>
<td>0</td>
<td>4000</td>
<td>18.7</td>
</tr>
<tr>
<td>OR10x100</td>
<td>100</td>
<td>10</td>
<td>23064</td>
<td>23064</td>
<td>23064</td>
<td>0.0254</td>
<td>5029</td>
<td>600</td>
</tr>
<tr>
<td>OR10x250</td>
<td>250</td>
<td>10</td>
<td>59187</td>
<td>59187</td>
<td>59187</td>
<td>0.0502</td>
<td>5132</td>
<td>900</td>
</tr>
<tr>
<td>OR250x500</td>
<td>500</td>
<td>10</td>
<td>117726</td>
<td>117726</td>
<td>117726</td>
<td>0.0506</td>
<td>35487</td>
<td>1200</td>
</tr>
<tr>
<td>OR300x100</td>
<td>100</td>
<td>30</td>
<td>21946</td>
<td>21946</td>
<td>21946</td>
<td>0.0151</td>
<td>31015</td>
<td>600</td>
</tr>
<tr>
<td>OR300x250</td>
<td>250</td>
<td>30</td>
<td>56993</td>
<td>56993</td>
<td>56993</td>
<td>0.0350</td>
<td>15215</td>
<td>900</td>
</tr>
<tr>
<td>OR300x500</td>
<td>500</td>
<td>30</td>
<td>115806</td>
<td>115806</td>
<td>115806</td>
<td>0.0307</td>
<td>10459</td>
<td>1200</td>
</tr>
</tbody>
</table>

6 Conclusions and further work

We have shown that the parallelism is a useful mean to deal with the tedious and time consuming process of experimenting and fine tuning of parameters of metaheuristics implementations. Interestingly, this can be done through simple parallel models, namely, the Independent Runs and the
Independent Runs with Strategies. We have applied our approach in experimenting and fine tuning of parameters of Tabu Search for 0-1 Multidimensional Knapsack problem and the computational results validate the approach.

We would like to fully automatize the process of obtaining the parallel programs from any existing sequential implementation of metaheuristics and make the use of the parallel programs more user-friendly.
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