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Abstract: This paper proposes a framework for the production of ani-
mations of high quality radiosity environments which makes use of the
a-priori knowledge of the dynamic properties of the scene in order to
exploit temporal coherence. A discussion of the previous work leads to
design a two-pass strategy that extends to the temporal dimension a re-
lated static method [MPT98] that computes a coarse global solution and
then performs a final gathering step using hardware-graphics accelera-
tors. The input data are a dynamic model of the environment through a
period of time corresponding to the same camera recording. The strat-
egy designed consists into two processes: a pre-processing stage and a
production stage. The aim of the former one is to build a data structure
able to store the eventual changes in the radiosity interactions through-
out the sequence along with the predictable modifications in the image,
The data structure is hierarchical so that maximum adaptability can be
achieved in traversing it. The production stage computes all the frames
by traversing the data structure and computing incrementally both the
global and the local pass. A first implementation of the general frame-
work is discussed along with future development lines.

1 Introduction

In the milestones track of realistic image synthesis, a step beyond is the pro-
duction of animations using global illumination models, as dynamic behaviors
greatly improve the perception of realism. Up to now, the advances in this field
have been limited by the high computational cost of realistic animation syn-
thesis. The reduction of the number of computations by taking advantage of
frame-to-frame coherence is thus a challenging problem that have been often
addressed in the bibliography. However, many previous works focus only at vis-
ibility computations and little has been done in global illumination. Several
performing methods have been proposed for the interactive design of radiosity
environments but they are not totally suitable for truly dynamic scenes. This
paper presents a general framework for the production of efficient realistic ani-
mations using radiosity. The motion of the objects and the camera is supposed
to be known a priori, an hypothesis which, although being restrictive, seems
reasonable, taking into account that the design of an animation sequence is a



slow, sometimes tedious process generally done using wireframe projections or
simple local illumination models.

The proposed framework relies onto two basic assumptions: first, the energy
interaction between any pair of elements of the environment should be treated
at the appropriate level of detail, which may not be the same along the whole
sequence, next the rendering of any image should also be computed at a suitable
precision. Thus, the radiosity solution at any instant of a temporal sequence
can be considered as a rough approximation of the next instant solution, which
can be more less refined according to the relevance of the dynamic changes.
Accordingly, any frame is an approximation of the next frame, which can be
simply replicated from it, or interpolated or recomputed at relevant pixels.

These assumptions have led to the proposal of a general framework that ap-
plies a hierarchical sampling mechanism in both spaces: image-space and object-
space. This allows to reconstruct with a given error level the continuous function
of the global illumination of the environment over the period, as it is seen along
the camera path. A two-pass general strategy is designed that allows two levels
of treatment (global and local) and which exploits as much as possible all the
levels of a hierarchical structuring of the dynamic environment. This general
strategy extends to 4-D a previous method of the authors [MPT98].

The paper is structured into six sections. First the previous work is reviewed
in section2, next, an overview of the strategy is presented in section 3. In section
4, the pre-processing stage is analyzed and the construction oracles are discussed.
In section 5, the production stage is reviewed and the traversal oracles are com-
mented. The first simulation results are analyzed in section 6 and the future
work is presented along with the conclusions in section 6.

2 Previous Work

The main problem that faces the animation of global illumination environments
is that the high computational cost of producing a single image is multiplied by
the number of frames, typically at least 24 frames per second. Besides, successive
frames of a single shot do not differ very much one to each other. This similarity,
called frame-to-frame coherence or temporal coherence, can be used to accelerate
different steps in the global illumination computations.

The use of frame-to-frame coherence has been early reported for the acceler-
ation of hidden lines and surfaces removal [HZ82, Bad88, CCD90, GP91, Tos91,
AH95]. A comparative analysis of these references can be found in [Mar94].
Herein, only the use of temporal coherence in global illumination is reviewed.

One of the most time consuming steps in global illumination algorithms is
the visibility computations. In finite elements methods this process is embedded
in the form factor computations. There has been several attempts to character-
ize the changes in the visibility produced by moving objects and incrementally
compute the form factors. In [BWCGS86] an a priori knowledge of the whole an-
imation sequence is assumed, and the viewpoint is considered fixed. The form
factors between patches that do not interact with moving objects are identi-
fied, computed in a preprocess and stored. In addition modified form factors



are incrementally computed by using reprojection techniques. In [FYT94] the
hierarchical radiosity is extended to dynamic environments by updating the hi-
erarchy of links between static objects affected by moving occluders. Links can
be refined, unrefined and temporally occluded. As the moving objects are known
in advance the link events are easily predictable. However, links involving a dy-
namic patch are computed from scratch. The main limitation of this approach is
that it cannot handle light sources movements. From a more theoretical point of
view and restricted to 2-dimensions, in [ORDP96], a mechanism for the predic-
tion of changes in form factors is provided based on geometrical relationships.
A data structure called wisibility complez is introduced that allows quick re-
computations. In [DDP97] the work has been extended to 3D keeping memory
and computation time reasonable.

Besides the visibility computations, the update in the energy transport has
also been addressed. In [Che90, GSG90] an incremental computation of the ra-
diosity solution is proposed. Both references are based on progressive radiosity.
At each frame moving patches are first unshooted with their previous frame
energy and next shooted with their current radiosity. This mechanism is called
redistribution. For example, turning off a light source leads to shooting negative
radiosity from the light source. This approach has proven to be valuable for in-
teractive indoor design where the frame ratio can be low. A similar technique
called re-propagation stores a dynamic array called Shadow Form Factor List
(SFFL) which allows to exactly re-propagate radiosity only on the parts of the
scene affected by the changes [MS94]. Although it allows near real-time anima-
tions it is restricted to a single change per frame. In addition, as it is based in
a fixed initial meshing artifacts may appear at low patch resolutions. Finally, in
[BS96] a global Monte Carlo method is used to compute the radiosity solution
for a time interval, which avoids to perform repeated light transports.

Hierarchical radiosity has been the subject of research to find Dynamic so-
lutions for The efficient recomputation of links in hierarchical radiosity is also
an open subject of research. In [Sha97] links are classified in order to allow dy-
namic events to be easyly identified performing thus efficient computations. An
approach towards interactive changes is presented in [DS97] that achieves fast
recomputation of links and energy redistribution.

In [NDR96] the view space is sampled and then any camera path can be
reconstructed from these samples. The view space is the set of all possible views
in a 4D space (3D space + time). It allows to efficiently generating animation
in generic global illumination environments but choosing the optimum set of
samples is an open problem.

Synthesizing, leaving aside the use of frame-to-frame coherence for visibility
computations and the interactive edition of radiosity environments, the tempo-
rally coherent computations of radiosity animations are still limited by strong
initial hypotheses such as the number of changes per frame or the initial resolu-
tion of the meshing. The use of frame-to-frame coherence for dynamic radiosity
scenes allowing both camera and actors movement and enabling to obtain any
desired level of precision in the rendering is thus an open problem. It is the
purpose of the framework next proposed.



3 Requirements of the framework

In order to compute a global illumination animation sequence the following re-
quirements should be fulfilled:

— High degree of adaptativity. Computations can be performed at different
levels so that a good tradeoff between error and computation time can be
achieved.

— High quality images. The method should be able to compute images as ac-
curate as reference images.

— Hlumination should be computed and stored in a way that coherence is easily
inferred.

The framework proposed herein tries to meet these requirements with two
main features, first, by generalizing the concept of hierarchy, and next by split-
ting the computations into two pass: a coarse global one and a local refinement
step. The need for these two features is next justified and the mean to develop
them are next exposed.

Hierarchical sampling over time

The animation sequence can be viewed as a continuous function of the global
illumination of the environment that must be sampled at a given rate in order
to produce the frames needed. In the sampling process an approximation of the
global illumination perceived by a virtual camera at a given instant is realized,
Generally, this sampling is uniform: each frame is computed independently from
the other ones, by applying the same strategy. However regular sampling presents
obvious drawbacks, as the same level of precision in the computations is not
required ever and everywhere. The same motivation that once led to switch
from uniform environment meshing to hierarchical ones [HSA91] seems to apply
to the temporal dimension. Not all the changes through time are equally relevant.
Moreover some energy interactions do not even change.

Exploiting temporal coherence can thus be understood as the mean to per-
form the less computations needed along time in order to achieve the required
degree of approximation of the global illumination function as it is seen by a
moving observer. To guarantee this adaptability a hierarchical subdivision of
the temporal dimension as well as of the spatial one seems to be necessary:.
Moreover, in order to make the computations as flexible as possible, the maxi-
mum hierarchization should be enabled, not only at the polygon level but also
by using multiple levels of clusters [SAG94].

Assuming a previous knowledge of the animation, a hierarchical representa-
tion of the 4-D environment should thus be computed. Two different approaches
exist depending on the primary criterion used for the subdivision: either time
or space. Figure 1 illustrates these two possibilities. If the primary criterion is
time, then the root level of the hierarchy contains a coarse representation of the
whole sequence, which is recursively subdivided into smaller time intervals. The
maximum level of subdivision would correspond to the frame rate. Each node
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Fig. 1. Two options for storing temporal infomation. On the left, time is recursiveley
subdivided and each interval stores all the objects information. On the right, objects
are recursively subdivided and each object stores its time activity.

itself contains a spatial hierarchical subdivision of the environment. In the sec-
ond approach the spatial subdivision instead is the primary criterion. Each node
of the subdivision, contains a representation of the object (cluster. object, poly-
gon , etc.) through time. The framework proposed herein is based on the latter
approach although the analysis of the former one also seems to be interesting,.

Two-pass strategy

In classical key-frame animation, two levels of production exist: the drawing
of the key-frames which correspond to significant changes in the sequence, and
the interpolation of the in-betweening frames. In global illumination animation
these two levels could be interpreted as follows: the key-frames correspond to rel-
evant changes of the radiance function whereas, inbetweenings are simple changes
in the rendering stage. In order to allow maximum flexibility in the incremental
computations, both levels of processing should be allowed the computation of
the object-space radiosity interactions, as well as the image-space frame render-
ing. A two-pass strategy enabling to incrementally compute a global pass and a
local pass seems to fit with this requirement.

In [MPT98] a two-pass radiosity algorithm for static scenes has been proposed
whose structure fits with the strategy exposed above. It is herein extended to
the temporal dimension.

4 Framework

4.1 The Hierarchical Sampling Description

The Hierarchical Sampling Description (HSD) is defined as a description of the
sampling procedure at each instant of the sequence, for any object to be recon-
structed through time. Each HSD contains a partition of the whole extent of the
sequence. For each interval of the partition it stores the following information:



— The object is not active at this interval and an object at higher level of the
hierarchy is used instead.

— The object is not active at this interval and a set of objects at lower levels
are used instead.

— The object is active at this interval. A set of samples is stored to allow its
reconstruction.

The hierarchy of HSD is constructed in a preprocessing step and it is then
used to produce the sequence (Figure 2).

OBJECT

GEOMETRY TIME
SHUTER SPEED

HSD HSD 0
CONSTRUCTOR EVALUATOR o

DYNAMIC

PROPERTIES

Fig. 2. The HSD pipeline. The main structure is created in a preprocessing step and
then passed to the HSD evaluator that can reconstruct dynamic objects at any time.

In order to keep manageable data structures, only enough temporally coher-
ent subsequences of the animation should be considered at a time. Otherwise,
the memory usage to store temporal information in the pre-process would prob-
ably be prohibitive and the expected speed-up of the frames production would
be very low. Different criteria could be given to split the sequence. A natural one
is to divide it according to the different shots of the animation. A subsequence
would thus correspond to one camera. In the navigation through compartmented
buildings, the change of room should also be considered.

The construction algorithm is a recursive procedure based onto two main
oracles. For each object, the procedure is first called with the top object and the
whole sequence as an interval. The object is analyzed over time and a sequence
of intervals is constructed that represents the temporal sampling strategy to be
used. Active intervals are processed and samples are determined, while inactive
ones are recursively passed to the procedure for all the descendents of the ob ject
being treated.

This procedure relies onto two oracles that drive the HSD creation:



— Interval Activity Oracle (IA): It decides if an object is active for a given time
interval. This depends on the final impact (images) of using an object at a
given level of the hierarchy.

— Interval Sampling Oracle (IS): It chooses the sampling set for an active
interval. Once an interval has been chosen as active, a set of samples must
be selected for the object reconstruction during this interval. No restriction
for the reconstruction method is imposed in the mechanism herein proposed.
The main factor to be taken into account is the coherence degree of the object
value over the interval. In general, the greater the coherence, the smaller the
sample set.

These two oracles have as a main source of information the dynamic prop-
erties of the scene. The a priori knowledge of these properties makes it possible
to take decisions on the degree of coherence from frame-to-frame. However, the
way this information is applied depends strongly on the type of object. In the
next section the HSD strategy is applied to the special case of the objects of the
two-pass strategy.

4.2 General strategy
The static strategy proposed in [MPT98] consists into two passes:

— A global pass which uses a clustering radiosity method to compute a coarse
global solution. It is based on a hierarchical representation of the illumi-
nation, such that the energy exchange is represented by a top link which
encloses all the energy interactions of the scene, enabling adaptive refine-
ments according to a given error threshold.

— A local pass that performs a final gathering step using a hardware graphics
accelerator and that stores illumination in textures. For each visible element
of the cluster hierarchy a texture is computed that represents the illumina-
tion of the objects contained in this element. Thus, textures can be used to
render at any resolution, from clusters (impostors) to subpatches of polygo-
nal surfaces.

The extension of this method to an animation context would suppose com-
puting the first frame from scratch and then performing the following recompu-
tations for each subsequent frame:

— Global pass: form factor recomputation plus energy redistribution and re-
finement or unrefinement.

— Local pass: computation of textures for new visible objects and expand or
collapse textures of size-changing objects.

These recomputations are very time consuming as they involve visibility
changes. Most of the recomputation is concentrated into two objects: links (in
the global pass) and textures (in the local pass). The hierarchical approach de-
scribed above is applied to links as well as to textures in order to allow each
recomputation to be performed as much adaptively as possible.



5 HSD on Links and Textures

5.1 Links

The energy exchange in the scene is represented by links. The energy carried by
each link may change along the sequence, and its value must be reconstructed
from a set of samples. Besides, a link can be used to transport energy during
a given interval, but it may be disabled during another one because the energy
transport is being performed at a different level of the link hierarchy. All this
information is stored in HSD nodes, which are computed using the two HSD
oracles described generically above:

— Interval Activity Oracle (IA) for links: It decides the level of the link hier-
archy that must be used for a given interval. This should be decided using
the refining criteria of the clustering method. Several refining criteria have
been proposed that take into account some of these factors:

e Energy. Classical hierarchical radiosity uses the absolute value of the
energy transported by the link as a measure of the error. Energy variation
can be due to visibility changes, geometric transformations of the shooter
or the receiver, or energy change of the shooter.

¢ Importance. Classical hierarchical radiosity can be extended to take into
account the point of view to reduce computation, but obtaining a view
dependent solution. Obiously changes in the importance will be related
to camera movements.

* Perceptual criteria. Some authors [GH97, MPT97] have proposed to re-
fine links only when this refinement has a significant effect on the final
image. These works are mainly based on the idea that energy values are
not linearly mapped to pixel intensity values due to the human eye re-
sponse to illumination. This mapping changes from frame to frame and
it is especially noticeable in fast transitions from bright areas to dark
ones and viceversa.

A link will be active during a time interval if it passes the static refinement
criteria used to compute the global solution. However this global solution
will not be used for the final rendering in the method herein proposed but
to generate the texture illumination for visible surfaces. Thus, at this stage,
a coarse global solution suffices because details will be recomputed in the
second pass. A simple energy plus importance criterion would be enough to
produce the global pass.

— Interval Sampling Oracle for links: It chooses the sample set for any interval
of activity previously determined. This strongly depends on the reconstruc-
tion mechanism chosen for the interval. In general, the temporal coherence
degree will determine the way samples are chosen.

5.2 Textures

The final illumination for visible surfaces is computed in a second pass and it
is stored at the hierarchy elements as textures. The oracles for the HSD struc-



ture construction are again predictions on the interval activity and the interval
sampling:

— Interval Activity (IA) for textures: It decides the level of the cluster hierarchy
that must be used for a given sequence. This information should be extracted
from the camera used for the sequence. The size of the object projection on
the screen can be used to determine at which level the object should be
rendered.

= Interval Sampling (IS) for textures: Texture sampling along time is a complex
issue because it depends on the perceptual response of human eye to image
changes. Several factors can be considered:

¢ Type of change. Human eye response is known to be more sensitive to
contrast variations than to average changes on the illumination. Thus,
a small moving shadow is usually more important than large uniform
changes.

® Speed of the texture in the image. This issue is related to motion blur.
As frames correspond to the small time intervals in which the camera
aperture is opened, fast moving objects will appear blurred in the final
image. The textures of these objects may be computed at lower accuracy.

6 First Implementation

The framework herein proposed has just began to be implemented. Up to now
only a subset of all the mechanisms has been implemented. A progressive im-
plementation has been engaged starting from the brute force approach and con-
tinuing with limited enhancements allowing to analyze the impact of each new
feature introduced.

The actual implementation only allows dynamic behavior to the camera.
HSD is only applied to textures and Interval Sampling strategy is very simple as
it uses one texture per interval. Interval Activity is determined analyzing each
polygon projection in the viewport.

Camera movement has been modeled with A—W and translated to and ex-
tended MGF format to be processed by the implementation. Most of the camera
parameters are animated (eye, center of pan and up vector).

Tables 1 and 2 show statistics for two animations. Sequence 1 corresponds to a
scene of 85 polygons, 200 frames and x seconds. Sequence 2 corresponds to a scene
of 261 polygons, 300 frames and x seconds. Both sequences have been rendered
at 200x200 pixels. Plots show time per frames, number of textures computed per
frame, number of textures resized per frame and number of textures reused per
frame. Curves show that more computation is done when camera movement is
fast and thus less coherence can be extracted.

MPEG files for tha animations can be found at:

http://ima.udg.es/ imartin/egwr98/mpeg. html
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7 Conclusions and Future Work

In this paper a framework is proposed for the efficient production of animations
in radiosity scenes with generic dynamic properties. It is based on the construc-
tion of a hierarchical representation of the 4-D environment (space-+time). In
addition, it makes an extensive use of clustering. Finally, it is a two-pass strat-
egy, which enables the use of temporal coherence in the links recomptutation of
the global pass as well as in the image textures update of the local pass. The
framework allows full adaptativity in the dynamic changes description and it
tries to optimize the recomputations in order to obtain an illumination recon-
struction as accurate as possible.

This framework is currently being implemented in order to analyze compar-
atively several factors enabling accurate predictions on the best sampling and
reconstruction strategy. The first results show that using hierarchical textures
to produce high quality radiosity walkthroughs is very efficient.

Future developments include the implementation and analysis of the complete
proposal. Specifically, a sampling strategy for textures is being developed based
on temporal texture compression which should allow to reduce the number of
textures to be computed without noticeable loss of quality while requiring lower
memory.
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