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ABSTRACT

Energy efficiency has become the main challenge for high performance computing (HPC). The use of mobile asymmetric multi-core architectures to build future multi-core systems is an approach towards energy savings while keeping high performance. However, it is not known yet whether such systems are ready to handle parallel applications.

This paper fills this gap by evaluating emerging parallel applications on an asymmetric multi-core. We make use of the PARSEC benchmark suite and a processor that implements the ARM big.LITTLE architecture. We conclude that these applications are not mature enough to run on such systems, as they suffer from load imbalance.

Furthermore, we explore the behaviour of dynamic scheduling solutions on either the Operating System (OS) or the runtime level. Comparing these approaches shows us that the most efficient scheduling takes place in the runtime level, influencing the future research towards such solutions.

1 Introduction

Energy efficiency has become the main challenge for future parallel computing designs [14], motivating prolific research to face the Power Wall. An interesting approach towards energy efficiency is the use of asymmetric multi-core architectures [2, 17] with different types of cores targeting different performance and power optimization points. Such systems have been successfully deployed in the mobile domain, where simple in-order cores (little) have been combined with aggressive out-of-order cores (big) to build these systems.

Many researchers are pushing towards building future parallel systems with asymmetric multi-cores [9, 10, 12, 13, 23] and even mobile chips [20]. However, it is unclear if current parallel applications will benefit from these asymmetric platforms. Load balancing and scheduling are two of the main challenges in utilizing such heterogeneous platforms, as the programmer has to consider them from the very beginning to obtain an efficient parallelization.

In this work we evaluate the suitability of modern asymmetric multi-core platforms for highly parallel applications. First, we demonstrate that out-of-the-box parallel applications do not run efficiently on asymmetric multi-cores as the asymmetry of the system leads to load imbalance.

When load-balancing techniques are not included in the original application, we evaluate alternative solutions that, without relying on the programmer, can leverage the opportunities that asymmetric systems offer. These solutions consist of dynamic schedulers on either the OS or on the runtime system level. We use a state of the art dynamic OS scheduler that is aware of the asymmetry of the platform. Another approach is the use of a runtime system that is responsible to schedule the workload to the appropriate idle cores dynamically. This is done with the use of a modern task-based programming model that allows the specification of inter-task dependences and lets the runtime system to track dependences between tasks. We compare and analyse the outcome of this evaluation in terms of performance, power and energy.

Although there has been remarkable research on asymmetric systems, we consider that their experimental evaluation is limited compared to our work. First, there are many works that base their evaluation on a simulated or emulated environment. [1, 2, 11–13, 15–17, 19, 21–23, 25, 26], in contrast to our real asymmetric system. Furthermore, many works use either random task dependency graph generators or scientific kernels instead of real scientific applications [5, 7, 22, 24]. Finally, many of the existing works do not present power and energy results [5, 11, 17, 22, 25, 26].

2 The ARM big.LITTLE Architecture

The ARM big.LITTLE [6, 10] is a modern asymmetric multi-core architecture that has been successfully deployed in the mobile market. In this work, we make use of one of the commercially available development boards featuring a big.LITTLE architecture: the Hardkernel Odroid-XU3 development board. The Odroid-XU3 includes an 8-core Samsung Exynos 5422 chip with four ARM Cortex-A15 (big) cores and four Cortex-A7 (little) cores. For the remainder of the paper, we refer to Cortex-A15 cores as big and to Cortex-A7 cores as little.

Scheduling a set of processes on an asymmetric multi-core system is more challenging than the traditional process scheduling on symmetric multi-cores. An efficient OS scheduler has to take into account the different characteristics of the core types of the system. The ARM big.LITTLE systems provide three mainstream OS schedulers: cluster
switching [6], in-kernel switch [18] and global task scheduling (GTS) [6]. GTS allows running applications on all cores in the asymmetric multi-core and is considered as the most sophisticated scheduler. In GTS, all cores are available and visible to the OS scheduler, and this scheduler is aware of the characteristics and each core type. GTS tracks the CPU utilization of each process and dynamically schedules high CPU utilization processes to big cores and low CPU utilization processes to little cores. As a result, cores are active according to the characteristics of the running processes.

3 Evaluation

The experiments of this work are performed on the Hardkernel Odroid XU3 described in Section 2. In these experiments, we set the big cores to run at 1.6GHz and the little cores at 800MHz through the cpufreq driver.

We measure the performance, power and energy of the original PARSEC codes [3] together with a task-based implementation of nine benchmarks1 of the suite [4]. For space purposes we only show the average results among these benchmarks. The original codes make use of the pthreads library for all the selected benchmarks, while the task-based implementation is done using the OmpSs programming model [8]. The OmpSs applications follow the same parallelization strategy implemented with OpenMP 4.0 task annotations.

In the search of the optimal solution, we compare three different scenarios of parallel execution when transferring the scheduling responsibility to different levels of the software stack: (a) Static Threading: the scheduling responsibility is on the application level. (b) OS Scheduling (GTS): the OS is responsible for performing the scheduling. Specifically we use the GTS provided by ARM described in Section 2. (c) Task-based: the runtime system is responsible for the dynamic scheduling.

Figure 1 shows the average results among the evaluated benchmarks. We refer to the system configurations as $B+L$ where $B$ is the number of big cores and $L$ is the number of little cores. The speedup chart of Figure 1 shows that the Static threading approach does not benefit from adding little cores to the system. In fact, this approach brings an average 15% slowdown when adding four little cores (configuration 4+4). This is a result of the static thread scheduling; the same amount of work is assigned to each core, so when the big cores finish the execution of their part, they become idle and under-utilized. GTS achieves a limited speedup of 5% with the addition of four little cores to the 4+0 configuration. The addition of a single little core brings a 22% slowdown (from 4+0 to 4+1) and requires three additional little cores to reach the performance of the symmetric configuration (configuration 4+3). Finally, the Task-based approach always benefits from the extra computational power as the runtime automatically deals with load imbalance. Performance improvements keep growing with the additional little cores, reaching an average improvement of 16% over the symmetric configuration when 4 extra cores are added.

The power chart of Figure 1 shows oppositional benefits among the three approaches. We can see that Static threading and GTS benefit from asymmetry, effectively reducing average power consumption. Static threading reduces power consumption when moving from the 4+0 to the 4+4 system by 23% while GTS does so by 6.2%. On the other hand, the task-based approach keeps the big cores busy for most of the time so it maintains the average power nearly constant. By keeping the power stable, the energy consumption of the task-based approach shown in the third chart of Figure 1 is minimized since it only depends on the execution time.

To see the impact on both performance and energy efficiency we plot the average energy delay product (EDP) on the rightmost chart of Figure 1. In this chart the lower values are the better. We observe that the task-based approach is the one that has the best performance-energy combination for the asymmetric configurations since it maintains the lowest EDP for all cases. Static threading manages to reduce the average EDP by 7% while GTS and task based approaches do so by 10% and 37% respectively.

4 Conclusions

In this paper we examine the maturity of asymmetric multicore systems to support emerging parallel applications, showing results for performance, power, energy and EDP. Through our comparison of the three scheduling approaches, we conclude that the task-based approach is the optimal solution to dynamically balance the load among the asymmetric resources. Contrarily to the static and OS scheduling approaches, the task-based approach constantly improves performance as asymmetry is increasing. Moreover, relying on the runtime system for the efficient scheduling keeps power static which results in energy savings. Finally, according to the EDP results, the conclusion is that the task-based approach offers the optimal performance and energy trade-off for asymmetric systems.

---

1The benchmarks used are: blackscholes, bodytrack, canneal, dcelup, facesim, ferret, fluidanimate, streamcluster and swaptions.
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