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Abstract

Currently, multithreaded architectures are the mainstream in the processor design. They are widely used in servers, desktop computers, lap-tops, and mobile devices. Multithreaded processors are a very good solution for exploiting processor performance beyond the limitations imposed by limited instruction-level parallelism and power wall. They deliver superior performance and higher performance-per-watt ratio than single-threaded architectures for a given target throughput.

On the other hand, multithreaded architectures introduce several challenges at the software level. In order to utilize the hardware potential optimally and to deliver maximum performance, state-of-the-art multithreaded architectures have to execute numerous software threads simultaneously. At the operating system level, one of the main challenges becomes how to schedule simultaneously-running software threads. Also, the need for numerous software threads motivates the development of multithreaded applications and algorithms. Development of efficient, portable, and correct multithreaded software requires novel programming models and paradigms, and increases the complexity of compilers. In time-critical environments (real-time systems), the timing analysis has to estimate the impact of the collision in shared hardware resources between simultaneously-running threads on the execution time of each thread.

In this thesis, we present cross-domain approaches that improve the effective use of multithreaded architectures. First, we demonstrate the importance of scheduling of network applications running in state-of-the-art multithreaded servers, and propose several methods that improve it. We further analyze optimizations that improve the compilation of multithreaded applications. In particular, we analyze the problem of graph partitioning that is a part of the compilation process of multithreaded streaming applications. Finally, we analyze the impact of shared resources in multithreaded processors in time-critical environments. Our study provides a systematic method for measurement-based timing analysis of applications running on multithreaded architectures.
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Chapter 1

Introduction

In the past, at the hardware level, two essential techniques were used to improve the processor performance: increasing the operating frequency (frequency scaling) and improving the processor design (mostly at microarchitecture level). Because of improvements in the transistor implementation technology, the number of transistors on the die duplicated in each processor generation [112]. Additional transistors were used mainly to improve single-threaded processor performance. Each new generation of the processors had deeper and more complex pipelines, more complex prediction engines, and larger on-chip cache memories. Although the manufacturing technology continues to improve and to provide significantly larger number of transistors in each new generation, there are two primary obstacles for additional development of single-threaded processors:

- **Power wall:** The power consumption of the processor scales super-linearly with the working frequency (clock rate) [79]. High power consumption causes several problems. First, it is becoming complex to supply the die with the required electrical current (required power). Second, cooling-down of the die becomes more difficult. Power dissipation has reached the limitation of the reliable processor operation. Third, energy consumption is an important portion of the maintenance cost of IT systems.

- **Limited Instruction Level Parallelism (ILP):** Data and control dependencies limit ILP. It is increasingly difficult to find sufficient parallelism in the instructions stream of a single process to use hardware resources of single-threaded processors effectively [79].
1.1. CHALLENGES FOR THE EFFECTIVE USE OF MULTITHREADED PROCESSORS

Limited ILP and the power wall motivated the design of multithreaded\(^1\) processors. In multithreaded architectures, the transistors provided by the technology improvement are used to build multiple processing engines that can simultaneously execute different software threads. The main idea behind multithreaded processors is to use simpler processing engines working on a lower frequency, to deliver moderate single-threaded, but superior overall performance. Currently, multithreaded architectures are the mainstream in the processor design. They are widely used in servers, desktop computers, lap-tops, and mobile devices.

In addition to ILP, which is still exploited for each software thread independently, multithreaded processors increase the system throughput by exploiting Thread Level Parallelism (TLP). State-of-the-art multithreaded architectures exploit different TLP paradigms. The most commonly used ones are Simultaneous Multithreading (SMT), Fine-Grain Multithreading (FGMT), and Chip-Multiprocessing (CMP). Also, most of the high-end multithreaded processors such as the Sun UltraSPARC T1 [6, 7], T2 [8, 9], and T4 [13], the IBM POWER5 [142], POWER6 [101], and POWER7 [12] and the Intel core i7 [14], combine different TLP paradigms on a single die. This allows better utilization of the hardware resources and improves the overall system performance.

1.1 Challenges for the effective use of multithreaded processors

Multithreaded processors are a very good solution for exploiting processor performance beyond the limitations imposed by limited ILP and power wall. They deliver superior performance and higher performance-per-watt ratio than single-threaded architectures for a given target throughput [79]. However, on the other hand, multithreaded architectures introduce several challenges at the software level. In order to utilize the hardware potential optimally, and to deliver maximum performance, state-of-the-art multithreaded architectures have to execute numerous software threads simultaneously. At the operating system level, one of the main challenges becomes how to schedule concurrently-running

\(^1\) In this thesis, we will use the term “multithreaded processor” to refer to any processor that can execute more than one thread simultaneously. Chip-Multiprocessors, Simultaneous Multithreading, Coarse-grain Multithreading, Fine-Grain Multithreading processors or any combination of them are multithreaded processors.
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software threads \cite{141}. Also, the need for numerous threads\textsuperscript{2} motivates the development of multithreaded applications and algorithms. Development of efficient, portable, and correct multithreaded software requires novel programming models and paradigms, and increases the complexity of compilers. In time-critical environments (real-time systems), the timing analysis has to estimate the impact of the collision in shared hardware resources between simultaneously-running tasks on the execution time of the tasks.

In this thesis, we present cross-domain approaches that improve the effective use of multithreaded architectures. First, we demonstrate the importance of scheduling of network applications running in state-of-the-art multithreaded servers, and propose several methods that improve it. We further analyze optimizations that improve the compilation of multithreaded applications. In particular, we analyze the problem of graph partitioning that is a part of the compilation process of multithreaded streaming applications. Finally, we present a method that improves the analysis of the timing behavior or real-time applications executed in multithreaded architectures. The method quantifies the slowdown that simultaneously-running tasks may experience due to collision in shared processor resources.

1.1.1 Process scheduling

In multithreaded processors, concurrently-running (co-running) threads share and compete for hardware resources. The collision of co-running threads in shared processor hardware resources affects the execution time of the threads and the overall system performance. Moreover, state-of-the-art multithreaded processors have different levels of resource sharing \cite{154}. For example, in a CMP processor where each core supports the concurrent execution of several threads through SMT, all simultaneously-running threads share global resources such as the last level of cache memory or the I/O. In addition to this, threads running in the same core share resources such as the Instruction Fetch Unit, or the L1 instruction and data cache. Therefore, the way that threads are assigned to cores determines which resources they share, which, in turn, may significantly affect the system performance.

In processors with several levels of resource sharing, thread scheduling is comprised of two steps (see Figure 1.1). In the first step, usually called workload selection, the

\textsuperscript{2} In this thesis, we use the term “thread” to refer to a software i.e. application thread. Words “software thread”, “application thread”, “thread”, and “task” are used interchangeably. When we refer to a hardware context of the processor, we also use the terms “hardware thread”, “strand”, “logical CPU”, and “virtual CPU”.
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Figure 1.1: Process scheduling in multithreaded processors with several levels of resource sharing: Workload selection and Thread assignment

operating system (OS) selects the set of threads (workload) that will be executed in the processor in the next time slice, from a set of ready-to-run threads. In the second step, called thread assignment, each thread in the workload is assigned to a hardware context (virtual CPU, vCPU) of the processor.

1.1.1.1 Thread assignment of network applications

In this thesis, we address the problem of thread assignment of network applications running on massive multithreaded processors that can execute tens of software tasks concurrently. The importance of network applications constantly increases with the continuous growth of the Internet traffic and the number and the complexity of the services that these applications provide. In order to provide high-speed processing and high throughput, network applications have specific hardware and operating system requirements.

In networking, the traffic is composed of numerous packets from different users that can be processed at a time. Massively multithreaded processors like UltraSPARC T2 support concurrent execution of multiple threads that can process concurrently the packets with no data dependencies. This makes massively multithreaded processors particularly well suited for the networking systems.

At the operating system level, network-oriented systems require runtime environments that provide high performance, high-speed packet processing, and execution time predictability. In order to address these requirements, network-oriented systems use low-overhead runtime environments that minimize the impact of the system management tasks to the application performance [11]. In networking environments, applications continuously process different packets repeating similar processing algorithm for each packet. As applications running on network processors provide a constant set of services and pro-
cess different packets in a similar manner, a dynamic thread scheduling is not required. In addition to this, the workload running in network processor is usually known beforehand and does not change at runtime. Therefore, the most promising way to improve the performance of network applications running on massive multithreaded processors is to determine a close-to-the-optimal thread assignment, which is the focus of our study.

1.1.1.2 Importance of the thread assignment

In order to illustrate the importance of the thread assignment of network applications, we execute several workloads composed of multithreaded IP Forwarding (IPFwd) application [11] in different thread assignments on the UltraSPARC T2 processor. We executed experiments with 2, 3, 4, 6, and 8 IPFwd instances. Each IPFwd instance is comprised of three threads, Receiving, Processing, and Transmitting, that process the packets in a pipelined manner. Thus, the workload was composed of 6, 9, 12, 18, and 24 IPFwd threads. We could not execute more than 24 IPFwd threads (8 IPFwd instances) simultaneously because of the limitation in the experimental environment. The on-chip Network Interface Unit (NIU) of the UltraSPARC T2 processor used in the study can split the incoming network traffic into up to eight DMA channels, and we could bind at most one receiving thread (at most one IPFwd instance) to each DMA channel.

In each set of the experiments, we executed and measured the performance of between 700 and 1500 different thread assignments (see Section 2.4). The results of the experiments are presented in Figure 1.2. The X-axis of the figure shows the number of threads in the workload, while the Y-axis shows the system performance in processed Millions of Packets Per Second (MPPS).

Figure 1.2: Performance of the IPFwd benchmark

[Graph showing performance of IPFwd benchmark]

3IPFwd application is described in detail in Section 2.3.
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The figure presents three groups of bars. Bar ‘The best observed thread assignment’ shows the performance of the best observed thread assignment for each number of IPFwd threads. Bars ‘Naive scheduling-Average’ and ‘Naive scheduling-The worst’ show the average and the worst performance of the naive thread assignment, the technique that randomly distributes the running threads among the processor cores and hardware pipelines of the processor. The results presented in Figure 1.2 show that thread assignment has a significant impact on the system performance. The average performance loss of naive scheduling with respect to the performance of the detected best-performing thread assignment ranges from 290,000 PPS (six IPFwd threads) to 680,000 PPS (18 threads). The worst detected performance loss of naive tasks assignment ranges up to 1.5 million PPS (12 threads), which represent the degradation of 35%.

By choosing a given thread assignment, we implicitly decide which hardware resources are shared between concurrently-running (co-running) threads. State-of-the-art OSs, like Linux and Solaris, use load balancing mechanism [15][149] to distribute the load of the running processes among all the available logical CPUs (i.e. cores in a CMP architecture or hardware contexts in a SMT architecture). Also, cache and TLB affinity algorithms [15][149] try to keep threads in the same logical CPU to reduce cache misses and page faults as much as possible. Although these characteristics improve performance, they do not fully exploit the capabilities of the current multithreaded processors with several levels of resource sharing. The main drawback of the thread assignment algorithms used in current OSs is that they do not consider the hardware requirements of each thread; thus they are not able to provide thread assignments that optimally use processor hardware resources [50]. We analyze real network applications running on state-of-the-art server comprising UltraSPARC T2 processor and measure significant performance loss introduced by Linux-like process scheduler.

1.1.1.3 Intractability of the thread assignment problem

Analytical analysis of optimal thread assignment is an NP-complete problem [67]. Also, in current multithreaded processors comprised of several cores where each core supports several simultaneously-running threads, the total number of possible thread assignments is vast [50, 59, 87, 131]. This number will grow rapidly in future massively multithreaded processors in which the number of cores and number of different levels of resource sharing increase [116]. In order to illustrate this, we study the number of possible assignments when several threads simultaneously execute on the UltraSPARC T2 processor.
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The UltraSPARC T2 processor comprises eight cores, and each core contains two hardware pipelines. Each (hardware) pipeline can execute up to four threads at a time, meaning that the maximum number of simultaneously running threads is 64\(^4\). The number of possible thread assignments for different workload size is shown in Table 1.1. The first column of the table shows the number of threads in the workload. We present results for 3, 6, 9, 12, 15, 18, and 60 threads. The second column presents the number of different thread assignments for a given workload size. The third column of the table shows the time needed to execute all possible thread assignments assuming that each assignment can be executed in only one second. Finally, in the last column, we present the time needed to predict the performance of all thread assignments. We make an optimistic assumption that the performance of a single assignment can be predicted in 1\(\mu s\) that is in the order of 1000 cycles of a processor running at 1GHz frequency.

Overall, we observe that the number of possible threads assignments as well as the time needed to execute them grows rapidly with the number of threads in the workload. The point where running all assignments is unfeasible is reached very fast. For 9 threads in the workload, the time needed to execute all assignments is 7 days, for 12 threads, the execution time is more than 15 years. For 60-thread workloads that use 94% of hardware contexts of the processor, the time needed to execute all possible thread assignments is \(1.75 \times 10^{51}\) years. The results presented in Table 1.1 clearly show that, in general, running all thread assignments is unfeasible, and that an exhaustive search cannot be used to find the optimal system performance for a given workload.

Several studies (see Section 3.5) propose methods that can predict the performance of different thread assignments of a given workload. However, from Table 1.1, we also see that the prediction of all possible threads assignments is unfeasible. The last column

\(^4\)For more information about the UltraSPARC T2 processor used in the study, refer to Section 2.1.
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shows that, for example, for the case of 15-thread workloads, the time needed to predict all assignments is 7 days. For 18 threads, the prediction time is measured in years. Therefore, performance predictors can be used only to determine the close-to-the-optimal thread assignment in a limited sample. However, since the number of possible thread assignments in modern processors is vast, the effectiveness of performance predictors is questionable [50, 59]; even if we assumed that a performance predictor would be able to find the best assignment in the sample, it would not be clear what the performance difference between the best assignment in the sample and the actual global best assignment (the optimal system performance) would be.

Therefore, the current thread assignment approaches can not guarantee that the performance of the predicted best assignment is either the optimal one, or close to it. As the performance of the optimal thread assignment for a workload is unknown, the room for improvement of the current thread assignment techniques cannot be determined. Thus, it is difficult to determine the effort needed to invest in the thread assignment process. This may lead to overspending if a good thread assignment algorithm is constantly improved, or sub-optimal performance if a poor-performing algorithm is not enhanced.

In this thesis, we address the problem of thread assignment of multithreaded network applications running on processors with several levels of resource sharing. We present two methods, TSBSched and BlackBox scheduler, that profile the applications running on a target architecture and predict the performance of different thread assignments. We also present a statistical method based on Extreme Value Theory that predicts the performance of the optimal thread assignment. TSBSched, BlackBox scheduler, and the proposed statistical method are evaluated on a set of multithreaded network applications running on a network server that comprises UltraSPARC T2 processor.

1.1.2 Compilation of multithreaded streaming applications

In order to exploit the hardware potential and deliver maximum performance, state-of-the-art multithreaded architectures have to execute numerous software threads simultaneously. One way to use multithreaded architectures effectively is to execute numerous software threads concurrently. For example, Internet, network, and data-center servers can concurrently execute multiple instances of a single application that process (highly-)independent traffic from different users. However, in various domains (such as desktop and mobile applications) it is not trivial to find numerous independent software threads that can execute concurrently. Actually, one of the greatest challenges in software devel-
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Figure 1.3: A kernel partition example

Kernel partitioning can affect the overall system performance significantly. For example, for the benchmarks included in the StreamIt 2.1.1 suite [3, 138], the relative performance difference between good and bad kernel partitions of the same benchmark mapped into four software threads ranges from $2.4 \times$ to $3.9 \times$, and on average it is $3.5 \times$. 
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Several studies (see Section 5.6) propose heuristic-based algorithms to address the kernel partitioning problem. As kernel partitioning is an intractable problem [63, 67], it is impossible in general to know the performance of the optimal partition, so the room for improvement is also unknown. It is hard to decide whether to invest additional effort to try to improve a given algorithm, since it may already be close to optimal.

In this thesis, we propose a statistical approach to the kernel partitioning problem. We present a method that predicts the performance of the optimal partition based on the observed performances of a random sample of kernel partitions. We also analyze whether random sampling on its own is likely to find a kernel partition with good performance. The proposed method is evaluated on the kernel partitioning of the benchmarks included in StreamIt 2.1.1 suite.

1.1.3 Multithreaded processors in time-critical environments

Due to good performance-per-watt ratio and high performance opportunities, multithreaded processors are of special interest for embedded real-time systems [152]. These architectures are particularly well suited for embedded integrated architectures [22, 113, 158] in which several functions are integrated into the same processor. In this context, multithreaded processors can potentially schedule mixed criticality workloads, i.e. workloads composed of safety-critical, mission-critical, and non-critical applications inside the same processor, improving the hardware utilization and so reducing cost, size, weight, and energy consumption [110].

Unfortunately, despite the benefits that multithreaded processors may offer in embedded real-time systems, particularly in integrated architectures, the market has not yet embraced such a shift. In addition to the functional correctness of operations, in real-time systems, it is required to guarantee that the execution time of tasks does not exceed the corresponding deadlines. This requisite of real-time systems is referred to as time correctness. In order to guarantee time correctness of a given task, it is obligatory to estimate the maximum execution time that the task could have on a specific hardware platform, i.e. to determine the Worst Case Execution Time (WCET) of the task. In multithreaded processors, simultaneously-running tasks share and compete for processor resources, so the timing analysis has to estimate the possible impact that these inter-task interferences have on the execution time of the applications. As a result, it is much more difficult to provide the WCET estimations for applications running on multithreaded processors than running on single-threaded processors [120].
In addition to this, in order to reduce the cost of the system verification in the time domain, it is required to do an incremental timing verification of real-time tasks. Incremental timing verification means that a user does not have to verify the timing behavior of all concurrently-running applications each time a new component (application) is changed or added to the system [60]. In that sense, the system is time composable if the WCET estimate of the tasks do not change if any of the tasks in the workload change.

In the following example, Paolieri et al. [117] demonstrate the execution time variations of applications running in multithreaded processors, and illustrate the composable WCET estimate for the application under study. In this experiment, the Collision Avoidance (CA) application developed by Honeywell Corporation is executed with different sets of co-running applications (different workloads) on a multicore processor. The CA application is based on 3D path planning algorithm that is used in autonomous-driven airplanes.

The results of the experiment are presented in Figure 1.4. The X-axis of the figure lists different workloads (workload 1 to workload 5) that are executed simultaneously with the CA application. The Y-axis shows the execution time of the CA application in each configuration. From the results presented in Figure 1.4, we see that the execution time of the CA application varies significantly (from 250 to 500 million cycles) depending on the co-running workload. A safe and time-composable WCET estimate for the CA application running on the architecture under study (dark gray bar in Figure 1.4) must be computed independently of the co-running workload, and it must exceed the execution time.
time of the CA application in any possible workload. In this way, the WCET estimate of the CA application is computed only once, and it does not have to be recomputed each time that any of the co-running tasks is replaced or updated.

In this thesis, we present a systematic method for measurement-based timing analysis of applications running on multithreaded architectures, and we demonstrate that the presented method helps with providing composable WCET estimations. We also show how the method can be used to determine whether different multithreaded architectures are suitable for time-critical environments.

1.2 Thesis contributions

This thesis presents cross-domain approaches that improve the effective use of multithreaded architectures. The contributions of the thesis can be classified in three groups. First, we propose several methods for thread assignment of multithreaded network applications running in multithreaded servers. Second, we analyze the problem of graph partitioning that is a part of the compilation process of multithreaded streaming applications. Finally, we present a method that improves the measurement-based timing analysis of multithreaded architectures used in time-critical environments. The following sections briefly summarize each of the contributions.

1.2.1 Thread assignment on multithreaded processors

The first problem that we address in the thesis is thread assignment of multithreaded network applications running on network servers that comprise state-of-the-art multithreaded processors. We propose TSBSched (Thread-to-Strand Binding Scheduler) [131], a systematic method for thread assignment of multithreaded network application running on processors with several levels of resource sharing. Based on minimum information about the target processor architecture, and without any data about the hardware requirements of the applications under study, the proposed method determines a set of thread assignments that can be used to model the interference between concurrently running threads (profiling thread assignments). The profiling assignments are executed on the processor under study, and the performance of each assignment is measured. Finally, the method uses the measured performance of the profiling thread assignments to estimate the performance of any assignment composed of applications under study.
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TSBSched is a simple, architecture independent thread assignment approach that determines assignments with a good performance. However, TSBSched has two main limitations: (1) The programmer who profiles the application must have a profound knowledge about the application behavior. (2) Also, TSBSched requires adjustments of the application source code. If the source code is not available, TSBSched method cannot be used.

In order to overcome these limitations, we design BlackBox scheduler [132]. BlackBox scheduler does not require inserting any test points in the application source code nor the profound understanding of it. Therefore, BlackBox scheduler can be used when the source code is not available, which is a common limitation.

We also present a statistical approach to the thread assignment problem [130]. We present a method based on Extreme Value Theory (EVT)[26, 34] that predicts the performance of the optimal thread assignment. Knowing the optimal system performance improves the evaluation of any thread assignment technique and it is the most important piece of information for the system designer when deciding whether any scheduling algorithm should be enhanced. We also show that, in environments in which the workload infrequently changes, the system designer can simply execute a sample of several hundred or several thousand random thread assignments of a given workload and measure the performance of each assignment. According to this analysis, there is a high probability that the performance of the best observed assignment will be close to the optimal system performance. This removes the need for any application profiling or an understanding of the increasingly complex multithreaded architectures. Unlike other thread assignment proposals that use performance predictors to find the best thread assignment, the method can be applied directly and without any change to any architecture running any set of applications.

1.2.2 Kernel partitioning of streaming applications

The second problem that is addressed in the thesis is kernel partitioning of streaming applications. We present a method based on EVT that statistically estimates the performance of the optimal kernel partition [128]. To the best of our knowledge, this is the first study that applies EVT to a graph partitioning problem. We use the estimates of the optimal performance to evaluate a state-of-the-art heuristic-based kernel partitioning algorithm. Also, we show that the sampling method used to generate random partitions, has a significant effect on the applicability of the statistical analysis. We analyze different sampling
methods, and our results strongly recommend that the samples should be uniformly distributed. Since a complex heuristic-based algorithm may not always be available, the user may pick the best from a random sample, and measure its quality using the estimates of the optimal performance. We analyze whether random sampling is likely to find a good kernel partition.

1.2.3 Multithreaded processors in time-critical environments

Finally, we analyze the impact of shared resources in multithreaded processors in time-critical environments. Our study provides a systematic method for measurement-based timing analysis of applications running on multithreaded architectures [129]. We define a set of specific resource-stressing benchmarks that introduce a high number of interferences on each potentially-shared hardware resource. By using these resource-stressing benchmarks as co-running threads, we obtain a good estimation of the worst-case slowdown that real applications may experience because of collision in shared processor resources.

We also show how the proposed method can be applied to determine the suitability of different multithreaded architectures for time-critical systems. When a workload is composed only of resource-stressing benchmarks, the detected slowdown is unlikely to be exceeded for any workload composed of real applications. Therefore, the slowdown detected when using resource-stressing benchmarks may serve as an upper estimate of the effect of inter-task interference for a given processor. This analysis is important when companies have to determine which architectures are good candidates to be used in their future time-critical systems.

1.3 Thesis structure

The rest of the thesis is organized as follows:

- Chapter 2 presents the experimental environment used to analyze the thread assignment problem. In this chapter, we describe the hardware platform, operating system, and benchmarks used in the study.

- In Chapter 3, we propose and evaluate two systematic methods for thread assignment of multithreaded network applications running on processors with several levels of resource sharing, TSBSched and BlackBox scheduler.
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- Chapter 4 presents a statistical method based on Extreme Value Theory that predicts the performance of the optimal thread assignment in multithreaded processors. We further show that executing a sample of several hundred or several thousand random thread assignments is enough to obtain, with very high confidence, an assignment with a performance that is close to the optimal one.

- Chapter 5 summarizes our work on the problem of kernel partitioning for streaming applications. In this chapter, we present a method that statistically estimates the performance of the optimal kernel partition. We further use the presented method to evaluate a recently-published partitioning algorithm based on a heuristic.

- In Chapter 6, we propose a method that quantifies the slowdown that simultaneously-running tasks may experience due to collision in shared processor resources. This information is a base for incremental timing verification of multithreaded architectures that are used in time-critical environments.

- Chapter 7 lists the conclusions of the thesis, briefly summarizes future work, and lists the relevant publications and awards.
Chapter 2

Experimental setup

This chapter presents the experimental environment that was used to analyze the problem of thread assignment on multithreaded processors. The experimental setup in which we analyzed kernel partitioning for streaming applications is presented in Chapter 5. Chapter 6 includes the description of the environment in which we executed the experiments related to the study of timing behavior of real-time applications running in multithreaded architectures.

We evaluated the proposed thread assignment methods for a set of multithreaded network applications running in a real industrial environment. The environment comprised two Oracle T5220 servers that managed the generation and the processing of network traffic. Each T5220 server comprised one UltraSPARC T2 processor. One T5220 server executed the Network Traffic Generator (NTGen) [11]. NTGen is a software tool, developed by Oracle, that generates IPv4 TCP/UDP packets with configurable options to modify various packet header fields. In addition to this, we enhanced the NTGen to transmit network traffic read from trace files, such as anonymized Internet trace files [5]. T5220 server running NTGen transmitted network packets through a 10Gb link to the second T5220 server in which we executed the thread assignments selected by our method. In all the experiments presented in the study, NTGen generated enough traffic to saturate the network processing server. Thus, in all the experiments, the performance bottleneck was the speed at which the packets were processed, which is determined by the performance of the selected thread assignment.

In order to avoid interferences between user applications and operating system processes, we executed the experiments in Netra DPS, a low-overhead environment used in network processing systems [10, 11]. We briefly describe Netra DPS being focused on the difference between this environment and a fully-fledged operating systems, such as Linux or Solaris. At the end, we present the set of multithreaded network applications
2.1. ULTRASPARC T2 PROCESSOR

The UltraSPARC T2 is a multithreaded processor [8][9] that comprises eight cores connected through the crossbar to the shared L2 cache (see Figure 2.1). Each of the cores supports eight hardware contexts (strands), thus up to 64 threads can be simultaneously executed on the processor. Strands inside each hardware core are divided into two groups of four strands, forming two hardware execution pipelines, from now on also referred as hardware pipelines or hardware pipes.

Processes simultaneously running on the UltraSPARC T2 processor share (and compete for) different resources depending on how they are assigned to hardware contexts. As it is shown in Figure 2.1, the resources of the processor are shared on three different levels: IntraPipe, between threads running in the same hardware pipeline; IntraCore, between threads running in different hardware pipelines of the same core; and InterCore, between threads running on different cores [154].

IntraPipe: Resources shared at this level are the Instruction Fetch Unit (IFU) and the Integer Execution Units (IEU). Even if the IFU is physically shared between all processes that execute on the same hardware core, the instruction fetch policy prevents any interaction in the IFU between threads running in different hardware pipelines. That is, the IFU actually behaves as two private IFUs, one for each hardware pipeline.

IntraCore: Threads that execute on the same core share the IntraCore resources: the
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16KB L1 instruction cache, the 8KB L1 data cache (2 cycles access time), the Load Store Unit (LSU), the Floating Point and Graphic Unit (FPU), and the Cryptographic Processing Unit.

**InterCore**: Finally, the main InterCore resources (globally-shared resources) of the UltraSPARC T2 processor are: the L2 cache, the on-chip interconnection network (cross-bar), the memory controllers, and the interface to the off-chip resources (such as the I/O). The 4MB 16-way associative L2 cache is partitioned eight banks that operate independently from each other. The L2 cache access time is 22 cycles, and the L2 miss that accesses the main memory lasts around 185 CPU cycles. The L2 cache connects to four on-chip DRAM controllers, which directly interface to a pair of fully buffered memory channels.

In order to fully utilize the performance of a multithreaded processors like the UltraSPARC T2, it is important to understand which hardware resources are shared on each resource-sharing level. In the UltraSPARC T2, two threads running in the same hardware pipeline conflict at all resource-sharing levels: IntraPipe, IntraCore, and InterCore. Threads running in different hardware pipelines of the same core conflict at the IntraCore and InterCore levels. Finally, threads in different cores interact only at InterCore level. On the other hand, threads running in the same processor core communicate through L1 cache shared at the IntraCore level, while threads from different cores share data and instructions only at globally shared L2 cache that has significantly higher access time.

### 2.2 Netra DPS

State-of-the-art operating systems (OSs) provide features like the dynamic process scheduler or the virtual memory to enhance the execution of user applications. On the other hand, user applications experience slowdown and have variable execution time because of interference with OS processes. Many networking systems use lightweight runtime environments in order to reduce the overhead introduced by fully-fledged OSs. One of these environments is Netra DPS [10, 11] developed by Oracle. Netra DPS provides less functionality than fully-fledged OSs, but also introduces less overhead. In our previous study [133], we compared the overhead introduced by Linux, Solaris, and Netra DPS in the execution of benchmarks running on the UltraSPARC T1 processor. Presented results show that Netra DPS is the environment that clearly exhibits the best and most stable application execution time.
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Netra DPS does not incorporate virtual memory nor a run-time process scheduler, and performs no context switching. The assignment of running threads to processor hardware contexts (virtual CPUs) is performed statically at the compile time. It is the responsibility of the programmer to define the hardware context in which each particular thread will be executed. Netra DPS does not provide any interrupt handler nor daemons. A given thread runs to completion on the assigned hardware context without any interruption.

2.3 Benchmarks

Netra DPS is a specific lightweight runtime environment that does not provide functionalities of fully-fledged OSs such as system calls, dynamic memory allocation, or file management. Therefore, benchmarks included in standard benchmark suites have to be adapted in order to execute in this environment.

2.3.1 Overview

The benchmarks used are described next:

(1) **IP Forwarding (IPFwd)** is one of the most representative Layer2/Layer3 network applications. IPFwd application makes the decision to forward a packet to the next hop based on the destination IP address. Depending on the size of the lookup table, the IPFwd application may have significantly different memory behavior [82, 95]. In order to cover different cases of IPFwd memory behavior, we created three variants of the IPFwd application that are based on the IPFwd application included in the Netra DPS distribution [10]:

   (1) The lookup table fits in the L1 data cache (*IPFwd-L1*);

   (2) The table does not fit in the L1 data cache, but it fits in the L2 cache (*IPFwd-L2*). The routing table entries of IPFwd-L2 are configured to cause a lot of data L1 misses in IPFwd traffic processing.

   (3) The table does not fit in the L2 cache and the lookup table entries are initialized to make IPFwd continuously access the main memory (*IPFwd-Mem*).

IPFwd-L1 is representative of the best case of IPFwd memory behavior, since it shows high locality in data cache accesses. On the other hand, IPFwd-Mem represents the worst case of IPFwd memory behavior used in network processing studies, in which there is no cache locality between accesses to the lookup table [140].

(2) **Complex packet processing:** Based on the IP Forwarding application included
in the Netra DPS distribution, we also designed the benchmarks that emulate more complex packet processing and multiple accesses to the memory. In these benchmarks, the hash function call and the hash table lookup are repeated N times (three times in our experiments). We refer to these benchmarks as $hashN$. Again, we use three different configurations to analyze complementary scenarios that cover from the best to the worst case studies:

1. $hashN-L1$: the lookup table fits in the L1 data cache;
2. $hashN-L2$: the table does not fit in the L1 data cache, but it fits in the L2 cache;
3. $hashN-Mem$: the table does not fit in the L2 cache.

3) **CPU intensive packet processing**: The behavior of CPU-intensive network applications (such as high layer packet decoding or URL decoding) is emulated by the benchmarks that have a high rate of resource conflicts in the IntraPipe and IntraCore processor resources.

In order to stress IntraPipe processor resources, we developed $IPFwd-intadd$ benchmark. Benchmark $IPFwd-intadd$ is a modification of the IPFwd application included in the Netra DPS. We develop $IPFwd-intadd$ by inserting a set of *integer addition* instructions at the end of the IPFwd processing stage. These instructions put significant stress to Instruction Fetch Unit and Integer Execution Unit, both shared between threads running on the same hardware pipeline.

In order to stress IntraCore processor resources, we developed benchmarks $IPFwd-intmul$ and $IPFwd-intdiv$. We develop these benchmarks by inserting insert a set of *integer multiplication* and *integer division* instructions at the end of the IPFwd processing stage. In the UltraSPARC T2 processor, *integer multiplication* and *integer division* instructions are executed in the Floating Point Unit (FPU) that is shared between threads executing on the same processor core (IntraCore resource). Benchmarks $IPFwd-intmul$ and $IPFwd-intdiv$ stress FPU in two different ways [154]: (1) *Integer multiplication* instructions are pipelined with throughput of one instruction per cycle. This means that several $IPFwd-intmul$ benchmarks may execute simultaneously in the same processor core and share the FPU with almost no overhead. (2) On the other hand, *integer division* instructions are non-pipelined. When several *integer division* instructions are ready to be executed at the same time, they are serialized – only one instruction is executed at a time, while others are delayed. This may cause significant overhead when several $IPFwd-intdiv$ processing threads run on the same processor core.

4) **Packet analyzer** is a program that can intercept and log traffic passing over a
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network or part of a network [45]. Packet analyzers are primary tools for network monitoring and management used to troubleshoot network problems, examine security issues, gather and report network statistics, detect suspect content, and filter it from the network traffic [4, 145, 163].

The packet analyzer that we used in the experiments captures each packet that passes through the Network Interface Unit (NIU), inspects the packet, and analyzes its content according to the appropriate RFC specifications [84]. The packet analyzer can display the information about different fields of packet headers at Layer 2, Layer 3, and Layer 4, and about the packet payload. A user can decide to log all traffic that passes through the NIU, or to define filters based on many criteria. We used the packet analyzer to log MAC source and destination address, time to live field, Layer 3 protocol, source and destination IP address, and source and destination port number of all packets passing through the NIU of the processor under study.

(5) Aho-Corasick is a string matching algorithm. String matching is the basic technique to analyze the network traffic at the application layer [76]. In networking, string matching algorithms search for a set of strings (keywords) in the payload of the network packets. Aho-Corasick is an efficient algorithm that locates all occurrences of a given set of keywords in a string of text (packet payload in case of packet processing). The algorithm constructs a finite state pattern matching machine from the keywords and then uses the pattern matching machine (finite automata) to process the string of text in a single pass [19]. The Aho-Corasick string matching algorithm has proven linear performance, and it is suitable for searching of a large set of keywords concurrently. This is why the Aho-Corasick algorithm is used in state-of-the-art network intrusion detection systems such as Snort [114].

In the presented experiments, we used the Aho-Corasick algorithm to search for keywords from Snort Denial-of-Service set of intrusion detection rules (version 2.9, November 2011) in the payloads of the packets that were processed.

(6) Stateful packet processing is an important component of state-of-the-art network monitoring tools [115, 156] and intrusion prevention and detection system [145]. Unlike stateless applications that process each packet independently (like the other benchmarks used in our study), stateful packet processing keeps the information of previous packet processing.
The packets that belong to the same flow, i.e. have the same flow-5-tuple \(^1\), share the common information called the flow-record [56]. The record of a given flow contains the information as to whether the flow is open (the connection is established), safe, malicious, etc. The information about the active flows is stored in a hash table that is indexed based on the flow-keys. The common main components of stateful packet processing are: (1) Read the flow-keys of a packet; (2) Use a hash function to determine the corresponding hash table entry based on the packet flow-keys; (3) Access the hash table. Lock, read, and update the flow-record of an already-existing flow, or create a flow-record for a new flow.

The stateful packet processing benchmark that we used in the experiments is comprised of these three components. The stateful benchmark uses the same hash function as the one that is implemented in nProbe network monitor [56, 115]. The hash table contains \(2^{16}\) entries, which is sufficient to store the records of active flows of fully-utilized 10Gb link [155], and it is the hash table size that was already used to test different network monitoring tools [56].

### 2.3.2 Implementation

Each benchmark is divided into three threads that form a software pipeline (see Figure 2.2). This is a commonly-used approach in the development of the network applications [11, 164]:

- The receiving threads (R) of all benchmarks read the packets from the Network Interface Unit (NIU) associated with the receiver 10Gb network link, and write the pointers to the packets into the R→P memory queues.

- The processing threads (P) read the pointer to the packets from the memory queues, process the packets, and write the pointers to the P→T memory queues. The packet processing is different for each benchmark, e.g. P threads of the IPFwd-L1 and IPFwd-Mem benchmarks read the destination IP address, call the hash function, and access the lookup table; P threads of the Aho-Corasick benchmark search for the keywords in the packet payload, etc.

- Finally, the transmitting threads (T) of all benchmarks read the pointers from the

\(^1\)The flow-5-tuple is consisted of the source and destination IP address, the source and destination port, and the protocol used.
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Figure 2.2: The schematic view of the benchmarks

P→T memory queues, and send the packets to the network through the NIU associated to the 10Gb network link.

To summarize, the presented benchmarks represent a good testbed for the analysis of threads assignment techniques because:

(1) Each benchmark is divided in three different threads, thus the systems deal with heterogeneous threads even when several instances of the same application are executed simultaneously.

(2) The benchmarks stress the hardware resources of the UltraSPARC T2 processor at all three sharing levels [154].

(3) Each instance of the benchmarks comprises interconnected threads that communicate through shared memory queues. The performance of the benchmarks also depend on the distribution of interconnected threads between processor cores (L1 cache domains).

(4) The impact of thread assignment to the performance is significant. We detect performance variation of up to 60% between different thread assignments of the same workload.

2.4 Methodology

In order to assure stable results, we measured the performance of thread assignments when each application instance processed from three to four million network packets. This means that each application thread was executed from three to four million times. The execution time of each experiment was at least 1.5 seconds, and the duration depended on the benchmark and on the distribution of the simultaneously running threads.
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Thread assignment of multithreaded network applications on multicore/multithreaded processors

In this chapter, we propose two systematic methods for thread assignment of multithreaded network applications running on processors with several levels of resource sharing, TSBSched and BlackBox scheduler. We evaluated the proposed methods for a set of multithreaded network applications running on the UltraSPARC T2 processor. The proposed thread assignment methods improve the system performance up to 48% with respect to state-of-the-art scheduling algorithms, and up to 60% with respect to a naive scheduling.

3.1 Introduction

In processors with several levels of resource sharing, thread scheduling comprises two steps: workload selection and thread assignment. We propose TSBSched and BlackBox scheduler, systematic methods for thread assignment of multithreaded network application running on processors with several levels of resource sharing. Based on minimum information about the target processor architecture, and without any data about the hardware requirements of applications under study, TSBSched and BlackBox scheduler determine a set of thread assignments that can be used to model the interference between concurrently running threads (profiling thread assignments). The profiling assignments are executed on the processor under study and the performance of each assignment is measured. Finally, the methods use the measured performance of the profiling thread assignments to estimate the performance of any assignment composed of the applications
The proposed thread assignment methods are evaluated with an industrial case study for a set of multithreaded networking applications running on the UltraSPARC T2 processor. The results show that the methods provide thread assignments with performance close to the optimal one. In most of the experiments, the proposed thread assignment methods detected the best actual (measured) thread assignment in the evaluation sample. The highest performance difference between the thread assignment provided by TSBSched and BlackBox scheduler and the actual best thread assignments in the evaluation sample is only 3%. The proposed methods also provide a significant performance improvement with respect to the state-of-the-art thread assignment techniques.

The rest of the chapter is organized as follows. Section 3.2 discusses the hardware and OS requirements of network applications, demonstrates the importance of the thread assignment for network applications, and presents the overview of the state-of-the-art thread assignment approaches. Section 3.3 describes in detail the thread assignment methods that we propose. The results of the experiments used in the evaluation of TSBSched and BlackBox scheduler are presented in Section 3.4. Section 3.5 shows the overview of the related work, while Section 3.6 summarizes the study.

### 3.2 Background

Optimal thread assignment requires a profound knowledge of the resource requirements of each running thread, and the understanding of how the threads interact in each of the shared processor resource. Therefore, it is difficult to determine the optimal thread assignment without previous analysis of a large number of experiments that exponentially increases with the number of processor hardware contexts (virtual CPUs), number of different levels of resource sharing, and number of concurrently running threads. The problem becomes even more complex for multithreaded applications. When an application is comprised of several threads, it is not sufficient to understand how sharing of hardware resources affects the execution time of each of the threads independently. The designer also has to be aware of the inter-thread communication, and to understand which application thread is the bottleneck that determines the application performance. Currently, thread assignment is done in one of three ways:

1. **Resource-oblivious** (naive) thread assignment randomly distributes the workload among hardware contexts of the processor. Naive thread assignment provides non-optimal
performance. In our experiments, naive scheduling introduces the performance loss of up to 60% with respect to the optimal thread assignment.

(2) **Manual assignment**: A skilled designer attempts to determine a good thread assignment based on a detailed analysis of the target architecture and an off-line application profiling. This analysis is complex and its complexity increases with the number of processor hardware contexts, number of levels of resource sharing, and number of concurrently running threads. In addition to this, any change in the application or in the hardware platform requires the repetition of the analysis. Manual thread assignment is not a systematic approach, its performance depends on the programmer skills, and, in general, does not provide the thread assignment with the optimal performance.

(3) **Load balancing and cache affinity**: State-of-the-art fully-fledged OSs, like Linux and Solaris, use load balancing mechanism [15][149] to equally distribute the load of the running threads among all the available scheduling domains (e.g. cores of the CMP architecture). In addition to this, cache and TLB affinity algorithms [15][149] keep the threads assigned to the same logical CPU in order to reduce cache and TLB misses caused by the thread migration. Although these techniques improve the performance, they are not sufficient to fully exploit the capabilities of the current multithreaded processors with several levels of resource sharing. De Vuyst et al. [50] demonstrate that the load balancing used in the state-of-the-art operating systems eliminates the unbalanced schedules that allocate the proper amount of processor resources for each of the co-running threads, which is one of the important advantages of the modern multithreaded processors. We analyze real network applications running on the UltraSPARC T2 processor, and measure the performance difference of up to 48% between load-balanced and optimal thread assignments.

### 3.3 Thread assignment methods

We present *TSBSched* and *BlackBox scheduler*, two systematic methods for thread assignment of multithreaded network applications running on processors with several levels of resource sharing. The purpose of these methods is to estimate the performance of different (many) thread assignments and to determine the assignments that provide a good performance.

Without any data about the hardware requirements of the applications under study, and using the minimum information about the processor under study, the methods determine a set of thread assignments (*profiling thread assignments*) that are used to model the in-
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terference between co-running threads. Based on the measured performance of profiling thread assignments, the method estimates the performance of any assignment composed of the applications under study.

Thread assignment methods are designed to accomplish two main objectives:

(1) **Remove the need for detailed knowledge about the hardware requirements of applications under study:** In order to select a good assignment, scheduling methods have to be aware of the interaction between concurrently running threads. Modeling application interference in shared processor resources is a challenging task. Most of the studies that address this problem (see Section 3.5) profile each thread independently, and then predict the performance when several threads execute concurrently on a processor. We measure directly the interaction between concurrently running threads for a limited set of thread assignments, and use this data to model the interference in hardware resources between co-running threads in any given assignment. The main benefit of this approach is that the information about the application hardware requirements is not incorporated into the thread assignment method, but it is encapsulated into the data passed to the method (the profiling data).

(2) **Architecture independence:** The only architectural data that the methods require is the hierarchy of different levels of resource sharing and the number of hardware contexts (virtual CPUs) in each of them. For example, for the UltraSPARC T2 processor, the architecture description contains the information that: (1) The processor resources are shared in three different levels (IntraPipe, IntraCore, and InterCore); (2) The processor contains eight cores, each of them contains two hardware pipelines, and each hardware pipeline has support for four concurrently running threads. The methods do not require any information about which hardware resources are shared on each level, nor the microarchitecture details of the processor resources (e.g. the size of the cache memory, the number and the characteristics of the execution units, etc.). This is the main reason why the application of the method to different processor architectures requires minimum adjustments.

Figure 3.1 presents the schematic view of the proposed thread assignments methods. The methods are comprised of three phases: (1) Application profiling, (2) Performance prediction, and (3) Selection phase.

(1) **Application profiling phase:** We profile the applications under study. The output of this phase are the *Base Time Table* and *Slowdown Table*. These tables contain all the information that is needed to predict the performance of any thread assignment comprised
(2) **Performance prediction phase:** The models predicts the performance for different thread assignments based on the data stored in the Base Time Table and Slowdown Table.

(3) **Selection phase:** This is an optional step of the algorithm. In the Selection phase, the predicted \( N \) best-performing thread assignments (e.g. 5 or 10 assignments) are executed on the target processor and the assignment with the highest measured performance is selected as the final outcome of the method. If the predicted best-performing assignment is not the actual best one, the selection phase can improve the performance of the thread assignment that is the outcome of the method.

The following sections describe each phase of the TSBSched and BlackBox scheduler in detail.
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3.3.1 TSBSched

TSBSched (Thread to Strand Binding Scheduler) [131] models the interference between concurrently running threads, by measuring the execution time of each thread running in different assignments on a real hardware. The method compares the execution time of a thread when it runs alone on the processor and when it is co-scheduled with other threads, and uses this data as the input to the model. The thread execution time encapsulates the information about the interference in hardware resources, and about the benefits of data and instructions sharing between simultaneously running threads.

3.3.1.1 Phase 1: Application profiling

Application profiling is the first phase of TSBSched scheduler. In this phase, we measure the interference between concurrently running threads in the profiling set of thread assignments. The thread assignment method models two aspects of interferences between concurrently running threads: (1) Collision in shared hardware resources, and (2) Benefit of data and instruction sharing.

(1) Collision in shared hardware resources: Interference in shared processor resources between concurrently running threads depends on the hardware resources that the threads use. We did a detailed characterization of the resource sharing levels of the UltraSPARC T2 processor [154] as a representative of processors with several levels of resource sharing. The results of this analysis show that, during the workload selection, it is very important to consider the interference between threads in all levels of resource sharing – IntraPipe, IntraCore, and InterCore, in the case of UltraSPARC T2. On the other hand, once the workload is selected, the execution of threads running on core $N$ is negligibly affected by the assignment of threads that do not run on core $N$ (that run on remote cores). This fact significantly reduces the complexity of TSBSched scheduler. Instead of the analysis of all the threads running on the processor, the thread assignment method can reduce the scope of the analysis only to threads that execute on the same core.

The fact that we can reduce the scope of the analysis to the thread running on a single processor core, enables us to perform a brute force exploration, i.e. to execute all possible thread assignments inside the core. We execute each thread under study (the target thread) with all possible layouts of the workload inside the processor core. We measure the execution time of the target thread in each experiment, and store this data into the table. Since this data shows the slowdown that the target threads experience because of the collision with co-running threads, we refer to this table as the Slowdown Table.
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We illustrate the experiments and the Slowdown Table with an example in which several IPFwd instances execute concurrently on the UltraSPARC T2 processor. The IPFwd is a low-layer network application comprised of three threads: Receiving (R), Processing (P), and Transmitting (T) (see Section 2.3). The UltraSPARC T2 core comprises two hardware pipelines, and each pipeline supports the concurrent execution of up to four threads.

In order to model the interference between threads that execute concurrently on the processor core, we run one target application $R_{tg} - P_{tg} - T_{tg}$ with several instances of stressing applications $R_{st} - P_{st} - T_{st}$. Target and stressing applications perform the same processing of network packets. The only difference is that we monitor the performance of the target application, and do not monitor the stressing application instances. The purpose of the stressing applications is to cause the interference in shared processor resources that could affect the performance of the target application in a given thread assignment. In order to quantify the slowdown that $R_{tg}$ thread experiences when it interferes with co-running threads, we execute thread assignments in which one target thread $R_{tg}$ executes on the same processor core with all possible layouts of stressing threads $R_{st}, P_{st},$ and $T_{st}$; i.e. $R_{tg}$ runs on the same core with threads: [$R_{st}$]; [$R_{st} R_{st}$]; [$R_{st} R_{st} R_{st}$]; [$P_{st}$]; [$P_{st} P_{st}$]; [$P_{st} P_{st} P_{st}$]; [$R_{st} P_{st} T_{st}$]; etc. The Slowdown Table for $R_{tg}$ thread has as many entries as different layouts of stressing threads running on the same core with $R_{tg}$, and each entry contains the execution time of the target thread in a given thread assignment. In the experiments in which we profile $R_{tg}$, threads $P_{tg}$ and $T_{tg}$ are executed in isolation on remote cores. The experiments needed to characterize $P_{tg}$ and $T_{tg}$ threads are analogous to $R_{tg}$ experiments.

(2) Benefit from data and instructions sharing: Threads running on the same core of the UltraSPARC T2 processor share the L1 instruction and data cache. Therefore, if several threads share data or instructions, they may benefit from co-scheduling on the same processor core.

In order to detect whether an application can experience performance improvement when the threads share L1 instruction and data cache, we execute a single application instance in all possible thread assignment and measure the execution time of each thread in each of the assignments. The results of these experiments are stored in the Base Time Table. The table has as many entries as there are different thread assignments of a single application, and each entry contains the execution time of each application thread in a given assignment.
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Figure 3.2: Experiments for the Base Time Table

We illustrate the experiments needed for the Base Time Table using the same example of 3-stage IPFwd application running on the UltraSPARC T2 processor. When consecutive IPFwd threads (Receiving and Processing, or Processing and Transmitting) execute on the same processor core, they communicate through L1 data cache. When the threads execute in different cores, the communication is through L2 cache, what causes additional L1 cache misses and the overhead in the application execution time.

In order to measure the impact of communication through L1 or L2 cache on application performance, we execute all possible thread assignments of a single IPFwd application instance (11 assignments in total), and measure the execution time of all IPFwd threads. The set of experiments is presented in Figure 3.2. For example, in the thread assignment 11 (TA11), R, P, and T threads execute in different cores. Therefore, in case that these threads share the data, any update of the values will be proceeded through globally-shared L2 cache. On the other hand, in TA7, R and T threads execute on the same core, thus any data update will be proceeded locally in L1 cache and it will not require invalidation of the cache lines in remote cores.

Application profiling phase vs. run-time: It is very important that the behavior of an application under study in the profiling phase is representative of its run-time behavior.
If the application can be configured by using different parameters, the parameters in the profiling phase have to correspond to the run-time parameters. If the application behavior depends significantly on the network traffic, the traffic used when the application is profiled should be representative of the run-time traffic. Also, in the profiling phase, the user could analyze the application behavior for different sets of parameters and different types of network traffic.

### 3.3.1.2 Phase 2: Performance prediction

Performance prediction is the second phase of the thread assignment method, see Figure 3.1. In this phase, based on the profiling data, the Base Time Table and Slowdown Table, TSBSched predicts the performance for any thread assignment composed of the applications that are analyzed in the application profiling phase. The output of performance prediction phase is the list of different thread assignments (thousands of them) with the predicted performance for each assignment. The performance prediction phase is comprised of three steps:

In *Step 1*, we analyze each application in the workload independently, as it executes in isolation. Hence, we disregard the interference between different applications that execute simultaneously on the processor, and model only the interaction between threads that belong to the same application. In this step, each application thread in the workload is associated with its *base_time*, the execution time that the thread would have had as if the application were executed in isolation.

In *Step 2* of the performance prediction, we model the effect of collision in hardware resources between different applications or different instances of the same application. In this step, we take into account the interference between all the threads in a given thread assignment.

Finally, in *Step 3*, based on the analysis in *Step 1* and *Step 2*, we compute the predicted performance of a given thread assignment.

We illustrate the application of TSBSched with an example thread assignment that is presented in Figure 3.3. The assignment is comprised of two IPFwd instances, R1-P1-T1 and R2-P2-T2, that execute on four processor cores, *Core N* to *Core N+3*. In this example, threads R1, R2, and P2 execute in the same hardware pipeline (HWPipe 0) in core *N*, while other threads execute in different processor cores.

**Step 1**: In *Step 1*, we analyze application instances R1-P1-T1 and R2-P2-T2 independently, as if each of them were executed in isolation. For example, when we analyze
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Figure 3.3: Performance prediction. Step 1: Analysis of each application instance in isolation.

R1-P1-T1 application we disregard R2, P2, and T2 threads from the original thread assignment, and vice versa (see Figure 3.3). In this step, each thread in the workload is associated with its base_time, the execution time that the thread would have had if a single application instance were executed alone on the processor. The base_time is read directly from the Base Time Table (see Section 3.3.1.1).

In Step 1.1, we analyze R1-P1-T1 application in the example thread assignment presented in Figure 3.3. We directly read the base_time of R1, P1, and T1 threads from the fields of the Base Time Table that corresponds to the thread assignment 11 (TA11) presented in Figure 3.2 (R, P, and T threads assigned to different cores). The base_time of R2-P2-T2 application is computed analogously. First we observe R2-P2-T2 application as if it were executed in isolation (Step 1.2 of Figure 3.3). Then we read the corresponding fields of the Base Time Table – the field that corresponds to TA3 presented in Figure 3.2.

Step 2: In Step 2, we model the collision in hardware resources between threads that belong to different applications or different application instances. As we explained in Section 3.3.1.1, we focus on interference between threads that execute on the same processor core. All the information needed to quantify the slowdown because of the collision between threads that are co-scheduled on the same processor core is stored in the Slowdown Table. Figure 3.4 presents the part of the example thread assignment that we use to illustrate Step 2 of the performance prediction. We analyze the interference between threads R1, R2, and P2 that execute on the same hardware pipeline of core N. Figure 3.4 present also the entries of the Slowdown Table that are used in the analysis.

In Step 2.1 presented in Figure 3.4, we compute slowdown(R1), the slowdown that the thread R1 experiences because of the interference with threads R2 and P2. The most important part of this analysis is to match the thread assignment under study with corresponding entries of the Slowdown Table. Since the thread R1 is the thread under study, it corresponds to the R_{tg} in the Slowdown Table. We want to detect the slowdown that the threads R2 and P2 cause to the R1 thread. Thus, the threads R2 and P2 correspond
to R_{st} and P_{st} threads in the Slowdown Table. First, from the Slowdown Table, we read the execution time of the target thread R_{tg} when it executes alone on the processor core – \textit{exe\_time1}. This entry corresponds to the thread assignment in which the thread R1 executes in isolation on the processor core. Later, we read the execution time of the thread R_{tg} when it executes on the same hardware pipeline with one R_{st} and one P_{st} thread – \textit{exe\_time2}. This corresponds to the thread R1 running with the threads R2 and P2 on the same hardware pipeline in a processor core. Finally, the slowdown that the thread R1 experiences because of the interference with the threads R2 and P2 is computed as: \textit{slowdown(R1)} = \textit{exe\_time2} - \textit{exe\_time1}. In all the experiments, the threads P_{tg} and T_{tg} are executed in isolation on remote cores.

\textit{Step 2.2} determines the slowdown that the thread R2 experiences because of interference with thread R1 that is running in the same core \textit{slowdown(R2)}. In \textit{Step 2.3}, we compute \textit{slowdown(P2)}, the slowdown the thread P2 experiences because it collides in processor core resources with the thread R1. Since the threads R2 and P2 belong to the same application instance, the interference between them is modeled entirely in \textit{Step 1} of the analysis. As we show in Figure 3.4, \textit{Step 2.2} and \textit{Step 2.3} are analogous to \textit{Step 2.1}.

Threads P1, T1, and T2 of the example thread assignment execute alone on different processor cores (see Figure 3.3), thus they do not experience any slowdown because of collision in processor core resources.

\textbf{Step 3:} In \textit{Step 3} of the performance prediction, we compute the predicted throughput
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(performance) of the observed thread assignment. First, we compute the time each thread
in the assignment requires to process or transfer a single packet (the execution time of a
thread). The thread’s execution time is the sum of its base_time computed in Step 1 and
the slowdown from Step 2. For example, execution time of thread R1 is computed as:
\[ \text{exe_time(R1)} = \text{base_time(R1)} + \text{slowdown(R1)} \]. Second, we compute the execution time
of each application instance in the workload. As R, P, and T threads process a packet in
a pipeline, the application execution time is determined by the thread that has the longest
execution time. For example, the execution time of the application R1-P1-T1 is computed
as: \[ \text{exe_time(R1-P1-T1)} = \text{MAX}[\text{exe_time(R1)}, \text{exe_time(P1)}, \text{exe_time(T1)}] \].

From the application execution time, we compute the application throughput in pro-
cessed Packets Per Second (PPS) as:
\[ \text{throughput(R1-P1-T1)[PacketsPerSecond]} = \frac{\text{CPUfreq}[\text{CyclesPerSecond}]}{\text{exe_time(R1-P1-T1)[CyclesPerPacket]}} \]

Finally, the performance of a given thread assignment is a sum of throughputs of all
applications it is comprised of. In the Prediction phase, the model predicts the perform-
ance of thousands of different thread assignments. The output of TSBSched can be the
thread assignment with the highest predicted performance, or, optionally, the prediction
can be improved in the Selection phase.

3.3.1.3 Phase 3: Selection phase

Selection phase is the final phase of TSBSched, see Figure 3.1. Although TSBSched
scheduler predicts the thread assignment performance with a high accuracy (as we show
in Section 3.4), the thread assignment with the predicted highest performance could be
wrongly-predicted. In order to avoid the performance loss in this case, in the Selection
phase, the actual performance of several predicted best-performing thread assignments
is measured on the target processor. The final outcome of TSBSched is the assignment
with the highest measured (actual) performance. If the predicted best-performing thread
assignment exhibits a low performance, the Selection phase will filter out this assign-
ment, and the final outcome will be 2\textsuperscript{nd}, 3\textsuperscript{rd}, or N\textsuperscript{th} predicted best-performing assignment.
In Section 3.4, we analyze also the impact of the Selection phase to the performance of
TSBSched scheduler. The results show that the performance improvement of the Selection
phase in which only five predicted best-performing thread assignments are executed
on the real processor ranges up to 7.3%, which is significant.
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3.3.1.4 TSBSched limitations

TSBSched is a simple algorithm for thread assignment of multithreaded network applications running on processors with several levels of resource sharing. TSBSched has very high accuracy (as we show in Section 3.4), it is architecture independent, and does not need detailed knowledge about the application hardware requirements. However, there are two limitations that motive the enhancement of the application profiling and the prediction algorithm. These limitations are: (1) The programmer who profiles the application must have a profound knowledge about the application behavior; (2) As we will explain later, TSBSched requires changes in the application source code. If the source code is not available, TSBSched approach cannot be applied.

Figure 3.5 presents three different stages when a network packet is processed by IPFwd Processing (P) thread [11]: (1) First, the P thread reads the packet from the input (R→P) memory queue. If the input memory queue is empty, the P thread polls as long as there are no available packets in the queue. (2) Once the packet is read from the input queue, the P thread processes the packet. (3) After the processing, the packet is sent to the output (P→T) memory queue. As memory queues have limited capacity, the output queue may be full, so the P thread must poll until the following thread (T) processes a packet and frees an entry in the queue. Figure 3.5 also shows three components of total execution time of thread P: (1) The time that the P thread is polling in the input queue; (2) Effective execution time, the time needed for thread P to process a packet; and (3) The time that the P thread spends polling in the output queue.

The R and T threads may also poll if there are no available packets in input queues, or if output queues are full. The only difference is that the R thread reads packets from the network card and writes to the R→P queue, and the T thread reads packets from the P→T queue and sends them to the network card. The total execution time of the threads R and T has the same components as the P thread: (1) The time spent polling in the input queues;
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queue; (2) Effective execution time; and (3) The time spent polling in the output queue.
The effective execution time of thread R is the time needed to read the packet from the
network card and transfer the packet to the memory. The effective execution time of the
T thread is the time needed to send the packet to the network over the network card.

When a thread polls, it does no useful work, but only waits for other threads to pro-
cess packets. Therefore, TSBSched does not take into account the time a thread spends
polling, but predict performance of thread assignments based on the effective execution
time of each application thread. Measuring the effective execution time is difficult. The
programmer who profiles the application has to distinguish between packet processing
and polling, and insert test points for measuring effective execution time at the right place
in the code. If the time a thread spends polling cannot be extracted from the total exe-
cution time, the TSBSched is unfeasible. As measuring effective execution time requires
changes in the source code, TSBSched can be used only if the application source code is
available.

In order to apply TSBSched to our study, we analyzed the source code and profiled
all the benchmarks in the suite. Since, in our case, the complete source code of all the
benchmarks was available, we were able to insert the test points for measuring of the
benchmark effective execution time and we could apply TSBSched approach to our case
study.

3.3.2 BlackBox scheduler

In order to overcome the limitations of the TSBSched, we designed BlackBox scheduler.
In the application profiling phase, instead of measuring the effective execution time of
each application thread, BlackBox scheduler observes the application’s throughput. In
the framework we use in our study, we determine the throughput of the application based
on the execution time (total execution time, with polling) of the last thread in the R-P-T
pipeline (the T thread). The throughput (in processed Packets Per Second) is the ratio
between processor frequency (in Cycles Per Second) and the thread execution time (in
Cycles Per Packet):

\[
\text{throughput[PacketsPerSecond]} = \frac{\text{CPUfreq[yclesPerSecond]}}{\text{exe\_time(T thread)[yclesPerPacket]}}
\]

There are two main enhancements of BlackBox scheduler with respect to the TSBSched:
(1) BlackBox scheduler does not require profound knowledge about applications that are
to be scheduled. In this approach, the application is seen as a black box, and the only in-
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information needed for optimal scheduling is the application throughput in different thread assignments. (2) Since BlackBox scheduler does not require inserting any test points in the application source code, it can be used when the source code is not available.

BlackBox scheduler comprises the same three phases as the TSBSched: (1) Application profiling, (2) Performance prediction, and (3) Selection phase (see Figure 3.1).

3.3.2.1 Phase 1: Application profiling

In the application profiling phase, we measure the interference between concurrently running threads. As in the TSBSched method, the application profiling phase has two outputs, Base Time Table and Slowdown Table.

The data stored in the Base Time Table models (quantifies) the interaction between threads that belong to the same application instance. As in the TSBSched method, the Base Time Table contains as many entries as there are different thread assignments for a single application running on a target processor. The only difference with respect to the TSBSched method is that, instead of effective execution time of each application thread, each entry of the table contains the application’s throughput in a given thread assignment.

The Slowdown Table quantifies the collision in shared hardware resources between threads that belong to different application instances. The table contains the same entries as for the TSBSched thread assignment method. The difference is that, instead of the execution time of each thread, the table entries contain the application’s throughput. For example, in order to quantify the collision in hardware resources of an R thread on the performance of R-P-T application, we executed one target thread $R_{tg}$ in the same processor core with all layouts of stressing threads $R_{st}$, $P_{st}$, and $T_{st}$. The table has as many entries as different layouts of stressing threads running in the same core with $R_{tg}$ and each entry of the table contains the throughput of the target application $R_{tg}$-$P_{tg}$-$T_{tg}$ in a given thread assignment. In the experiments in which we profile the $R_{tg}$ thread, threads $P_{tg}$ and $T_{tg}$ are executed in isolation on remote cores. The experiments for characterization of $P_{tg}$ and $T_{tg}$ threads are analogous to $R_{tg}$ experiments.

It is very important that the behavior of an application under study in the profiling phase is representative of its run-time behavior. If the application can be configured by using different parameters, the parameters in the profiling phase have to correspond to the run-time parameters. If the application behavior depends significantly on the network traffic, the traffic used when the application is profiled should be representative of the...
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run-time traffic.

3.3.2.2 Phase 2: Performance prediction

In the Performance prediction phase, based on data stored in the Base Time Table and Slowdown Table, BlackBox scheduler predicts performance of any thread assignment. Performance prediction, as in TSBSched method, comprises three steps. In Step 1, we analyze each application instance independently, as it runs in isolation. In Step 2, we model the interference in hardware resources between simultaneously running threads that belong to different application instances. Finally, in Step 3, we use results from Step 1 and Step 2 to compute the predicted performance of the thread assignment under study.

We explain the performance prediction of BlackBox scheduler with the example thread assignment presented in Figure 3.3, the same thread assignment that we used to explain TSBSched method.

In Step 1, we analyze applications R1-P1-T1 and R2-P2-T2 independently. In this step, each application instance in the thread assignment is associated with its base_throughput, the throughput the application would have had if it were executed in isolation on the processor. The application’s base_throughput is read directly from the Base Time Table. For the application R1-P1-T1, the base_throughput(R1-P1-T1) is read from the entry of the Base Time Table that corresponds to TA 11 presented in Figure 3.2. The computation of the base_throughput(R2-P2-T2) for application R2-P2-T2 is analogous (see Figure 3.3).

In Step 2, we model the impact of collision in hardware resources on the application performance. As in TSBSched, we focus on interference between threads from different application instances that execute on the same processor core. Interference between threads that belong to the same application instance are modeled (quantified) already in Step 1 of the analysis. Figure 3.6 presents the part of the example thread assignment that we use to explain Step 2 of BlackBox scheduler performance prediction algorithm.

In Step 2.1 presented in Figure 3.6, we compute slowdown(R1-P1-T1 | R1), the slowdown that the application R1-P1-T1 experiences because thread R1 interferes with threads R2 and P2. First, from the Slowdown Table, we determine the throughput of the target application R_tg-P_tg-T_tg when threads R_tg, P_tg, and T_tg execute alone on processor cores – throughput(R_tg-P_tg-T_tg). Later, we read the throughput of the target application when thread R_tg executes on the same hardware pipeline with one R_st and one P_st thread – throughput(R_tg-P_tg-T_tg | R_tg vs. R_stP_st ). This corresponds to the thread R1 run-
Figure 3.6: BlackBox scheduler performance prediction. Step 2: Modeling the collision in hardware resources.

If threads R2 and P2 are executing on the same hardware pipeline of processor core N. The slowdown(R1-P1-T1 | R1) is computed as:

\[
\text{slowdown}(R1-P1-T1 \mid R1) = \frac{\text{throughput}(R_{tg}-P_{tg}-T_{tg})}{\text{throughput}(R_{tg}-P_{tg}-T_{tg} \mid R_{tg} \text{ vs. } R_{st}P_{st})}.
\]

Since threads R1 and T1 execute in isolation on processor cores, slowdown(R1-P1-T1 \mid P1) and slowdown(R1-P1-T1 \mid T1) are equal to 1. Also, it is important to notice that slowdown(R1-P1-T1 | R1) may be equal to 1, even though R1 does not execute alone on the processor core. For example, assume that thread P1 is the bottleneck of the R1-P1-T1 application. Even if R1 thread experiences a slowdown because of collision with R2 and P2 running on the same core, P1 thread may still be the application bottleneck. In this case, throughput(R_{tg}-P_{tg}-T_{tg}) will be equal to throughput(R_{tg}-P_{tg}-T_{tg} \mid R_{tg} \text{ vs. } R_{st}P_{st}), and slowdown(R1-P1-T1 | R1) will be equal to 1.

Step 2.2 determines the slowdown that the application R2-P2-T2 experiences because thread R2 interacts with thread R1 – slowdown(R2-P2-T2 | R2). In Step 2.3, we compute slowdown(R2-P2-T2 | P2), the slowdown that the application instance R2-P2-T2 experiences because thread P2 collides in shared CPU resources with thread R1. Interference between threads R2 and P2 is already modeled entirely in Step 1 of the analysis. As we show in Figure 3.6, Step 2.2 and Step 2.3 are analogous to Step 2.1.

Thread T2 executes alone on a processor core, therefore slowdown(R2-P2-T2 | T2) equals 1.
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In Step 3, we compute the predicted throughput of the thread assignment. First, for each application instance Ri-Pi-Ti we read the base_throughput(Ri-Pi-Ti), as we describe in Step 1. Later, we compute slowdown(Ri-Pi-Ti | Ri), slowdown(Ri-Pi-Ti | Pi), and slowdown(Ri-Pi-Ti | Ti), the slowdown that the application Ri-Pi-Ti experiences because threads Ri, Pi, and Ti interfere in hardware resources with other application instances, as we explain in Step 2. Since Ri, Pi, and Ti threads process packets in a software pipeline, the application performance are determined by the slowest thread in a given thread assignment - the bottleneck thread. Therefore, the slowdown that the application Ri-Pi-Ti experiences because of the collision in hardware resources corresponds to the highest slowdown computed in Step 2:

slowdown(Ri-Pi-Ti) = \text{MAX}[\text{slowdown}(Ri-Pi-Ti | Ri), \text{slowdown}(Ri-Pi-Ti | Pi), \text{slowdown}(Ri-Pi-Ti | Ti)].

The throughput of each application is determined with its base_throughput and slowdown:

\[ \text{throughput}(Ri-Pi-Ti) = \frac{\text{base_throughput}(Ri-Pi-Ti)}{\text{slowdown}(Ri-Pi-Ti)} \]

Finally, the performance of a given thread assignment is a sum of throughputs (measured in processed Packets Per Second) of all application instances it comprises.

After the prediction phase, each thread assignment from the input set is related with its predicted performance. The output of the BlackBox scheduler may be the input thread assignment with the highest predicted performance, or, optionally, the prediction of the model can be improved in the Selection phase.

3.3.2.3 Phase 3: Selection phase

As in the TSBSched method, in the Selection phase, we execute the \( N \) best-predicted thread assignments on the target processor and monitor the actual performance of each assignment. The thread assignment with the highest measured performance is the final outcome of the thread assignment method.

3.3.3 Scalability of the thread assignment methods

The data used to predict the performance of thread assignments is stored in the Base Time Table and the Slowdown Table. In order to collect data for the Base Time Table, we have to execute all thread assignments of a single application on the target processor. The Slowdown Table requires running all possible layouts of application threads on a single processor core.

Since state-of-the-art networking applications comprise few threads [11][155], the
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Table 3.1: Scalability of the proposed thread assignment method

<table>
<thead>
<tr>
<th>Application threads</th>
<th>Application instances</th>
<th>Total threads</th>
<th>Number of input experiments</th>
<th>Experimentation time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Base Time Table</td>
<td>Slowdown Table</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>32</td>
<td>49</td>
<td>9,800</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>64</td>
<td>1,526</td>
<td>105,840</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>30</td>
<td>74,376</td>
<td>653,400</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>32</td>
<td>1.4 x 10^31</td>
<td>4.7 x 10^8</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>1</td>
<td>32</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>64</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The execution of experiments needed to fill the Base Time Table and the Slowdown Table is feasible, and the proposed thread assignment methods can be applied. Most of the low-layer network applications are composed of few threads because the packet processing is short, so splitting it into many threads introduces communication overheads that overcome the benefits of multithreading.

It is important to notice that the application profiling is one-time effort, and that the process can be fully automated, thus the execution of the experiments and the data processing require no interaction with the programmer. In Table 3.1, we present the number of profiling experiments needed to characterize workloads comprised of different number of threads running on the UltraSPARC T2 processor. We use this analysis to understand whether TSBSched and BlackBox scheduler can be used if the number of application threads increases. The first column of Table 3.1 lists the number of threads that comprise a single application instance. The second and the third column show the number of application instances and the total number of the threads in the workload (Total threads = Application threads × Application instances). The following columns show the number of input experiments needed for the Base Time Table and the Slowdown Table, respectively. Finally, the last two columns of the table show the time required to execute all the profiling experiments. The experimentation time is calculated using the assumption that a single experiment can be executed in two seconds, which is correct in our experimental environment. We present results when the experiments can be executed on a single server, and when four servers can be used to simultaneously execute the experiments.

We reach several conclusions from the results presented in Table 3.1. For four, six, and eight application threads, the time needed to execute the profiling experiments on a single server is 5.5 hours, 2.5 days, and 17 days, respectively. However, as the experiments
needed for application profiling are independent, they can be executed simultaneously on \( N \) servers which will reduce the experimentation time by \( N \) times. For example, when four servers are used, the profiling experiments for applications that are comprised of four, six, and eight threads can be executed in 1.3 hours, 15 hours, and 4.2 days, respectively, which is feasible in most of the industrial environments. Also, it is important to notice that the number of the profiling experiments does not increase with the total number of threads in the workload, but with the number of threads that compose a single application instance. The proposed thread assignment methods can be used to determine good thread assignments for fully-utilized processor (60 to 64 simultaneously running threads) as long as the number of threads that compose a single application instance is not high.

For the applications that are comprised of a large number of threads, running all profiling experiments becomes infeasible. For example, for application that comprise 32 threads, running all the profiling experiments would require \( 9 \times 10^{23} \) years. If the workload is composed of different multithreaded applications, TSBSched and BlackBox scheduler also have to consider interference between thread that belong to different applications. In this case, the profiling experiments needed to fill the Base Time Table would not change. For each application, the Base Time Table would be constructed as the application is to be executed in isolation (see Section 3.3.1.1). On the other hand, including a new application in the workload would require new experiments that would extend the existing Slowdown Table. The experiments needed to fill the Slowdown Table require the execution of all possible layouts of the workload inside the processor core.

Table 3.1 shows the number of input experiments for UltraSPARC T2 processors that comprise eight cores and eight hardware contexts per core. The number of profiling experiments is significantly lower for processors with lower number of cores and hardware contexts per processors core.

### 3.4 Evaluation

In this section, we present the evaluation of TSBSched and BlackBox scheduler for the set of benchmarks presented in Section 2.3. In order to evaluate the proposed thread assignment methods, we execute few application instances at once in different thread assignments, and measure the performance of each assignment. Then, we compare the performance of best-predicted thread assignment with the performance of actual best one observed in the evaluation sample. We also show how the Selection phase additionally improves the performance delivered by the proposed scheduling methods. Finally, we
present the improvement that our methods obtains over a naive scheduling and a resource-
oblivious scheduling algorithm used in current OSs.

As a main metric, we use the number of Packets Per Second (PPS) processed by

different applications. This metric is inversely proportional to the packet processing time,
and has the same properties as the execution time for non-packet oriented applications.

3.4.1 Exploration space

We evaluated TSBSched and BlackBox scheduler for 2, 3, 4, 6, and 8 instances of bench-
marks presented in Section 2.3, i.e. for 6, 9, 12, 18, and 24 concurrently running software
threads. We could not execute more than 24 threads (eight benchmark instances) simulta-
neously because of the limitation of the experimental environment. The on-chip Network
Interface Unit (NIU) of the UltraSPARC T2 used in the study can split the incoming net-
work traffic into up to eight DMA channels and Netra DPS may bind at most one receiving
thread (one benchmark instance) to each DMA channel.

The number of different thread assignments composed of six software threads is
around 1500. We generated all thread assignments, executed them on the real hardware
and measured the performance for each of them. Then, we compared the actual best
assignment with the ones predicted by the TSBSched and BlackBox scheduler.

For nine threads running on the UltraSPARC T2 processor, the number of different
assignments exceeds half million, so it is unfeasible to run all of them on the processor
because of the execution time constrains. As an alternative to the brute-force exploration
we used a statistical sampling. Even the sampling does not ensure that the best-performing
thread assignment in the sample is also the best assignment in the whole population (the
set of all possible assignments), this is statistically correct method to determine set of
thread assignments that we used to evaluate TSBSched and BlackBox scheduler.

We used systematic sampling [44], a sampling method where the target population,
all thread assignments in our case, is ordered by some property and then the samples are
generated by selecting elements at regular intervals through the ordered list. The first
element is randomly selected from the first \( k \) elements and then every \( k^{th} \) element is
selected until the end of the list. The sampling step \( k \) is computed as \( k = \frac{\text{population size}}{\text{sample size}} \).
Because of execution time constraints, we chose a sample size of 700 elements which
gives the sampling step \( k = 750 \).

We generated all possible thread assignments and used TSBSched to predict their
performance. Then, we sorted them by predicted performance and did the sampling. Sys-
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Figure 3.7: Comparison of predicted and measured performance for a chosen sample (nine IPFwd-intadd threads)

Systematic sampling is effective if the population is sorted by a property that is related to the measured value. Ideally, the population should be sorted by the value we want to measure. In our case, we sorted the population by performance predicted with TSBSched. In order to prove the validity of our sample, we had to show that the predicted performance are closely related to the actual ones. Figure 3.7 shows predicted and measured performance for a sample of nine simultaneously running IPFwd-intadd threads. The X-axis shows the order of the thread assignment in the sample, while Y-axis presents the performance of the assignment. Since our benchmark suite is composed of network applications, we measure the performance in processed Packets Per Second (PPS). The results presented in the figure show very small difference between predicted and measured performance. We compared the predicted and measured performance for all benchmarks in the suite, and detected that the prediction closely followed the measured results in all the cases. Therefore, we concluded that the obtained samples are valid and that systematic sampling is effective.

The number of different thread assignments for 12, 18, and 24 software threads exceeds hundreds of millions. Because of time constrains, it is not feasible to generate nor predict all of them. Therefore, out of all possible thread assignments, we randomly sampled 1000 assignments [44], and verified our thread assignment methods for a given sample. The method we used to generate random thread assignments is described next.

For example, assume that a workload of $T$ threads would be assigned on a processor comprising $V$ hardware contexts, where $T \leq V$. We enumerated the hardware contexts of
the processor with integers from 1 to \( V \) and for each thread in the workload we randomly selected an integer from this interval using the uniform distribution. The number assigned to each running thread represented the hardware context to which the thread was mapped to in a given thread assignment. After mapping all the threads, we checked whether the generated thread assignment was valid. An assignment is not valid if two or more threads are mapped to the same hardware context. If this is the case, we simply discarded the invalid assignment and repeated the whole process until the sample contained the required number of thread assignments.

The sampling method generated thousands of random assignments in a matter of seconds. However, we are aware that the presented approach may not be effective for generation of random assignments comprised of a large number of software threads. As the number of software threads approaches the number of hardware contexts, the probability that more than one thread are mapped to the same hardware context (the assignment in not valid) increases. In order to avoid the case when most of the generated assignments are invalid and discarded, the one could think about more effective approaches to generate a random sample of thread assignments.

Since the number of input thread assignments may be very large, we pay special attention to make the performance prediction phase of TSBSched and BlackBox scheduler as fast as possible. Both approaches predict performance for up to 5000 thread assignments per second\(^1\). This number is constant for different number of assignments under study, and it is inversely proportional to the number of threads in the workload.

### 3.4.2 Six software threads

The results for six software threads (two application instances) are presented in Figure 3.8. Different benchmarks are listed along X-axis of the figure, while Y-axis shows the slowdown with respect to the best actual thread assignment (TA). We present few groups of bars. \textit{TSBSched} and \textit{BlackBox} bars shows the performance difference between the actual best thread assignment and the ones predicted by TSBSched and BlackBox scheduler, respectively. In these experiments, the Selection phase is not included. Bars \textit{balanced-average} and \textit{balanced-worst} present the average and the worst slowdown of balanced thread assignment with respect to the actual best one. Balanced assignments have threads equally distributed between processor hardware domains. Current state-of-the-art schedul-

\(^{1}\)The models were executed on Intel Dual Core processor running at the frequency of 1.83GHz and 1GB of memory.
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Figure 3.8: Slowdown with respect to the best thread assignment (six software threads)

Load-balancing algorithms used in Linux and Solaris [28] [134] try to equally distribute co-running threads between different hardware domains (for UltraSPARC T2 processor, between processor cores and hardware pipes). The aim of this approach is to distribute co-running threads to equally stress hardware resources. Since current Linux and Solaris load-balancing algorithms disregard inter-thread dependencies and different resource requirements of each thread, the performance of balanced thread assignments may not be the optimal. Finally, bars naïve-average and naïve-worst present the average and the worst slowdown of naïve scheduling with respect to the actual best thread assignment.

For six concurrently running software threads running and the set of benchmarks we used in the study, TSBSched and BlackBox scheduler have precisely the same accuracy. Both approaches determine thread assignments that have performance very close to the optimal ones. TSBSched and BlackBox scheduler predict the absolute best thread assignment for four out of nine applications: hashN-L1, hashN-L2, hashN-Mem, and IPFwd-intdiv. The performance loss of the best predicted assignment with respect to the actual best one is always below 4%.

The improvement of our assignment methods with respect to other scheduling techniques is significant. The performance gain with respect to Linux-like scheduler is between 3% and 9% in average, and it ranges up to 45% in the worst case (IPFwd-intadd benchmark). The performance gain with respect to a naive process scheduling ranges
between 5% and 15% in average; in the worst case it is between 24% and 55%.

Figure 3.8 presents results for the TSBSched and BlackBox scheduler when the Selection phase is not included, but the output of the scheduler is the best predicted thread assignment. Figure 3.9 shows performance improvement when the models includes the Selection phase. The X-axis of the charts shows the number of thread assignments executed on in the Selection phase, while Y-axis shows the slowdown with respect to the best actual assignment. The results presented on Figure 3.9 show that running only two or three thread assignments in the Selection phase can additionally improve the prediction of presented methods. For example, for TSBSched (see Figure 3.9(a)), the Selection phase with only two best predicted thread assignments improves the prediction for four out of nine benchmarks. In four out of remaining five benchmarks, the best predicted assignment is also the best actual one, so the performance cannot be improved because it is already the highest possible. Performance improvement of the Selection phase for TSBSched approach ranges from 1.8% (IPFwd-intmul) to 3% (IPFwd-intadd). For BlackBox scheduler (see Figure 3.9(b)), the improvement of the Selection phase ranges up to 3.9% (IPFwd-L2 benchmark). When BlackBox scheduler includes the Selection phase, running only three best predicted thread assignments is enough to capture the best actual assignment for eight out of nine benchmarks.

3.4.3 Nine software threads

The results for three application instances are presented in Figure 3.10. Different benchmarks are listed along X-axis of the figure, while Y-axis shows slowdown with respect to the best observed thread assignment. We present few groups of bars. Bars TSBSched-TOP1 and BlackBox-TOP1 show the performance difference between best observed thread assignment and the one predicted by TSBSched and BlackBox scheduler without the Selection phase. These two bars show the performance difference between the best predicted and the best observed thread assignment. Bars TSBSched-TOP5 and BlackBox-TOP5 show the performance difference between the best observed thread assignment and the one predicted by TSBSched and BlackBox scheduler, but this time with five best-predicted assignments executed in the Selection phase. The rest of the bars is the same as in Figure 3.8: bars balanced-average and balanced-worst present the average and the worst slowdown incurred by Linux-like scheduler; the values of naive-average and naive-worst bars present the average and the worst slowdown incurred by naive scheduling.

First, we analyze the results of TSBSched. When the Selection phase is not included
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(a) TSBSched

(b) BlackBox scheduler

Figure 3.9: The improvement of the Selection phase (six software threads)

(bar TSBSched-TOP1), TSBSched method captures the actual best thread assignment for three out of nine benchmarks (hashN-L1, IPFwd-intmul, and IPFwd-intdiv). The highest performance loss of TSBSched is only 1.9% (IPFwd-L2). The Selection phase additionally improves the prediction for IPFwd-Mem, hashN-Mem, and IPFwd-intadd benchmarks, so the model predicts the actual best assignment for six out of nine benchmarks (see bar TSBSched-TOP5).

The results for BlackBox scheduler are even better. When the Selection phase is not included (bar BlackBox-TOP1), the best predicted assignment is also the observed best one in four cases (IPFwd-Mem, hashN-L1, IPFwd-intmul, and IPFwd-intdiv). The highest performance of loss is only 0.4% (IPFwd-L2 benchmark). Again, the Selection
phase additionally improves the prediction of the model: BlackBox scheduler predicts the actual best thread assignment in the evaluation sample for eight out of nine benchmarks, all except hashN-Mem (see bar BlackBox-TOP5). The only time the model does not determine the actual observed assignment, the performance loss is only 0.1%.

TSBSched and BlackBox scheduler significantly improve the performance of the state-of-the-art OS schedulers and a naive scheduler. The performance gain with respect to the Linux-like scheduler is between 5% and 14% in average, and up to 34% in the worst case (IPFwd-intadd). The performance gain with respect to naive process scheduling is even higher; it ranges from 7% to 20% in average, and from 23% to 60% in the worst case.

3.4.4 12, 18, and 24 software threads

The results for 12, 18, and 24 software threads are presented in Figure 3.11. Different benchmarks are listed along X-axis of figures, and Y-axis shows the slowdown with respect to the best observed thread assignment in the evaluation sample.

We present few groups of bars. Bars TSBSched-TOP1 and BlackBox-TOP1 show the performance difference between actual observed thread assignment and the one predicted by TSBSched and BlackBox scheduler without the Selection phase. Bars TSBSched-TOP5 and BlackBox-TOP5 show the same, but this time with the best five predicted thread assignments executed in the Selection phase. The values of naive-average and naive-worst bars present the average and the worst slowdown incurred by naive scheduling. For 12,
18, and 24 software threads, we evaluate the TSBSched and BlackBox scheduler for a random sample of 1000 thread assignments (see Section 3.4.1). Out of 1000 random assignments, in experiments for 12 software threads only 15 assignments were balanced, that was insufficient to report statistically significant results. Experiments for 18 and 24 threads did not include a single balanced assignment. Therefore, for these sets of experiments, we did not analyze the performance of balanced thread assignments (Linux-like scheduler).

Results presented in Figure 3.11(a), (b), and (c) have the same trend as results for six and nine software threads. Both TSBSched and BlackBox scheduler, show very high accuracy and introduce significant performance improvement with respect to naive scheduling. For 12 threads (see Figure 3.11(a)), the improvement of TSBSched and BlackBox scheduler with respect to naive scheduler is between 7% and 19% in average, and it reaches 54% in the worst case. For 18 threads (see Figure 3.11(b)), the performance gain of the proposed thread assignment algorithms ranges from 8% to 23% in average, and up to 50% in the worst case. In experiments with 24 simultaneously running threads, the improvement with respect to naive scheduling is between 6% to 19% in average, and up to 45% in the worst case (see Figure 3.11(c)).

The results also show the importance of the Selection phase. First, we analyze the results for 12 threads and TSBSched, see Figure 3.11(a). Bar $TSBSched$-$TOP1$ shows that, even most of the time the best predicted thread assignment is very close to the actual best one, for benchmarks $IPFwd-L1$, $IPFwd-L2$, and $IPFwd-intadd$, we measure the slowdown of 4.8%, 4.6%, and 7.0%, respectively. When the Selection phase is included (see bar $TSBSched$-$TOP5$), the slowdown for $IPFwd-L1$, $IPFwd-L2$, and $IPFwd-intadd$ decreases significantly to only 1.7%, 1.7%, and 0.1%. The results for BlackBox scheduler are similar. BlackBox scheduler without the Selection phase incurs the slowdown of 6.8%, 6.5%, and 7.0% for $IPFwd-L1$, $IPFwd-L2$, and $IPFwd-intadd$ benchmarks, respectively (see bar $BlackBox$-$TOP1$). BlackBox scheduler with the Selection phase, detects the best actual thread assignment in the evaluation sample for all nine benchmarks in the suite (see bar $BlackBox$-$TOP5$).

We detect similar behavior for 18 software threads, see Figure 3.11(b). For example, for $hashN-Mem$ benchmark, TSBSched and BlackBox scheduler without the Selection phase introduce the slowdown of 7.2% and 8.1%. When the Selection phase is included, the slowdown is only 0.8% for both methods.

The results for 24 software threads are presented in Figure 3.11(c). Although TSBSched
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Figure 3.11: Slowdown for 12, 18, and 24 threads
and BlackBox scheduler without the Selection phase are very precise and the highest slowdown they introduce is only 2.8%, the Selection phase again improves the prediction. In TSBSched method, the Selection phase improves the prediction for six out of nine benchmarks, and increases the performance up to 2.5%. The Selection phase in BlackBox scheduler improves the prediction for IPFwd-intadd and IPFwd-intmul benchmarks for 1% and 1.6%, respectively.

3.5 Related Work

Workload Selection: Studies that address the workload selection problem propose models that predict the impact of interferences between co-running threads to system performance. Snavely et al. [144][143] present the SOS scheduler, the approach that uses hardware performance counters to find schedules that exhibit good performance. Eyerman and Eeckhout [62] propose probabilistic job symbiosis model that enhances the SOS scheduler. Based on the cycle accounting architecture [61][107][106], the model estimates the single-threaded progress for each job in a multithreaded workload.

Other approaches [40, 64, 91] propose techniques to co-schedule threads that exhibit a good symbiosis in shared caches solving the problems of cache contention. Kihm et al. [91] explore the design of a hardware monitoring system to produce the least interference in shared cache memory in every scheduling interval. Chandra et al. [40] present several performance models to predict the impact of cache sharing on co-scheduled threads. Fedorova et al. [64] implement a cache-fair scheduling algorithm in the OS. The algorithm reduces application performance variabilities because of interference in cache with co-runners. Cache-fair scheduling algorithm ensures that the application always runs as fast as it would under fair cache allocation, regardless of how the cache is actually allocated.

Several studies [86][90][108] demonstrate the drawbacks of (pseudo) least-recently-used (LRU) replacement policy in shared last level caches of multithreaded architectures. The studies also propose alternative replacement policies that consider workloads composed of (numerous) software threads with diverse cache requirements. Other studies [127][165] try to optimize the utilization of shared caches by adaptive spatial partitioning of these resources between simultaneously-running threads. Zhan et al. [166][167] propose cache management techniques that consider both issues – spacial partitioning and replacement policy. First, these techniques spatially partition cache resources between simultaneously-running threads to maximize the cache utilization. Then, cache replace-
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Determination policy for each running thread is adjusted to optimally utilize the cache resources that are allocated for that thread.

Doucette and Fedorova classify applications regarding their usage of shared processor resources [54]. The authors co-schedule applications with base vectors (micro-benchmarks that specifically stress a single CPU resource), and measure the slowdown application and base vector experience. This data is used to predict the performance of any set of applications concurrently running on the processor.

Kwok and Asmad [99][100] present a survey and an extensive performance study of different scheduling algorithms for multithreaded applications running on clusters of interconnected single-threaded processors. Since each thread is executed on a single-threaded processor, co-running threads do not collide in processor resources. Therefore, the presented scheduling algorithms do not analyze inter-thread interferences in shared processor resources, which is the focus of our study.

Several studies analyze the hardware support for control of inter-thread interferences in high-performance computing [27][38][151] and real-time systems [36][37][39]. These studies use techniques such as dynamic resource partitioning and thread priorities to improve the performance of a given workload running on the target architecture.

Thread Assignment: Several studies show that the performance of applications running on multithreaded processors depends on the interference in hardware resources, which, in turn, depends on thread assignment [16][59]. Acosta et al. [16] propose a thread assignment algorithm for CMP+SMT processors that takes into account not only the workload characteristics, but also the underlying instruction fetch policy. El-Moursy et al. [59] also focus on CMP+SMT processors and propose an algorithm that uses hardware performance counters to profile thread behavior and assign compatible threads on the same SMT core. Other studies analyze thread scheduling for platforms comprised of several multithreaded processors [109][147]. McGregor et al. [109] introduce new scheduling policies that use run-time information from hardware performance counters to identify the best mix of threads to run across processors and within each processor. The main limitation of these studies is that the application profiling and thread scheduling is based on the measurements from numerous hardware performance counters. Since the set of available performance counters is specific for a given processor, it is very difficult to modify the proposed approaches to any new processor under study. This is the main reason why we do not use any of these approaches as a baseline in the evaluation of the TSBScrub and BlackBox scheduler.
Kumar et al. [98] and Shelepov et al. [139] propose algorithms for scheduling in heterogeneous multicore architectures. The focus of these studies is to find an algorithm that matches the application’s hardware requirements with the processor core characteristics. Our study explores interferences between threads that are distributed between the homogeneous hardware domains (processor cores) of a processor.

Other studies propose solutions for optimal assignment of network workloads in network processors. Kokku et al. [96] propose an algorithm that assigns network processing tasks to processor cores with the goal of reducing the power consumption. Wolf et al. [164] propose run-time support that considers the partitioning of applications across processor cores. The authors address the problem of dynamic threads re-allocation because of network traffic variations, and provide thread assignment solutions based on the application profiling and traffic analysis.

We present TSBSched and BlackBox scheduler, thread assignment methods for network applications running on multithreaded processors with several level of resource sharing. The proposed methods predict the performance of different thread assignments of a given workload based on minimum information about the target processor architecture, and without any data about the hardware requirements of the applications under study. To the best of our knowledge, TSBSched and BlackBox scheduler are the first methods that address thread assignment problem for multithreaded applications.

### 3.6 Summary

Integration of different TLP models in the same processor increases resource utilization and improves the overall system performance. This motivates most processor vendors to combine different TLP paradigms in their latest designs.

On the other hand, this introduces complexities in the process scheduling. In addition to workload selection, process scheduling for processors with different levels of resource sharing requires the assignment of threads that compose the workload to the hardware contexts (virtual CPUs) of the processor. Thread assignment determines which hardware resources are shared between different threads, what directly affects the inter-threads interference in shared processor resources.

In this chapter, we demonstrated the importance of thread assignment and possible performance loss of non-optimal thread distribution. We presented TSBSched and BlackBox scheduler, simple methods for thread assignment of multithreaded network applications running on processors with several levels of resource sharing. We evalu-
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ated TSBSched and BlackBox scheduler for a set of network applications running on the UltraSPARC T2 processor. The presented results show very high accuracy of both proposed thread assignment methods. In most of the experiments, both methods find the best observed thread assignment in the evaluation sample. The performance improvement of TSBSched and BlackBox scheduler ranges up to 48% with respect to the Linux-like scheduler, and up to 60% with respect to a naive thread assignment.
Chapter 4

A statistical approach to thread assignment problem

The introduction of multithreaded processors, comprised of a large number of cores with many shared resources, has made thread scheduling, in particular thread to hardware thread assignment, one of the most promising ways to improve system performance. However, finding an optimal thread assignment for a workload running on state-of-the-art multithreaded processors is an NP-complete problem.

Due to the fact that the performance of the best possible thread assignment is unknown, the room for improvement of current thread-assignment algorithms cannot be determined. This is a major problem for the industry because it could lead to: (1) A waste of resources if excessive effort is devoted to improving a thread assignment algorithm that already provides a performance that is close to the optimal one, or (2) Significant performance loss if insufficient effort is devoted to improving poorly-performing thread assignment algorithms.

In this chapter, we present a method based on Extreme Value Theory that allows the prediction of the performance of the optimal thread assignment in multithreaded processors. We further show that executing a sample of several hundred or several thousand random thread assignments is enough to obtain, with very high confidence, an assignment with a performance that is close to the optimal one. We validate our method with an industrial case study for a set of multithreaded network applications running on an UltraSPARC T2 processor.
4.1 Introduction

In multithreaded processors with large numbers of cores and several levels of resource sharing that, finding a good thread assignment becomes an intractable problem. As the number of possible thread assignments is vast (e.g. $10^{50}$) [50, 59, 87, 131], it is unfeasible to do an exhaustive search in order to find the thread assignment with the highest performance. Also, the analytical analysis of optimal thread assignment is an NP-complete problem [67].

Therefore, current thread assignment approaches can not guarantee that the performance of the predicted best assignment is either the optimal one, or close to it. Since the performance of the optimal thread assignment for a workload is unknown, the room for improvement of current thread assignment techniques cannot be determined. Thus, it is difficult to properly determine the effort needed to invest in the thread assignment process. This may lead to overspending if a good thread assignment algorithm is constantly improved, or sub-optimal performance if a poor-performing algorithm is not enhanced.

In this chapter, we present a method based on Extreme Value Theory (EVT) that allows the prediction of the performance of the optimal thread assignment. We also show that, in environments in which the workload infrequently changes, the system designer can simply execute a sample of several hundred or several thousand random thread assignments of a given workload and measure the performance of each assignment. According to this analysis, there is a very high probability that the performance of the best observed assignment will be close to the optimal system performance. This removes the need for any application profiling or an understanding of the increasingly complex multithreaded architectures. Unlike other thread assignment proposals that use performance predictors to find the best thread assignment, our method is application and architecture independent. The method can be applied directly and without any change to any architecture running any set of applications. Our study makes the following contributions:

- We show that running a sample of several hundred or several thousand random thread assignments will most probably capture an assignment within 1% or 2% of the best performing ones.

- We present a statistical method that, based on the measured performance of a sample of random assignments, estimates the performance of the best thread assignment \textit{i.e.} the optimal system performance for a given workload.
We present an iterative algorithm that, based on the previous analysis, samples random thread assignments until it captures an assignment with the acceptable performance difference with respect to the estimated optimal system performance.

We applied the presented analysis and the iterative threads-assignment algorithm to an industrial case study in which we scheduled multithreaded network applications running on the UltraSPARC T2 processor. For all five applications used in the study, just several thousand random thread assignments were enough to capture an assignment with a performance loss below 2.5% with respect to the estimated optimal system performance (the estimated performance of the best thread assignment). When the acceptable performance loss increased to 10%, for all the benchmarks in the suite, running less than 1300 random assignments was enough to provide the required performance. In addition to being architecture and application independent, our method required, in the worst case, around two hours of experimentation on the target systems to find the thread assignments with performance very close to the optimal one.

The rest of the chapter is organized as follows. Section 4.2 quantifies the number of possible different assignments in modern multithreaded processors and demonstrates the importance of knowing the optimal system performance. Section 4.3 presents a statistical analysis that we use to estimate the optimal system performance based on a small sample of random thread assignments. In Section 4.4, we present the results of experiments in which we applied the presented analysis to the industrial case study for the assignment of multithreaded network applications. Section 4.5 presents the related work, while Section 4.6 lists the summary of the study.

4.2 Motivation and background

Importance of knowing the optimal system performance: Numerous studies present the algorithms for thread assignments on multithreaded processors (see Section 3.5). Given that, in general, running all possible thread assignments is unfeasible, several authors [16, 59, 131] verify their proposals with respect to a naive thread assignment, in which threads are randomly assigned to the virtual CPUs of the processor, or Linux-like assignments, in which the number of threads per core or scheduling domain is balanced. It is our position that the evaluation of those proposals could significantly improve if they were also compared to the performance of the optimal thread assignment.
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Figure 4.1: Comparison of a naive, Linux-like, and optimal thread assignment

We use an example to show how the evaluation of thread assignments techniques can be misleading if the optimal system performance is unknown. Figure 4.1 presents the performance of two multithreaded network benchmarks running on the UltraSPARC T2 processor. Both benchmarks used in the experiment, IPFwd-intadd and IPFwd-intmul, are based on a generic 3-thread pipelined IP Forwarding network application [131]. Figure 4.1 shows the results for two instances of the 3-thread benchmark (six threads) simultaneously running on the processor. As, in this specific case, the total number of possible thread assignments is around 1500, we can obtain the performance for all assignments. The $X$ axis lists the benchmarks that are used in the experiment and the $Y$ axis shows the performance measured in processed Packets Per Second (PPS). The chart is divided into two parts. In the left part, we only plot the results for Naive and the Linux-like thread assignment. In the right part, we also include the bar that corresponds to the optimal system performance.

Based on the results presented in Figure 4.1, we want to analyze whether the Linux-like scheduler provides a good performance for IPFwd-intadd and IPFwd-intmul benchmarks running on the UltraSPARC T2 processor. First, we compare only the Linux-like and Naive scheduler (see the left part of the chart). The improvement of the Linux-like scheduler with respect to naive scheduling is around 110,000 PPS (8%) for IPFwd-intadd benchmark, and around 30,000 PPS (2%) for IPFwd-intmul benchmark. Based on these results, we could conclude that the Linux-like scheduler provides much better performance for IPFwd-intadd than for IPFwd-intmul benchmark.

However, when we also consider the performance of the optimal thread assignment, the conclusions of the analysis change. From the results presented in the right part of the chart, we see that the difference between the optimal performance and performance provided by the naive scheduler is much larger for IPFwd-intadd than for IPFwd-intmul.
benchmark, 305,000 PPS (22%) and 115,000 PPS (7%), respectively. Therefore, we conclude that the improvement of the Linux-like scheduler for IPFwd-intadd benchmark is higher because the room for the improvement is larger, and not because the Linux-like scheduler fits better with this benchmark. Actually, for the IPFwd-intmul benchmark, the Linux-like scheduler provides a performance much closer to the optimal one. For IPFwd-intmul, the performance loss of the Linux-like scheduler with respect to optimal performance is only 85,000 PPS (5%). For IPFwd-intadd, the performance loss is 200,000 PPS (12%).

Overall, knowing the optimal system performance not only improves the evaluation of different thread assignment techniques, but it also shows the performance difference between the proposed thread assignments and the optimal one. This performance difference determines the upper limit for improvement of a given thread assignment algorithm, which is the most important piece of information for the system designer when deciding whether the algorithm should be enhanced.

### 4.3 A statistical approach to the thread assignment problem

In this section, we present a statistical method that overcomes the limitations of the approaches currently used for thread assignment in multithreaded processors. The analysis is comprised of three parts. First, we execute a sample of random thread assignments on the target processor and measure the performance of each one of them. We analyze whether the best performing assignment in the random sample exhibits performance close to the optimal one. In order to do this, we analyze the probability that a sample of randomly selected \( n \) thread assignments contains at least one from the \( P\% \) (e.g., \( P = 1, 2, \) or 5\%) of the best-performing assignments. Second, we show how the cumulative distribution function can be used to identify which portion of all thread assignments has good performance. Thirdly, we use Extreme Value Theory to statistically estimate the performance of the best thread assignment, \( i.e. \) the optimal system performance for the given workload. We also use the estimated optimal system performance to determine the possible room for the performance improvement of the proposed thread assignment method.
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4.3.1 Finding thread assignments with a good performance

The probability that a sample of random assignments selected from a vast population contains the assignment with the best performance is low. However, it is not clear what the probability is that a sample of random assignments contains at least one of the assignments with a good performance.

Assume that event $A$ is the probability that a sample contains at least one thread assignment from the $P\%$ of best-performing assignment. Event $A'$ is the opposite of event $A$, representing the probability that the random sample contains zero thread assignments from $P\%$ of the best-performing assignments. If the number of possible thread assignments is large (i.e. the population is large), the probability that a single assignment is in the lower $(100 - P)\%$ of the population is $\frac{100 - P}{100}$. We assume that the sample is selected from a finite population of all thread assignments using sampling with replacement. Sampling with replacement means that at any draw, all assignments in the population are given an equal chance of being drawn, no matter how often they have already been drawn [44]. In addition to this, we assume that the selected thread assignments in the sample are mutually independent and uniformly distributed. Taking into account these assumptions, the probability that all $n$ assignments in the sample are contained in the lower $(100 - P)\%$ of the population is computed as: $P(A') = \left(\frac{100 - P}{100}\right)^n$. As $A$ and $A'$ are opposite events, the sum of probabilities that they occur is equal to 1: $P(A) + P(A') = 1$. Therefore, the probability of the event $A$ can be computed as:

$$P(A) = 1 - P(A') = 1 - \left(\frac{100 - P}{100}\right)^n$$

We observe that the probability that a sample of random thread assignments contains at least one of the $P\%$ of the best-performing assignment is independent of the population size (i.e. the number of possible thread assignments). However, we have to be aware that this is valid only for large populations, which is satisfied in the case of thread scheduling problems in multithreaded processors, as we have shown in Table 1.1.

Figure 4.2 plots the probability $P(A)$ for the samples of different size and for different percentages of the best-performing thread assignments. The $X$ axis of the figure shows the number of assignments in the sample ($n$), while the $Y$ axis presents the probability that the sample contains at least one from $P\%$ of the best-performing thread assignments. The figure shows data for $P = 1, 2, 5, 10, 25$. We derive three conclusions from Figure 4.2. First, that the probability asymptotically approaches 1 as the number of thread assign-
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4.3.2 Cumulative Distribution Function

One way to determine which portion of the population of all thread assignments exhibits a good performance is by plotting the Cumulative Distribution Function (CDF). We illustrate CDF with the following example. Figure 4.3 shows the CDF of all 1500 thread assignments for a network processing a workload of six threads. The details of the experimental framework are described in Chapter 2. The $X$ axis of the figure shows the measured performance in Millions of Packets processed Per Second (MPPS). The $Y$ axis shows the portion of all thread assignments (the population) that exhibit a performance lower or equal to the corresponding value on the $X$ axis.

The presented CDF plot also shows the importance of thread assignment. The performance of the thread assignments ranges from 0.715 MPPS to 1.7 MPPS, meaning that...
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Figure 4.3: An example of Cumulative Distribution Function

non-optimal assignment could lead to \( \frac{1,700,000 - 715,000}{1,700,000} = 58\% \) of performance loss. The performance difference in \( P\% \) of the best-performing thread assignments can be directly determined from the CDF of the population. For the data presented in Figure 4.3, the performance difference in 1% of the best-performing thread assignments \(^1\) is very low, below 10,000 PPS which is only 0.6% of the optimal system performance. However, in general, since running all thread assignments is not feasible, CDF based on the performance of all assignments cannot be constructed. In that case, the measured performance of a sample of thread assignments can be used to construct an Empirical CDF (ECDF) that estimates the CDF of the whole population [74, 88]. ECDF is a very good method to estimate the median part of the actual CDF, but it cannot be used to infer the performance of the best thread assignments in the tails of CDF of vast populations. Therefore, ECDF cannot be used to estimate (with a hard confidence level) the optimal system performance, nor the performance difference in \( P\% \) of the best-performing thread assignments, which are the main goals of our study.

4.3.3 Estimation of the optimal performance

One way to evaluate any thread assignment approach is to compare the performance of the thread assignments provided by the approach with the performance of the best assignment, i.e. with the optimal system performance. This performance difference shows the room for possible improvement of the proposed scheduling approach. However, as in general the number of possible thread assignments is vast, the optimal system performance cannot be determined [87]. In this chapter, we propose using statistical inference methods to

\(^1\)We refer to the performance difference (in MPPS) between population fraction 1.0 and 0.99 respectively for the CDF presented in Figure 4.3.
Figure 4.4: Exceedances over the threshold $u$

Figure 4.5: Cumulative distribution function $F(x)$ and and corresponding conditional excess distribution function $F_u(y)$

estimate the optimal system performance based on the measured performance of a sample of random thread assignments.

4.3.3.1 Extreme value theory

We estimate the performance of the best thread assignment using Extreme Value Theory (EVT). EVT is a branch of statistics that studies extreme deviations from the median of distributions [26, 34]. One of the EVT approaches is the Peak Over Threshold (POT) method. The POT method takes into account the distribution of the observations that exceed a given (high) threshold. For example, in Figure 4.4, the observations $x_1$, $x_4$, $x_5$, and $x_7$ exceed the threshold $u$ and constitute extreme values that can be used in POT analysis.

The POT method can also be explained using cumulative distribution function (CDF). For example, assume that $F$ is the CDF of a random variable $X$. The POT method can
be used to estimate the cumulative distribution function \( F_u \) of values of \( x \) above a certain threshold \( u \). The function \( F_u \) is called the conditional excess distribution function and it is defined as

\[
F_u(y) = P(X - u \leq y \mid X > u), \quad 0 \leq y \leq x_F - u,
\]

where \( X \) is the observed random variable, \( u \) is the given threshold, \( y = x - u \) are the exceedances over the threshold, and \( x_F \leq \infty \) is the right endpoint of the cumulative distribution function \( F \). Figure 4.5 shows a CDF of a random variable \( X \) (upper chart) and the corresponding conditional excess distribution function \( F_u(y) \) (bottom chart).

The POT method is based on the Pickands - Balkema - de Haan theorem [25, 123]:

**Theorem 1.** For a large class of underlying distributions functions \( F \), the conditional excess distribution function \( F_u(y) \), for \( u \) large, is well approximated by \( F_u(y) \approx G_{\xi,\sigma}(y) \) where

\[
G_{\xi,\sigma}(y) = \left\{ \begin{array}{ll}
1 - (1 + \frac{\xi}{\sigma}y)^{-1/\xi} & \text{for } \xi \neq 0 \\
1 - e^{-y/\sigma} & \text{for } \xi = 0
\end{array} \right.
\]

for \( y \in [0, (x_F - u)] \) if \( \xi \geq 0 \) and \( y \in [0, -\frac{\sigma}{\xi}] \) if \( \xi < 0 \), where \( G_{\xi,\sigma} \) is called Generalized Pareto Distribution (GPD).

This means that the \( F_u \) of numerous distributions that present real-life problems can be approximated with GPD. For each particular problem, the decision as to whether GPD can be used to model the problem, is made based on how well the sample of observations can be fitted to GPD. We describe the goodness of fit of observations to GPD in Section 4.3.3.2 in Step 2 and Step 3 of the presented analysis. GPD is defined with two parameters: shape parameter \( \xi \) and scaling parameter \( \sigma \). One of the characteristics of GPD is that for \( \xi < 0 \) the upper bound of the observed value (in our study, the performance of the best thread assignment) can be computed as \( u - \frac{\sigma}{\xi} \), where \( \sigma \) and \( \xi \) are the GPD parameters and \( u \) is the selected threshold [70, 89].

In Theorem 1, the definition of \( G_{\xi,\sigma}(y) \) for parameter \( \xi = 0 \) can only be used to model problems with an infinite upper bound [70, 89]. As in this study we use GPD to estimate application performance when running in a real computer system, the upper bound of the observed value is finite and the estimated values of the parameter \( \xi \) are always \( \hat{\xi} < 0 \). Therefore, for the sake of the simplicity of the presented mathematical formulas, in the rest of the chapter we do not present \( G_{\xi,\sigma}(y) \) formulas for parameter \( \xi = 0 \).
4.3.3.2 Application of Peak Over Threshold method

We use the POT method to estimate the optimal system performance for a given workload \( i.e. \) the performance of the best thread assignment) based on the measured performance of the sample of random thread assignments. The application of the POT method involves the following steps:

**Step 1:** Generate the sample of random thread assignments, execute the assignments on the target machine, and measure the performance of each assignment. A requisite of the presented statistical analysis is that the selected thread assignments in the sample are independent and identically distributed \((i.i.d.)\). Intuitively, random variables are independent if knowing the value of one of them gives no new information about the values of the others; they are identically distributed if they all have the same probability distribution, which does not have to be uniform. Uniform distribution would mean that each kernel partition would be selected with the same probability. The sample assignments have to be taken from a single population using sampling with replacement \[153\]. The method we use to generate i.i.d. thread assignments is described next.

For example, assume that a workload of \( T \) threads would be assigned on a processor comprising \( V \) hardware contexts, where \( T \leq V \). We enumerate the hardware contexts of the processor with integers from 1 to \( V \) and for each thread in the workload we randomly select an integer from this interval. The number assigned to each running thread represents the hardware context to which the thread is mapped to in a given thread assignment. After mapping all threads, we check if the generated thread assignment is valid. An assignment is not valid if two or more threads are mapped to the same hardware context. If this is the case, we simply discard the invalid assignment and repeat the whole process until the sample contains the required number of thread assignments. As assignments in the sample are independent and they are sampled from a single population using sampling with replacement, the generated sample is comprised of \( iid \) thread assignments.

**Step 2:** Select the threshold \( u \). The selection of the threshold \( u \) is an important step in POT analysis. Gilli and Këllezi \[70, 89\] propose using sample mean excess plot, a graphical tool for threshold selection. This method first sorts all thread assignments in a sample in non-decreasing performance order: \( x_1^n \leq x_2^n \leq \cdots \leq x_n^n \). Figure 4.6(a) shows the sorted performance of 5000 random thread assignments for a workload comprised of 24 threads of the IPFwd-L1 application (see Section 2.3). Then, the possible threshold \( u \) takes the values from \( x_1^n \) to \( x_n^n \) \((x_1^n \leq u \leq x_n^n)\) and for each value we compute the sample
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(a) Ordered sample of thread assignments

(b) Sample mean excess plot

Figure 4.6: Selection of the threshold $u$

The mean excess function $e_n(u)$ is defined as:

$$e_n(u) = \frac{\sum_{i=k}^{n} (x_i^n - u)}{n-k+1}, \text{ where } k = \min\{i \mid x_i^n > u\}.$$

In this formula, the factor $n-k+1$ is the number of observations that exceed the threshold. Finally, the sample mean excess plot is defined by the points $(u, e_n(u))$ for $x_1^n \leq u \leq x_n^n$. Figure 4.6(b) shows the example of the sample mean excess plot for 24 threads of IPFwd-L1 application.

As we are interested in the upper performance bound estimation, the estimated parameter $\xi$ of GPD has to be negative ($\hat{\xi} < 0$). One of the characteristics of the GPD with
parameter \( \xi < 0 \) is that it has linear mean excess function plot. In order to have a good fit of the conditional distribution function \( F_u \) to GPD, the threshold should be selected so that the observations that exceed the threshold have a roughly linear sample mean excess plot. As an example, for the data presented in Figure 4.6, the threshold should be selected to be around \( 6.6 \times 10^6 \). Sample mean excess plot is also a very good tool to test whether GPD can be used to model a particular set of observations. If the right portion of the mean excess plot for the sample of measured thread assignments performance is not (roughly) linear, that particular problem cannot be modeled using GPD.

Another important tool that can be used to understand if a given sample of observations can be modeled with a Generalized Pareto Distribution is a quantile plot \([26, 89]\). In a quantile plot, the sample quantiles \( x_{n}^{i} \) are plotted against the quantiles of a target distribution \( F^{-1}(q_{i}) \) for \( i = 1, \ldots, n \). If the sample data originates from the family of distributions \( F \), the plot is close to a straight line. For all experiments presented in this chapter, we plot the quantiles of the samples of observations against the quantiles of GPD. In all experiments, the form of quantile plots strongly suggest that that samples of observations follow a Generalized Pareto Distribution.

The linear sample mean excess plot and the quantile plot are not the only constraints that should be considered when selecting the threshold. If the threshold is too low, the estimated parameters of GPD may be biased to the median values of the cumulative distribution function instead of to the maximum values. In order to avoid this bias, when selecting a threshold we have to ensure that the number of observations that exceed the selected threshold is not higher than 5% of the thread assignments in the whole sample. This is a commonly used limit in studies that use POT analysis \([70, 89]\).

**Step 3:** Fit the GPD function to the observations that exceed the threshold and estimate parameters \( \xi \) and \( \sigma \).

Once the threshold \( u \) is selected, the observations over the threshold can be fitted to GPD, and the parameters of the distribution can be estimated. For the sake of simplicity, we assume that observations from \( x_{k}^{n} \) to \( x_{n}^{n} \) in the sorted sample presented in Figure 4.6(a) exceed the threshold. We rename the exceedances \( y_{i-k+1} = x_{i}^{n} - u \) for \( k \leq i \leq n \) and use the set of elements \( \{y_{1}, y_{2}, \ldots, y_{m}\} \) to estimate the parameters of GPD. The number of elements in the set, \( m = n - k + 1 \), is the number of exceedances over the threshold.

Different methods can be used to estimate the parameters of GPD from a sample of observations \([35, 75, 81, 146]\). In our study, we used the estimation based on the likelihood function. The likelihood is a statistical method that estimates distribution parameters.
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based on a set of observations [23]. The GPD is defined with parameters $\xi$ and $\sigma$. The likelihood that a set of observations $\{y_1, y_2, ..., y_m\}$ is the outcome of a GPD with parameters $\xi = \xi_0$ and $\sigma = \sigma_0$ is equal to the probability that GPD with parameters $\xi_0$ and $\sigma_0$ has the outcome $\{y_1, y_2, ..., y_m\}$.

We will use the likelihood function to compute the probability that different values of GPD parameters have for a given set of observations $\{y_1, y_2, ..., y_m\}$. As the logarithm is a monotonically increasing function, the logarithm of a positive function achieves the maximum value at the same point as the function itself. This means that instead of finding the maximum of a likelihood function, we can determine the maximum of the logarithm of the likelihood function - the log-likelihood function. In statistics, log-likelihood is frequently used instead of the likelihood function because it simplifies the computation.

The estimation of parameters $\xi$ and $\sigma$ of $G_{\xi,\sigma}(y)$ involves the following steps:

(i) Determine the corresponding probability density function as a partial derivate of $G_{\xi,\sigma}(y)$ with respect to $y$:

$$g_{\xi,\sigma}(y) = \frac{\partial G_{\xi,\sigma}(y)}{\partial y} = \frac{1}{\sigma}(1 + \frac{\xi}{\sigma} y)^{-\frac{1}{\xi} - 1}$$

(ii) Find the logarithm of $g_{\xi,\sigma}(y)$:

$$\log (g_{\xi,\sigma}(y)) = -\log \sigma - \left(\frac{1}{\xi} + 1\right) \log(1 + \frac{\xi}{\sigma} y)$$

(iii) Compute the log-likelihood function $L(\xi, \sigma | y)$ for the GPD as the logarithm of the joint density of the observations $\{y_1, y_2, ..., y_m\}$:

$$L(\xi, \sigma | y) = \sum_{i=1}^{m} \log g_{\xi,\sigma}(y_i)$$

$$L(\xi, \sigma | y) = -m \log \sigma - \left(\frac{1}{\xi} + 1\right) \sum_{i=1}^{m} \log(1 + \frac{\xi}{\sigma} y_i)$$

We compute estimated values of parameters $\hat{\xi}$ and $\hat{\sigma}$, to maximize the value of the log-likelihood function $L(\xi, \sigma | y)$ for observations $\{y_1, y_2, ..., y_m\}$:

$$L(\xi, \sigma | y) = \max_{\xi, \sigma}(L(\xi, \sigma | y))$$

$$L(\xi, \sigma | y) = \max(-m \log \sigma - \left(\frac{1}{\xi} + 1\right) \sum_{i=1}^{m} \log(1 + \frac{\xi}{\sigma} y_i))$$

In order to determine the parameters $\hat{\xi}$ and $\hat{\sigma}$, we find the minimum of the negative log-likelihood function, $\min_{\xi, \sigma}(-L(\xi, \sigma | y))$, using the procedure fminsearch() included in Matlab® R2007a [41]. The values $\hat{\xi}$ and $\hat{\sigma}$ are called the point estimate of the parameters $\xi$ and $\sigma$, respectively.

Step 4: Estimate the optimal system performance (the upper performance bound of
Figure 4.7: UPB confidence interval

all thread assignments). The upper bound of the observed value can be determined only for \( \hat{\xi} < 0 \) which is satisfied for all data sets that are presented in this chapter. The point estimate of the Upper Performance Bound (UPB) is computed as \( \hat{\text{UPB}} = u - \hat{\sigma} / \hat{\xi} \).

In order to indicate the confidence of the estimate, we compute the confidence intervals of the estimated \( \hat{\text{UPB}} \). UPB confidence interval is computed using likelihood ratio test [23] which consists of the following steps:

(i) Define GPD as a function of \( \xi \) and UPB:

\[
G_{\xi, \text{UPB}}(y) = 1 - \left( 1 - \frac{1}{\text{UPB} - u} y \right)^{-1/\xi}
\]

(ii) Determine the corresponding probability density function:

\[
g_{\xi, \text{UPB}}(y) = \frac{\partial G_{\xi, \text{UPB}}(y)}{\partial y} = -\frac{1}{\xi(\text{UPB} - u)} (1 - \frac{1}{\text{UPB} - u} y)^{-\frac{1}{\xi} - 1}
\]

(iii) Compute the joint log-likelihood function for observations \( \{y_1, \ldots, y_m\} \):

\[
L(\xi, \text{UPB}|y) = \sum_{i=1}^{m} \log g_{\xi, \text{UPB}}(y_i)
\]

\[
L(\xi, \text{UPB}|y) = -m \log(-\xi(\text{UPB} - u)) - (1 + \frac{1}{\xi}) \sum_{i=1}^{m} \log(1 - \frac{1}{\text{UPB} - u} y_i)
\]

(iv) Find the UPB confidence interval. We determine the confidence interval for UPB using likelihood ratio test [23] and Wilks’s theorem [42, 161, 162]. The maximum log-likelihood function is determined as \( L(\hat{\xi}, \hat{\text{UPB}}|y) = \max_{\xi, \text{UPB}}(L(\xi, \text{UPB})). \)

The function \( L(\hat{\xi}, \hat{\text{UPB}}|y) \) has two parameters that are free to vary (\( \xi \) and UPB), hence it has two degrees of freedom, \( df_1 = 2 \). As UPB is our parameter of interest, the profile log-likelihood function is defined as \( L^*(\text{UPB}) = \max_{\xi} L(\xi, \text{UPB}) \).

The function \( L^*(\text{UPB}) \) has one parameter that is free to vary \( i.e. \) one degree of freedom, \( df_2 = 1 \). Wilks’s theorem applied to the problem that we are addressing claims that, for large number of exceedances over the threshold, distribution of \( 2(L(\hat{\xi}, \hat{\text{UPB}} - L^*(\text{UPB})) \) converges to a \( \chi^2 \) distribution with \( df_1 - df_2 \) degrees of freedom. Therefore,
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the confidence interval of UPB includes all values of UPB that satisfy the following condition:

\[ L(\hat{\xi}, \hat{\text{UPB}}) - L^*(\text{UPB}) < \frac{1}{2} \chi^2_{(1-\alpha), 1} \]  \hspace{1cm} (4.1)

\( \chi^2_{(1-\alpha), 1} \) is the \((1-\alpha)\)-level quantile of the \( \chi^2 \) distribution with one degree of freedom \((df_1 - df_2 = 1)\). \( \alpha \) is the confidence level for which we compute UPB confidence intervals. We illustrate the computation of the UPB confidence interval in Figure 4.7. The figure plots \( L^*(\text{UPB}) \) for different values of UPB. For \( \text{UPB} = \bar{\text{UPB}} \), \( L^* \) reaches its maximum. The confidence interval of UPB includes all values of UPB that satisfy the condition \( L^*(\text{UPB}) > L(\hat{\xi}, \hat{\text{UPB}}) - \frac{1}{2} \chi^2_{(1-\alpha), 1} \) which corresponds to the Equation 4.1. We computed the UPB confidence interval using an iterative method based on the \textit{fminsearch()} function included in Matlab® R2007a.

The code that generates the sample mean excess plots, infers the parameters of the GPD distribution, and estimates the optimal system performance was developed in Matlab® R2007a.

4.3.4 Summary of the statistical analysis

In this section, we have presented two statistical methods. The first method computes the probability that a sample of \( n \) randomly selected thread assignments captures at least one out of \( P\% \) (e.g. 1\%) best performing assignments. The results of this method show that running several hundred or several thousand random threads assignments is enough to capture at least one out of 1\% of the best performing assignments with a very high probability. The second method estimates the performance of the best-performing thread assignment, \( i.e. \) the optimal system performance for a given workload. The method infers the optimal system performance with the hard statistical confidence based on a measured performance of the sample of random thread assignments. The presented method is completely independent of the hardware environment and target applications. The method scales to any number of cores and hardware contexts per core and it does not require any profiling of the application nor does it require knowledge of the architecture of the target hardware.
4.4 Results

In this section, we apply the presented statistical approach to the thread assignment of multithreaded network applications running on the UltraSPARC T2 processor. We start by analyzing whether a sample of random thread assignments can capture an assignment with a good performance. Next, we estimate the optimal system performance for a given workload, and compare it with the measured performance of the observed best thread assignment in the sample. Finally, we show how the presented analysis can be applied in the industrial case study for thread assignment of network applications.

In all presented experiments, we simultaneously executed eight benchmark instances (24 threads). We could not execute more than eight benchmark instances because of the limitation in the experimental environment: the on-chip Network Interface Unit (NIU) of the UltraSPARC T2 used in the study can split the incoming network traffic into up to eight DMA channels and Netra DPS binds at most one receiving thread to each DMA channel. As a part of future work, we plan to apply the presented statistical approach to applications with several processing threads and to workloads with a higher number of simultaneously-running threads.

4.4.1 Finding thread assignments with good performance

In Section 4.3.1, we presented a method to compute the probability that a sample of randomly selected thread assignments contains at least one of \( P \% \) of best-performing assignments. We showed that samples containing more than several hundred random thread assignments capture at least one in 1% or 2% of the best performing thread assignments with a probability higher than 99%. We also showed that the probability that a sample of random assignments contains at least one out of 1% of the best-performing thread assignments asymptotically approaches 1 as the number of thread assignments in the sample exceeds 1000 (see Figure 4.2).

In order to analyze if further increasing the number of thread assignments in the sample increases the performance of the captured best-performing assignment, we executed experiments for 1000, 2000, and 5000 random thread assignments. The results of the experiment are plotted in Figure 4.8, in which the \( X \) axis lists different benchmarks and the \( Y \) axis shows the performance of the best thread assignment in the sample, measured in processed Packets Per Second (PPS). We observed that increasing the sample size from
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Figure 4.8: Performance of the best thread assignment in the random sample

1000 to 5000 only negligibly improves the performance of the captured best thread assignment. The highest performance improvement we detect is only 0.6% for the IPFwd-Mem benchmark. For the remaining four benchmarks, the performance improvement when the sample increases from 1000 to 5000 assignments is below 0.25%.

We repeated the same set of experiments for different workloads each having a different number of simultaneously running threads. The conclusions that we reached are the same - increasing sample size from 1000 to 5000 insignificantly improves the performance of the captured best-performing thread assignment.

In order to analyze how good the performance of the captured best thread assignment in the sample is, and what its performance loss with respect to the optimal one is, we used the statistical inference method that estimates the performance of the optimal thread assignment.

4.4.2 Estimation of the optimal performance

In Section 4.3.3, we described the statistical approach for the estimation of the optimal system performance for a given workload. The presented statistical method estimates the performance of the best thread assignment based on the measured performance of a sample of random assignments. Figure 4.9 shows the estimated optimal system performance for all five benchmarks in the suite which are listed along X axis. In order to understand the impact of sample size to the estimated optimal system performance, we executed experiments and present data for 1000, 2000, and 5000 random thread assignments in the sample. The height of the solid bar corresponds to the point estimation of the optimal system performance, while the error bars show the confidence interval for the
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Figure 4.9: Estimated best-performing schedule performance

From the data presented in Figure 4.9, we can see that the point estimation is roughly the same for all three sample sizes. On the other hand, we see that for four out of five benchmarks (all except Aho-Corasick) increasing the sample size significantly narrows the confidence interval, i.e. it improves the precision of the estimation. As we increase the number of assignments in the sample, more thread assignments in the right tail of the cumulative distribution function (see Figure 4.5) are used to estimate the parameters of the Generalized Pareto Distribution (GPD). As we stated in Section 4.3.3.2, in order to avoid the bias of the GPD to median values in the cumulative distribution function, no more than 5% of the best performing assignments should be considered when the right tail of the cumulative distribution function is fitted to GPD. Therefore, the maximum number of observations we use to estimate a performance of the optimal system performance is 50, 100, and 250 for the sample of 1000, 2000, and 5000 thread assignments, respectively. As we increase the number of thread assignments in the sample, more observations can be used to estimate the optimal system performance, which, in turn, leads to more precise estimations.

Figure 4.10 shows the performance difference between the best-performing assignment in the sample and the estimated optimal system performance. This chart shows how good the performance of the captured best assignment in the given sample is. The benchmarks that are used in the case study are listed along the $X$ axis. Different bars present results for 1000, 2000, and 5000 random assignments in the sample. The height of the solid bar corresponds to the point estimation of the optimal system performance, while the error bars correspond to the confidence interval for the 0.95 confidence level.
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We reach several conclusions from the results that are presented in Figure 4.10. For 1000 thread assignments in the sample, the estimated possible performance improvement is considerable and significantly different for different benchmarks. For *Aho-Corasick* and *IPFwd-L1* benchmarks, the detected possible performance improvement ranges up to 7% and 9%. For *IPFwd-Mem*, *Packet analyzer*, and *Stateful* benchmarks, the possible performance improvement ranges up to 16%, 19%, and 23%, respectively. For 2000 assignments in the sample, the performance difference between the best assignment in the sample and the estimated optimal performance is below 5% for all five benchmarks in the suite. Finally, for the 5000 thread assignments in the sample, the best measured performance in the random sample is very close to the estimated optimal performance, for all five benchmarks in the suite. The highest possible performance improvement is only 2.4% (*IPFwd-Mem* benchmark).

Overall, in this section, we applied the method presented in Section 4.3 to estimate the optimal system performance for a given workload. We used the estimated performance to understand how good the best thread assignments captured in the random samples are. In our experiments, running only several thousand random thread assignments from a vast population was enough to detect assignments with performance very close to the optimal ones. We also showed that increasing the sample size from 1000 to 5000 significantly improved the precision of the estimation, though it only insignificantly improved the performance of the captured best thread assignment.
4.4.3 Case study

Next, we show how the presented analysis can be applied to an industrial case study for the thread assignment of network applications. In the presented scenario, the main objective is to satisfy the given performance requirement of the best thread assignment that is captured in the random sample. In this scenario, the customer requires that the performance difference between the captured best thread assignment and the optimal system performance for the given workload is below \( X \% \).

In order to address this problem, we developed an iterative algorithm that converges to the performance required by the customer by increasing the number of random assignments in the sample. The schematic view of the algorithm is shown in Figure 4.11. The algorithm is comprised of four steps.

In Step 1, we select the initial sample size \( N_{init} \), generate a sample of \( N_{init} \) random thread assignments, execute them on the target processor, and measure the performance of each assignment in the sample. The output of Step 1 is the measured performance of all thread assignments that are executed on the target processor.

In Step 2, we apply the described statistical method to estimate the optimal system performance. There are two outputs from Step 2: the performance of the best assignment in the sample and the estimated optimal system performance, \( i.e. \) the performance of the optimal assignment for a given workload.

In Step 3, we compute the performance difference between the observed best assignment in the random sample and the estimated optimal system performance. If this performance difference is acceptable for the customer (it is below \( X \% \)), then the iterative process ends. The final outcome of this process is the observed best assignment in the sample and the estimated performance difference with respect to the optimal assignment. On the other hand, if the difference between the performance of the best thread assignment in the sample and the estimated optimal system performance is not acceptable (it is higher than \( X \% \)), the iterative process continues.

In Step 4, we generate a sample of \( N_{\text{delta}} \) random assignments, execute the assignments on the target processor, and measure the performance of each of them. The set of \( N_{\text{delta}} \) measured values is included in the set of measurements that are the input to the statistical analysis in Step 2 (\( N_{\text{current}} = N_{\text{current}} + N_{\text{delta}} \)) and the statistical analysis is repeated, this time for a larger input dataset. As the number of thread assignments in the random sample increases, the performance of the captured best assignment increases.
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Figure 4.11: Case study: The schematic view of the algorithm

as well. But, more importantly, the input dataset for statistical analysis increases, which provides a more precise estimation of optimal system performance.

Step 2, Step 3, and Step 4 of the algorithm are repeated as long the best thread assignment in the sample does not satisfy performance requirements specified by the customer.

We applied the presented algorithm to the set of network benchmarks executing in Netra DPS low-overhead runtime environment on the UltraSPARC T2 processor. We started the algorithm with $N_{init} = 1000$ thread assignments and in each iteration we executed $N_{delta} = 100$ assignments more. We analyzed three cases, when the acceptable performance loss is 2.5%, 5%, and 10%. In Step 2 of the algorithm, the optimal system performance was estimated for the 0.95 confidence level. The number of thread assignments in the sample needed to capture an assignment with the acceptable performance loss is presented in Figure 4.12. We present data for all five benchmarks in the suite.
that are listed along the X axis. From the results presented in the figure we see that:
(1) Running several thousand random thread assignments was enough to capture an assignment with a performance loss of below 2.5% with respect to the estimated optimal performance. The required number of thread assignments range from 2200 for IPFwd-L1 to 4500 for IPFwd-Mem benchmark. (2) As the acceptable performance loss increased, less assignments in the sample were needed. For example, when the acceptable performance loss was 10%, running less then 1300 random thread assignments was sufficient to provide the required performance for all five benchmarks. (3) Required number of threads assignments in the sample depends on the concrete benchmark.

One of the main strengths of the presented approach is that it is application and architecture independent, and that it can be applied to find thread assignments that satisfy different performance requirements. The number of assignments in the sample depends on the characteristics of the benchmarks, characteristics of the target architecture, and also on the performance requirements.

4.4.4 Other Considerations

There are a couple of aspects to consider regarding the presented approach.

Experimental time: Our method requires execution on the target architecture of all thread assignments in the sample. In our target networking environment, as described in Section 2.4, around 1.5 seconds were enough to take a stable measurements of the performance of each thread assignment. Hence, the time needed to execute all experiments for samples of 1000, 2000, and 5000 thread assignments, for which we have obtained close-
to-the-optimal performance, was approximately 25 minutes, 50 minutes, and 2 hours, respectively. This experimentation time is reasonable considering that the selected thread assignment can be used during the lifetime of the system.

However, it may be the case that in some environments the time required to execute thousands of experiments on the target architecture is large or unfeasible. In that case, instead of execution of random thread assignments on a target processor, the performance of each assignment in the sample can be predicted using a performance predictor. For that matter, the input data to the statistical model is the predicted performance for a sample of thread assignments. Performance predictors are models that estimate the performance of thread assignments based on the analysis of the target architecture and resource requirements of each thread in a workload (see Section 3.5). It is important to note that the accuracy of the integrated approach that combines performance predictors and statistical analysis depends on the accuracy of the predictor that is used. Design and evaluation of such an integrated approach is part of our future work.

**Application parameters and network traffic:** It is very important that the behavior of an application under study in the sampling phase is representative of its run-time behavior. If the application can be configured by using different parameters, the parameters used to generate random samples have to correspond to the run-time parameters. Some of the parameters for the benchmarks used in the study are: size of the hash tables for the IPFwd benchmarks, the type of packet processing for the Packet Analyzer, the set of keywords that are searched in packet payload by the Aho-Corasick algorithm, or the size of the flow-record hash table used in the stateful network application. If the application behavior depends significantly on the network traffic, the traffic used in the sampling phase should be representative of the run-time traffic.

**Workload selection:** As we mentioned in Section 4.1, for processors with one level of resource sharing, the thread scheduling is done in a single step, called **workload selection:** out of all ready-to-run threads, the OS selects a set of threads (workload) that will concurrently execute on the processor [85]. As all threads share the same processor resources homogeneously, the way they interfere is independent of their distribution. In processors with several levels of resource sharing, thread scheduling requires an additional step, called **thread assignment.** Once the workload is selected, the threads have to be distributed among different hardware context of the processor.

In the industrial networking environment used in our experimental setup, the workload is known beforehand and cannot be changed at runtime (see Section 2.2). Hence, in
this kind of environment, the workload selection is not an issue and the optimal thread assignment is the only scheduling problem. In this chapter, we have shown how our statistical approach can be applied to the problem of the optimal thread assignment. In processors with one level of resource sharing, the presented methodology can be directly applied to address the workload selection problem. The designer has to generate a sample of random workloads, run them on the target machine, measure the performance of each workload, and follow the methodology we presented in Section 4.3.

4.5 Related work

Numerous studies address the problem of thread assignment of applications running on multithreaded processors, see Section 3.5. However, to the best of our knowledge, the work of Jiang et al. [87] is the only systematic study devoted to find the optimal thread assignment of applications running on multithreaded processors. First, the authors analyze the complexity of the thread assignment for multithreaded processors. Later, they propose several thread assignment algorithms. The authors use graphs to model interaction between simultaneously-running threads and use graph search to find the optimal solution. The main drawback of this study is that it assumes that the impact of thread interaction to system performance is known beforehand for all possible assignments, which is not satisfied in general case.

We present a different approach for finding the performance of the optimal thread assignment. We do not try to find the best-performing assignment, but to capture a thread assignment with performance close to the optimal one. In our approach, the optimal system performance is estimated using statistical inference based on measured performance of a sample of random thread assignments.

4.6 Summary

Optimal thread assignment is one of the most promising ways to improve the performance of applications running on multithreaded processors. However, finding an optimal thread assignment on modern multithreaded processors is an NP-complete problem.

In this chapter of the thesis, we proposed a statistical approach to the problem of optimal thread assignment. In particular, we showed that running a sample of several hundred or several thousand random thread assignments is enough to capture at least
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one out of 1% of the best-performing assignments with a very high probability. We also described the method that estimates, with a given confidence level, the optimal system performance for given workload. Knowing the optimal system performance improves the evaluation of any thread assignment technique and it is the most important piece of information for the system designer when deciding whether any scheduling algorithm should be enhanced.

The presented approach is completely independent of the hardware environment and target applications. The approach scales to any number of cores and hardware contexts per core and it does not require any profiling of the application nor does it require knowledge of the architecture of the target hardware.

We successfully applied our proposal to a case study of thread assignment of multithreaded network applications running on the UltraSPARC T2 processor. Our results showed that running several thousand random thread assignments provided enough information for the precise estimation of the performance of the optimal thread assignment, and that it was sufficient to capture the assignments with performance very close to the optimal ones (less than 2.5% of the performance loss), requiring around two hours of experimentation in the target architecture in the worst case.
Chapter 5

A statistical approach to kernel partitioning of streaming applications

One of the greatest challenges in computer architecture is how to write efficient, portable, and correct software for multicore multithreaded processors. A promising approach is to expose more parallelism to the compiler, through the use of domain-specific languages. The compiler can then perform complex transformations that the programmer would otherwise have had to do. Many important applications related to audio and video encoding, software radio and signal processing have regular behavior that can be represented using a stream programming language. When written in such a language, a portable stream program can be automatically mapped by the stream compiler onto multicore hardware. One of the most difficult tasks of the stream compiler is partitioning the stream program into software threads. The choice of partition significantly affects performance, but finding the optimal partition is an NP-complete problem.

In this chapter, we present a method, based on Extreme Value Theory (EVT), that statistically estimates the performance of the optimal partition. Knowing the optimal performance improves the evaluation of any partitioning algorithm, and it is the most important piece of information when deciding whether an existing algorithm should be enhanced. We use the method to evaluate a recently-published partitioning algorithm based on a heuristic. We further analyze how the statistical method is affected by the choice of sampling method, and we recommend how sampling should be done. Finally, since a heuristic-based algorithm may not always be available, the user may try to find a good partition by picking the best from a random sample. We analyze whether this approach is likely to find a good partition. To the best of our knowledge, this study is the first application of EVT to a graph partitioning problem.
5.1 Introduction

Stream programming languages represent the program as concurrent kernels, which communicate only via point-to-point streams. A kernel is a basic computation block with a user-defined function that processes input data streams into output data streams. Dependencies between different kernels are described explicitly through the communication data channels. The whole application can be represented as a stream graph. The nodes of the stream graph correspond to the kernels, while the directed edges represent the communication data channels.

There are three main advantages of stream programming languages, compared with traditional languages such as C. First, a stream programming language is a domain-specific language, which provides a natural way to describe streaming applications. Second, when the program is described using a stream language, the compiler may perform complex optimizations over the stream graph, producing an efficient multithreaded program. Some optimizations involve major changes to the program’s structure and data layout. Third, unlike some other parallel programming models, including multithreading, a stream program is deterministic, and therefore easier to debug.

In order to optimally exploit the potential of high-end multithreaded processors, stream programs are compiled into multithreaded executables by the stream compiler. One of the most important tasks of the compiler is to partition the kernels in the stream graph into software threads.

Kernel partitioning can significantly affect the overall system performance. For example, for the benchmarks included in the StreamIt 2.1.1 suite, the relative performance difference between good and bad kernel partitions of the same benchmark mapped into four software threads ranges from $2.4 \times$ to $3.9 \times$, and on average it is $3.5 \times$.

The optimal kernel partition cannot be determined because the essence of the analysis is graph partitioning, which is an NP-complete problem [63, 67]. Due to the large exploration space, brute force exploration is impractical: as streaming applications comprise tens or hundreds of interconnected kernels (54 kernels on average in the StreamIt 2.1.1 suite), the number of possible kernel partitions is vast. For example, the channelvocoder benchmark has 55 kernels, and it can be distributed into $10^{22}$ partitions of exactly four software threads. The number of possible kernel partitions increases rapidly with the number of output software threads, so the number of partitions using eight threads is $10^{34}$. 
As kernel partitioning is an intractable problem, it is impossible in general to know the performance of the optimal partition. Therefore, the room for improvement of the existing heuristic-based kernel partitioning algorithms is also unknown. It is hard to decide whether to invest additional effort to try to improve a given algorithm, since it may already be close to optimal.

In this chapter of the thesis, we present a statistical approach to the kernel partitioning problem. The main contributions of our study are:

• We present a method based on EVT that statistically estimates the performance of the optimal kernel partition. To the best of our knowledge, this is the first study that applies EVT to a graph partitioning problem.

• We show that the sampling method, used to generate random partitions, has a significant effect on the applicability of the statistical method. We analyze different sampling methods, and our results strongly recommend that the samples should be uniformly distributed.

• We use the estimates of the optimal performance to evaluate a state-of-the-art heuristic-based kernel partitioning algorithm.

• Finally, since a complex heuristic-based algorithm may not always be available, the user may pick the best from a random sample, and measure its quality using the estimates of the optimal performance. We analyze whether random sampling on its own is likely to find a good kernel partition.

The presented analysis is evaluated for the benchmarks included in the StreamIt 2.1.1 suite. The method based on EVT successfully estimates the performance of the optimal kernel partitions for all the benchmarks under study. In all experiments, the two different kernel partitioning methods, the heuristics-based algorithm and the method based on random sampling, detected kernel partitions with practically the same performance.

The rest of the chapter is organized as follows. Section 5.2 describes metrics that can be used to measure the performance of streaming applications. Section 5.3 discusses methods to generate random samples of kernel partitions. Section 5.4 presents the statistical analysis that we use to estimate the performance of the optimal kernel partition. In Section 5.5, we apply the presented analysis to the StreamIt 2.1.1 benchmark suite, and evaluate the results. Section 5.6 describes related work, and Section 5.7 presents the summary of the study.
5.2 Background

In this section, we describe different metrics that could be of interest when doing kernel partitioning. We also briefly describe related work with a focus on the conclusions that directly affect our study.

5.2.1 Target metric

There are several metrics that can describe the performance of streaming applications. In our study, we analyze the cost of streaming applications. The cost is proportional to the time needed to process a fixed amount of input data. This metric corresponds to execution time for non-streaming applications. Other metrics include energy or power, the hardware utilization of the target architecture, or some weighted sum of them.

The input to the statistical analysis is the cost of each kernel partition in a random sample. The costs are generated using metrics from the StreamIt 2.1.1 compiler. Instead of using the streaming compiler, the target metric could alternatively have been measured using real execution or simulation.

The proposed statistical approach and the general conclusions of this study are independent of both the target metric and the way in which the metric is evaluated: program compilation, execution or simulation. It is important to note, however, that the results from the statistical analysis are clearly dependent on the quality of the samples provided to it.

If the application behavior is sensitive to its input data, which is generally not the case for streaming applications, the user should consider the analysis for different input datasets that are representative for different application behavior.

If the user wants to use the statistical method for multiple objective functions separately, then it is only necessary to do a full set of compilations, executions or simulations once. After obtaining a complete set of metrics, the statistical analysis can be done multiple times using different metrics.

5.2.2 Convexity constraint

Carpenter et al. [32] present a partitioning and allocation algorithm for an iterative stream compiler. The algorithm produces kernel partitions that are easier to compile and that require short pipelines of software threads. The authors evaluate their proposal on the
benchmarks included in StreamIt 2.1.1 suite.

One of the conclusions in that study is that the kernel partition should be convex. A kernel partition is convex if the dependencies between different software threads form an acyclic graph. This means that every directed path between two kernels in the same software thread is internal to that thread. The reason for the convexity constraint is that the choice of partition affects the length of the pipeline generated by the streaming compiler. The convexity constraint controls the length of that pipeline. The authors demonstrate that without the convexity constraint, the compiler may generate long pipelines of software threads, which increases memory use and latency of the inter-thread communication, significantly affecting the overall performance.

We follow these instructions and focus our study on the analysis of convex kernel partitions. We pay special attention to generating random samples comprised only of kernel partitions that satisfy the convexity constraint. It is important to notice, however, that convexity is not a requirement of the proposed statistical approach. The approach can be also used for the analysis of non-convex kernel partitions.

Although the convexity constraint significantly reduces the number of kernel partitions, their number is still vast, and brute force exploration is impractical. For example, the fm benchmark can be distributed into $10^{12}$ convex kernel partitions of exactly four software threads, radar into $10^{14}$ partitions, filterbank into $10^{20}$, and vocoder into $10^{23}$.

5.3 Sampling methods

In order to apply Extreme Value Theory (EVT) to the kernel partitioning problem for streaming applications, we need to generate random convex partitions of the stream graph that are independent and identically distributed (i.i.d.). Intuitively, random variables are independent if knowing the value of one of them gives no new information about the values of the others; they are identically distributed if they all have the same probability distribution, which does not have to be uniform. Uniform distribution would mean that each kernel partition would be selected with the same probability.

The different methods we used to select the random i.i.d. kernel partitions are described next. For each method, we describe how to select a single random kernel partition. To generate a sample of $N$ i.i.d. kernel partitions, repeat the sampling method $N$ times.
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5.3.1 Depth-First Search (DFS)

The first sampling method generates a random kernel partition using a depth-first search (DFS) of the stream graph. The kernels are visited in sequence, each kernel being assigned with equal probability to any software thread that would not violate the convexity constraint. Thus, this method generates random kernel partitions in a single traversal of the stream graph.

We illustrate the sampling method with the example shown in Figure 5.1. The example stream graph contains five kernels (K1 to K5) that are to be compiled into two software threads (Th1 and Th2). For example, assume that kernels K1 and K2 are already assigned to Th1, and that next kernel to be assigned is K3 (Figure 5.1(a)). K3 can be assigned with equal probability to Th1 or Th2. If K3 is assigned to Th2, kernel K5 has to be assigned to Th2 in order to generate a convex partition (see Figure 5.1(b)). Since the number of candidate threads that do not break the convexity constraint decreases rapidly, the DFS sampling method often generates kernel partitions with an unbalanced number of kernels per threads.

5.3.2 Edge Contraction (EC)

The second sampling method generates a random partition using edge contraction of the stream graph. Initially, each kernel is placed in its own cluster. Then, the edges of the stream graph are visited in random order. In each step the selected edge of the graph is contacted by fusing the clusters connected through this edge. If the resulting graph violates the convexity constraint, the contraction is undone. The process is continued, by moving to the next edge in random sequence, until the number of clusters equals the number of software threads. Finally, the clusters are randomly assigned to the threads.

Figure 5.2 illustrates the EC kernel partitioning of a simple stream graph into two software threads. For example, assume that K1→K2 edge is selected as the first edge to be contracted. In this case, kernels K1 and K2 are fused into a single cluster while the rest of the graph is not modified. Afterwards, we illustrate the contraction of edges K3→K5 and (K1&K2)→K4. Finally, the clusters are randomly distributed among software threads. In comparison with DFS, the EC sampling method generates random kernel partitions with a balanced number of kernels.
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![Figure 5.1: DFS sampling method](image1)

![Figure 5.2: EC sampling method: Contracting K1→K2, K3→K5, and (K1&K2)→K4 edges, respectively.](image2)

5.3.3 Edge Contraction with Filter (EC-F)

The third sampling method is an enhancement of the EC method, designed to bias the sampling towards kernel partitions with a low cost, which will lead to good application performance. The EC-F method selects the edges of the stream graph in random order, fuses the corresponding clusters, and checks whether the convexity constraint is violated, as for the EC sampling method. The only difference is that EC-F performs an additional check: if contracting the current edge generates a cluster with a high cost (i.e. a cost that exceeds a given threshold), the contraction is undone and the process is repeated for a different edge. In the presented experiments, the threshold was the lowest cost detected in ten random kernel partitions generated using the EC sampling method.

It may happen that, although the number of clusters is still greater than the number of threads, none of the edges can be contracted without creating a cluster of cost exceeding the threshold. In this case, the remaining edges are visited in a new random order, and edges are contracted without checking whether the cost of the final clusters is over the threshold. Finally, the clusters are then randomly assigned to threads. In contrast with other presented sampling methods, this method does take into account the cost of
5.3. SAMPLING METHODS

each particular kernel when generating partitions. The main target of this algorithm is to generate random partitions with a balanced cost among clusters.

5.3.4 Uniformly Distributed (UD) sampling

The final sampling method generates a uniform sampling distribution of the kernel partitions. This means that each convex kernel partition is selected with the same probability. It is important to notice that the statistical method used in the study does not require the kernel partitions to be uniformly distributed, since it only requires their cost to be independent and identically distributed (i.i.d.). In general, previous sampling methods do not provide uniformly distributed kernel partitions.

This sampling method comprises three steps.

Step 1: We analyze different kernel partitions using the partition graph, the graph of all possible convex partitions of the stream graph under study. Each node of the partition graph is a different kernel partition, so the number of nodes is equal to the number of partitions. There is an undirected edge between two nodes of the partition graph if they differ in the assignment of exactly one kernel partition. Also, each node contains a self-loop edge, an edge that connects the node to itself. Due to its large size (this is an NP-complete problem), the partition graph is never actually constructed in its entirety. An example partition graph, for a small stream program that is to be assigned to two software threads, is shown in Figure 5.3.

Step 2: We perform a random walk on the partition graph. First, we have to choose an initial node of the partition graph to start the random walk. This node can be selected by any method that generates random kernel partitions. In the experiments presented in our study, the initial kernel partition (initial node of the partition graph) is selected using the EC sampling method. The random walk starts from the initial node in the partition graph and calculates all its neighbors. Then it randomly chooses one of the neighbors (using a uniform distribution) to be the next node that is to be visited. The neighbor selection is repeated $N$ times, with $N$ large enough to potentially visit all the nodes of the partition graph of the benchmarks used in the study\(^1\). The last node of the partition graph that is visited is the outcome of the random walk. The probability that a given node is selected using the random walk is directly proportional to its degree (the number of its neighbors in the graph)\(^1\). As we know the probability of each visited node of the partition graph to be selected, the random walk generates samples with a known distribution.

\(^1\)In our experiments, $N = 100$. 
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Figure 5.3: UD sampling method: Example partition graph for a small stream program

**Step 3:** In the final step of this sampling method, we convert the output of the random walk from a known distribution to a uniform distribution. In order to do so, each kernel partition selected using the random walk is included in the outcome of this sampling method with a probability that is inversely proportional to its degree in the partition graph. This way, every convex partition has the same probability of being selected, i.e. the method provides uniformly distributed samples.

5.3.5 **Statistical i.i.d. tests**

The sampling methods described in the previous section are designed to generate random i.i.d. samples. After generating the samples, we perform statistical tests to confirm that they are indeed independent and identically distributed.

**Wald–Wolfowitz test:** The Wald–Wolfowitz test or runs test examines whether the observations in the sample are mutually independent [29, 48]. The test comprises two main steps. First, the costs of kernel partitions (non-negative real numbers) have to be converted into binary values. We converted the cost of a given kernel partition to ‘0’ if its value was below the median cost in the sample, and converted it to ‘1’ otherwise. This way, the sequence of non-negative real numbers was converted into a sequence of 0s and 1s, e.g. 000110000. In the second step, the test analyzes the sub-sequences of consecutive identical values (0s or 1s), which are referred to as runs. For example, the sequence 000110000 is composed of three runs: 000, 11, and 0000. The Wald–Wolfowitz test validates that the observations in the sample under study are mutually independent if the lengths of the runs follow a Gaussian distribution [29]. The mutual independence
hypothesis was tested at the 0.05 significance level. All the samples used in the study passed the test.

**Kolmogorov–Smirnov test:** In order to validate that selected kernel partitions in a given sample are identically distributed, we used a two-sample *Kolmogorov–Smirnov* test [48, 65]. The test compares the empirical cumulative distribution functions (ECDF) of two data sets and, based on the maximum distance between the two ECDFs, it confirms or rejects the hypothesis that the data sets correspond to the same distribution. The identically distributed test that we performed contains three steps. First, we generated a random sample of 20,000 kernel partitions and observed the cost of each partition. The costs of the kernel partitions in the sample followed the order in which the partitions were generated. Second, in each experiment, we observed two randomly-selected segments of \( m \) consecutive values from the original sample. Finally, we used a two-sample *Kolmogorov–Smirnov* test to check whether the randomly selected segments of the sample have the same probability distribution. If the kernel partition costs are indeed identically distributed, then all segments of consecutive values in the sample have the same distribution. For each sample used the study, we performed the test for segments of \( m = 100, 500, 1,000 \) and 5,000 observations. All the samples used in the study passed the test at the 0.05 significance level.

### 5.4 A statistical approach to kernel partitioning of streaming applications

We estimate the minimal cost of kernel partitions (that lead to optimal performance) using Extreme Value Theory (EVT). EVT is a branch of statistics that studies extreme deviations from the median [26, 34]. One of the approaches in EVT is the *Peak Over Threshold* (POT) method. In its original form, the POT method takes into account only the distribution of the observations that exceed a given (high) threshold to estimate the population maximum [25, 123]. For example, in Figure 5.4(a), the observations \( x_1, x_4, x_5, \) and \( x_7 \) exceed the threshold and constitute extreme values, which can be used by POT analysis.

The POT method can be used also to estimate the population minimum [70, 89]. Estimation of the minimum requires the following five steps explained in detail in the next section:

- Obtain *i.i.d.* observations \( x_i \) of the cost of kernel partitions.
Invert the sign of the observations: $x'_i = -x_i$.

Determine the threshold $u$, shown in Figure 5.4(b).

Use the values $x'_i$ over the threshold $u$ to estimate the maximum cost of the inverse population ($\text{Max}(\text{Cost}_{inv})$).

The minimum cost of the original population ($\text{Min}(\text{Cost})$) corresponds to the negative value of the maximum of the inverse population: $\text{Min}(\text{Cost}) = -\text{Max}(\text{Cost}_{inv})$.

As we explained in Section 4.3.3, the POT method can also be explained using cumulative distribution functions (CDF). For example, assume that $F$ is the CDF of a random variable $X$. The POT method can be used to estimate the cumulative distribution function $F_u$ of values of $x$ above a certain threshold $u$. The function $F_u$ is called the conditional excess distribution function and it is defined as

$$F_u(y) = P(X - u \leq y \mid X > u), \quad 0 \leq y \leq x_F - u,$$

where $X$ is the observed random variable, $u$ is the given threshold, $y = x - u$ are the exceedances over the threshold, and $x_F \leq \infty$ is the right endpoint of the cumulative distribution function $F$.

The POT method is based on the Pickands - Balkema - de Haan theorem [25, 123]:

Figure 5.4: Exceedances over the threshold
Theorem 1. For a large class of underlying distributions functions $F$, the conditional excess distribution function $F_u(y)$, for large threshold $u$, is well approximated by $F_u(y) \approx G_{\xi,\sigma}(y)$ where

$$G_{\xi,\sigma}(y) = \begin{cases} 1 - (1 + \frac{\xi}{\sigma} y)^{-1/\xi} & \text{for } \xi \neq 0 \\ 1 - e^{-y/\sigma} & \text{for } \xi = 0 \end{cases}$$

for $y \in [0, (xF - u)]$ if $\xi \geq 0$ and $y \in [0, -\frac{1}{\xi}]$ if $\xi < 0$, where $G_{\xi,\sigma}$ is called Generalized Pareto Distribution (GPD).

This means that for numerous distributions that present real-life problems, $F_u$ can be approximated with a GPD. For each particular problem, the decision of whether GPD can be used to model the problem or not, is based on how well the sample of observations can be fitted to GPD. We describe the goodness of fit of observations to GPD in Steps 3 and 4 of the analysis presented in Section 5.4.1. GPD is defined with two parameters: shape parameter $\xi$ and scaling parameter $\sigma$. One of the characteristics of GPD is that for $\xi < 0$ the upper bound of the observed value equals $u - \frac{1}{\xi}$, where $\sigma$ and $\xi$ are the GPD parameters and $u$ is the selected threshold [70, 89].

In Theorem 1, the definition of $G_{\xi,\sigma}(y)$ for $\xi = 0$ can only be used to model problems with an infinite upper bound [70, 89]. In this study we use the GPD to estimate the minimal cost of kernel partitions for streaming applications. The value of this cost is always finite, and the estimated values of the parameter $\xi$ are always $\hat{\xi} < 0$. Therefore, for the sake of the simplicity of the presented mathematical formulas, in the rest of the thesis we do not present $G_{\xi,\sigma}(y)$ formulas for $\xi = 0$.

5.4.1 Application of Peak Over Threshold method

We use the POT method to estimate the minimal cost of kernel partitions for streaming benchmarks based on the cost of a sample of random partitions. Application of the POT method involves the following six steps:

**Step 1:** Generate the sample of random kernel partitions, and determine the cost of each partition in the sample ($x_i$). A requisite of the presented statistical analysis is that the selected kernel partition must be independent and identically distributed (i.i.d.). The proposed methods to generate i.i.d. kernel partitions are described in Section 5.3. All of the samples used in the study passed the described i.i.d. tests.

**Step 2:** Invert the sign of the values of the observed costs. Originally, the POT method was used to estimate the maximum of a population based on a set of random i.i.d. obser-
vations. In order to estimate the minimum cost of kernel partitions, we invert the sign of the observed values ($x'_i = -x_i$) and estimate the maximum of the inverse population.

**Step 3:** Select the threshold $u$. The selection of the threshold $u$ is an important step in POT analysis. Gilli and Këllezi [70, 89] propose using the sample mean excess plot, a graphical tool for threshold selection. This method first sorts all kernel partitions in the sample in non-decreasing cost order: $x'_1 \leq x'_2 \leq \cdots \leq x'_n$. Figure 5.5(a) shows the sorted cost of 20,000 uniformly distributed random kernel partitions of mpeg2-subset benchmark.

Then, the possible threshold $u$ takes the values from $x'_1$ to $x'_n$ ($x'_1 \leq u \leq x'_n$), and for each value we compute the sample mean excess function $e_n(u)$:

$$e_n(u) = \frac{\sum_{i=k}^{n-k} (x'_i - u)}{n-k+1},$$

where $k = \min\{ i \mid x'_i > u \}$.

In this formula, the factor $n - k + 1$ is the number of observations that exceed the threshold. Finally, the sample mean excess plot is defined by the points $(u, e_n(u))$ for
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\[ x_1' \leq u \leq x_n' \]. Figure 5.5(b) shows the example of the sample mean excess plot for the mpeg2-subset benchmark.

As commented before, the estimated parameter \( \xi \) of GPD must be negative (\( \hat{\xi} < 0 \)) to obtain the upper bound of the \( \text{Max}(\text{Cost}_{in}) \). A characteristic of the GPD with parameter \( \xi < 0 \) is that it has a linear mean excess function plot. In order to have a good fit of the conditional distribution function \( F_u \) to GPD, the threshold should be selected so that the observations that exceed the threshold have a roughly linear sample mean excess plot. As an example, for the data presented in Figure 5.5, the threshold should be selected to be \( u = -17,500 \). The sample mean excess plot is also a good tool to test whether GPD can be used to model a particular set of observations. If the right portion of the mean excess plot for the sample of measured kernel partitions performance is not roughly linear, that particular problem cannot be modeled using GPD.

Another important tool that can be used to understand if a given sample of observations can be modeled with a GPD is a quantile plot [26, 89]. In a quantile plot, the sample quantiles \( x_i' \) are plotted against the quantiles of a target distribution \( F^{-1}(q_i) \) for \( i = 1, \ldots, n \). If the sample data originates from the family of distributions \( F \), the plot is close to a straight line.

The linear sample mean excess plot and the quantile plot are not the only constraints that should be considered when selecting the threshold. If the threshold is too low, the estimated parameters of GPD may be biased to the median values of the cumulative distribution function instead of to the maximum values. In order to avoid this bias, when selecting a threshold we have to ensure that the number of observations that exceed the selected threshold is not higher than 5% of the kernel partitions in the whole sample. This is a commonly used limit in studies that use POT analysis [70, 89, 130].

**Step 4:** Fit the GPD function to the observations that exceed the threshold and estimate parameters \( \xi \) and \( \sigma \). Once the threshold \( u \) is selected, the observations over the threshold can be fitted to GPD, and the parameters of the distribution can be estimated. For the sake of simplicity, we assume that observations from \( x_k' \) to \( x_n' \) in the sorted sample presented in Figure 5.5(a) exceed the threshold. We rename the exceedances \( y_{i-k+1} = x_i' - u \) for \( k \leq i \leq n \) and use the set of elements \( \{y_1, y_2, \ldots, y_m\} \) to estimate the parameters of GPD. The number of elements in the set, \( m = n - k + 1 \), is the number of exceedances over the threshold.

Different methods can be used to estimate the parameters of GPD from a sample of observations [35, 75, 81, 146]. In our study, we used estimation based on the likelihood
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function [23]. The GPD has parameters \( \xi \) and \( \sigma \). The likelihood that a set of observations \( Y = \{y_1, y_2, ..., y_m\} \) is the outcome of a GPD with parameters \( \xi = \xi_0 \) and \( \sigma = \sigma_0 \) is defined to be the probability that GPD with parameters \( \xi_0 \) and \( \sigma_0 \) has outcome \( Y \).

We make use of the likelihood function to compute the probability that different values of GPD parameters have for a given set of observations \( \{y_1, y_2, ..., y_m\} \). As the logarithm is a monotonically increasing function, the logarithm of a positive function achieves the maximum value at the same point as the function itself. This means that instead of finding the maximum of a likelihood function, we can determine the maximum of the logarithm of the likelihood function, the log-likelihood function. In statistics, log-likelihood is frequently used instead of the likelihood function because it simplifies computations. The estimation of parameters \( \xi \) and \( \sigma \) of \( G_{\xi,\sigma}(y) \) involves the following steps:

(i) Determine the corresponding probability density function as a partial derivative of \( G_{\xi,\sigma}(y) \) with respect to \( y \):

\[
g_{\xi,\sigma}(y) = \frac{\partial G_{\xi,\sigma}(y)}{\partial y} = \frac{1}{\sigma} \left(1 + \frac{\xi}{\sigma} y\right)^{-\frac{1}{\xi} - 1}
\]

(ii) Find the logarithm of \( g_{\xi,\sigma}(y) \):

\[
\log(g_{\xi,\sigma}(y)) = -\log \sigma - \left(\frac{1}{\xi} + 1\right) \log \left(1 + \frac{\xi}{\sigma} y\right)
\]

(iii) Compute the log-likelihood function \( L(\xi, \sigma | y) \) for the GPD as the logarithm of the joint density of the observations \( \{y_1, y_2, ..., y_m\} \):

\[
L(\xi, \sigma | y) = \sum_{i=1}^{m} \log g_{\xi,\sigma}(y_i)
\]

\[
L(\xi, \sigma | y) = -m \log \sigma - \left(\frac{1}{\xi} + 1\right) \sum_{i=1}^{m} \log \left(1 + \frac{\xi}{\sigma} y_i\right)
\]

We compute estimated values of parameters \( \hat{\xi} \) and \( \hat{\sigma} \), to maximize the value of the log-likelihood function \( L(\xi, \sigma | y) \) for observations \( \{y_1, y_2, ..., y_m\} \):

\[
L(\hat{\xi}, \hat{\sigma} | y) = \max_{\xi,\sigma}(L(\xi, \sigma | y))
\]

\[
L(\hat{\xi}, \hat{\sigma} | y) = \max_{\xi,\sigma}(-m \log \sigma - \left(\frac{1}{\xi} + 1\right) \sum_{i=1}^{m} \log \left(1 + \frac{\xi}{\sigma} y_i\right))
\]

In order to determine the parameters \( \hat{\xi} \) and \( \hat{\sigma} \), we find the minimum of the negative log-likelihood function, \( \min_{\xi,\sigma}(-L(\xi, \sigma | y)) \), using the procedure \( \text{fminsearch()} \) included in Matlab® R2007a [41]. The values \( \hat{\xi} \) and \( \hat{\sigma} \) are called the point estimates of the parameters \( \xi \) and \( \sigma \), respectively.

Step 5: Estimate the maximum of the inversed costs. The maximum of the inverse cost can be determined only for \( \hat{\xi} < 0 \). The point estimate of \( \text{Max}(\text{Cost}_{\text{Inv}}) \) is computed
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as $\text{Max}(\text{Cost}_{\text{Inv}}) = u - \hat{\sigma}/\hat{\xi}$.

In order to indicate the confidence of the estimate, we compute the confidence intervals of the estimated $\text{Max}(\text{Cost}_{\text{Inv}})$. The confidence intervals is computed using the likelihood ratio test [23], which consists of the following steps:

(i) Define GPD as a function of $\xi$ and $\text{Max}(\text{Cost}_{\text{Inv}})$:

$$G_{\xi, \text{Max}(\text{Cost}_{\text{Inv}})}(y) = 1 - (1 - \frac{1}{\text{Max}(\text{Cost}_{\text{Inv}}) - u})^{-1/\xi}$$

(ii) Determine the corresponding probability density function:

$$g_{\xi, \text{Max}(\text{Cost}_{\text{Inv}})}(y) = \frac{\partial G_{\xi, \text{Max}(\text{Cost}_{\text{Inv}})}(y)}{\partial y} = -\frac{1}{\xi(\text{Max}(\text{Cost}_{\text{Inv}}) - u)(1 - \frac{1}{\text{Max}(\text{Cost}_{\text{Inv}}) - u})^{-\frac{1}{\xi}}}$$

(iii) Compute the joint log-likelihood function for observations $\{y_1, \ldots, y_m\}$:

$$L(\xi, \text{Max}(\text{Cost}_{\text{Inv}})|y) = \sum_{i=1}^{m} \log g_{\xi, \text{Max}(\text{Cost}_{\text{Inv}})}(y_i)$$

$$L(\xi, \text{Max}(\text{Cost}_{\text{Inv}})|y) = -n \log(-\xi(\text{Max}(\text{Cost}_{\text{Inv}}) - u))$$

$$- (1 + \frac{1}{\xi}) \sum_{i=1}^{n} \log(1 - \frac{1}{\text{Max}(\text{Cost}_{\text{Inv}}) - u} y_i)$$

(iv) Find the $\text{Max}(\text{Cost}_{\text{Inv}})$ confidence interval. We determine the confidence interval for $\text{Max}(\text{Cost}_{\text{Inv}})$ using the likelihood ratio test [23] and Wilks’s theorem [42, 161, 162]. The maximum log-likelihood function is determined as

$$L(\hat{\xi}, \text{Max}(\text{Cost}_{\text{Inv}})|y) = \max_{\xi, \text{Max}(\text{Cost}_{\text{Inv}})} (L(\xi, \text{Max}(\text{Cost}_{\text{Inv}}))).$$

The function $L(\hat{\xi}, \text{Max}(\text{Cost}_{\text{Inv}})|y)$ has two parameters that are free to vary ($\xi$ and $\text{Max}(\text{Cost}_{\text{Inv}})$), hence it has two degrees of freedom ($df_1 = 2$). As $\text{Max}(\text{Cost}_{\text{Inv}})$ is our parameter of interest, the profile log-likelihood function is defined as

$$L^*(\text{Max}(\text{Cost}_{\text{Inv}})) = \max_{\xi} L(\xi, \text{Max}(\text{Cost}_{\text{Inv}})).$$

The function $L^*(\text{Max}(\text{Cost}_{\text{Inv}}))$ has one parameter that is free to vary, i.e. one degree of freedom ($df_2 = 1$). Wilks’s theorem applied to the problem that we are addressing claims that, for large number of exceedances over the threshold, the distribution of $2(L(\hat{\xi}, \text{Max}(\text{Cost}_{\text{Inv}})) - L^*(\text{Max}(\text{Cost}_{\text{Inv}})))$ converges to a $\chi^2$ distribution with $df_1 - df_2$ degrees of freedom. Therefore, the confidence interval of $\text{Max}(\text{Cost}_{\text{Inv}})$ includes all values of $\text{Max}(\text{Cost}_{\text{Inv}})$ that satisfy the following condition:

$$L(\hat{\xi}, \text{Max}(\text{Cost}_{\text{Inv}})) - L^*(\text{Max}(\text{Cost}_{\text{Inv}})) < \frac{1}{2} \chi^2_{(1-\alpha), 1}$$

(5.1)

$\chi^2_{(1-\alpha), 1}$ is the $(1 - \alpha)$-level quantile of the $\chi^2$ distribution with one degree of freedom ($df_1 - df_2 = 1$). $\alpha$ is the confidence level for which we compute $\text{Max}(\text{Cost}_{\text{Inv}})$ confi-
We illustrate the computation of the $\text{Max(} \text{Cost}_\text{Inv} \text{)}$ confidence interval in Figure 5.6. The figure plots $L^*(\text{Max(} \text{Cost}_\text{Inv} \text{)})$ for different values of $\text{Max(} \text{Cost}_\text{Inv} \text{)}$. For $\text{Max(} \text{Cost}_\text{Inv} \text{)} = \text{Max(} \text{Cost}_\text{Inv} \text{)}$, $L^*$ reaches its maximum. The confidence interval of $\text{Max(} \text{Cost}_\text{Inv} \text{)}$ includes all values of $\text{Max(} \text{Cost}_\text{Inv} \text{)}$ that satisfy the condition $L^*(\text{Max(} \text{Cost}_\text{Inv} \text{)}) > L(\hat{\xi}, \text{Max(} \text{Cost}_\text{Inv} \text{)}) - \frac{1}{2} \chi^2(1-\alpha,1)$, which corresponds to Equation 5.1.

We computed the $\text{Max(} \text{Cost}_\text{Inv} \text{)}$ confidence interval using an iterative method based on the `fminsearch()` function included in Matlab® R2007a.

**Step 6:** Estimate the minimum cost of the kernel partitions. The minimum cost of the kernel partitions corresponds to the estimated maximum of the inverse cost:

$$\text{Min(} \text{Cost} \text{)} = - \text{Max(} \text{Cost}_\text{Inv} \text{)}.$$  

Also, the lower and upper endpoint of the $\text{Min(} \text{Cost} \text{)}$ confidence interval correspond to the inverse upper and lower endpoint of the $\text{Max(} \text{Cost}_\text{Inv} \text{)}$ confidence interval, respectively.

The code that performs statistical i.i.d. test, generates the sample mean excess plots, infers the parameters of the GPD distribution, and estimates the minimum cost of kernel partitions was developed in Matlab® R2007a.

### 5.5 Results

In this section, we use the POT method to estimate, for each of the StreamIt 2.1.1 benchmarks, the cost of the optimal kernel partition. We compare the four sampling methods described in Section 5.3. We also evaluate the number of random kernel partitions that are required by the presented statistical approach. Finally, we analyze whether a good kernel
partition would be found using random sampling on its own.

Before using any heuristics-based algorithm for the concrete application under study, the user should check whether exhaustive search would be impractical. In general, the number of valid kernel partitions is vast (e.g. $10^{20}$). It is possible, however, that a particular benchmark has a small stream graph, so that exhaustive search would work. For example, the $dct$ benchmark included in the StreamIt 2.1.1 suite contains only eight kernels, linked in a simple stream graph. The number of partitions of this benchmark, onto four threads, is just 32. In this case, exhaustive search is the simplest and fastest way to find the optimal kernel partition.

5.5.1 Estimation of the minimal cost using the POT method

We apply our technique to estimate the performance of the optimal kernel partition on four threads, for each of the benchmarks in the StreamIt 2.1.1 suite. As discussed in the previous section, the $dct$ benchmark can be solved using exhaustive search, leaving eleven benchmarks to be analyzed using the POT statistical method.

For each benchmark, we use the four sampling methods described in Section 5.3 to generate random samples, and use these samples as the input to the statistical analysis. Each sample contains 20,000 random kernel partitions. Table 5.1 shows whether or not the statistical method could produce an estimate of the optimal performance. Each row in the table corresponds to one of the benchmarks, and each column corresponds to a different sampling method. A tick sign (✓) means that the POT method did generate an estimate. An NA (Not Applicable) entry means that the statistical method failed to produce any estimate.

There are two reasons why the POT method is sometimes unable to produce an estimate. First, the lower bound of the estimated minimal cost may diverge to minus infinity. Second, the iterative method that determines the confidence bounds of the estimated minimal cost (see Step 5 in Section 5.4.1) may not converge to a solution. In all experiments in which the POT method was not applicable, the sample mean excess plot and the quantile plot strongly suggested that the POT method could not be applied to that dataset (see Step 3 in Section 5.4.1).

We see, from the results in the table, that the POT method, using the Depth First Search (DFS) sampling method, was successfully applied for only three out of eleven benchmarks. The results for the Edge Contraction (EC) method are better, but still moderate: the POT method estimated the minimum cost for seven out of eleven benchmarks.
The Edge Contraction with Filter (EC-F) method was an attempt to improve load-balance over EC. However, the POT analysis could now only be applied to one of the benchmarks. We compared the costs of the random kernel partitions sampled by the EC and EC-F methods, and confirmed that the EC-F method did indeed select kernel partitions with lower cost. This was, however, not sufficient to make the samples appropriate for POT analysis. In future work, we plan to analyze this phenomenon in detail. Finally, when the POT method was applied to the uniformly distributed random samples (UD column of the table), a minimum cost was generated for all eleven benchmarks under study.

From the results presented in Table 5.1, we conclude that the sampling method is an important step in the analysis. All presented sampling methods select i.i.d. samples and fulfill the requirements of the POT statistical analysis. However, only the uniformly distributed samples always led to an estimate of the cost of the optimal kernel partition. Other sampling method used to address the same problem, for the same benchmarks, using the same statistical analysis provided moderate (EC method) or low performance (DFS and EC-F methods).

### 5.5.2 Precision of the estimation

The results that we use to analyze the precision of the estimated values are presented in Figure 5.7. The X-axis of the figure lists the benchmarks, while the Y-axis shows the estimated minimal cost, i.e. the estimated cost of the optimal kernel partition. The results are presented relative to the cost of the best kernel partition captured in 80,000 random samples used for POT analysis.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Sampling method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DFS</td>
</tr>
<tr>
<td>bitonic-sort</td>
<td>NA</td>
</tr>
<tr>
<td>channelvocoder</td>
<td>✔</td>
</tr>
<tr>
<td>des</td>
<td>NA</td>
</tr>
<tr>
<td>fft</td>
<td>NA</td>
</tr>
<tr>
<td>filterbank</td>
<td>NA</td>
</tr>
<tr>
<td>fm</td>
<td>✔</td>
</tr>
<tr>
<td>mpeg2-subset</td>
<td>NA</td>
</tr>
<tr>
<td>radar</td>
<td>✔</td>
</tr>
<tr>
<td>serpent_full</td>
<td>NA</td>
</tr>
<tr>
<td>tde_pp</td>
<td>NA</td>
</tr>
<tr>
<td>vocoder</td>
<td>NA</td>
</tr>
</tbody>
</table>

The Edge Contraction with Filter (EC-F) method was an attempt to improve load-balance over EC. However, the POT analysis could now only be applied to one of the benchmarks. We compared the costs of the random kernel partitions sampled by the EC and EC-F methods, and confirmed that the EC-F method did indeed select kernel partitions with lower cost. This was, however, not sufficient to make the samples appropriate for POT analysis. In future work, we plan to analyze this phenomenon in detail. Finally, when the POT method was applied to the uniformly distributed random samples (UD column of the table), a minimum cost was generated for all eleven benchmarks under study.

From the results presented in Table 5.1, we conclude that the sampling method is an important step in the analysis. All presented sampling methods select i.i.d. samples and fulfill the requirements of the POT statistical analysis. However, only the uniformly distributed samples always led to an estimate of the cost of the optimal kernel partition. Other sampling method used to address the same problem, for the same benchmarks, using the same statistical analysis provided moderate (EC method) or low performance (DFS and EC-F methods).
5.5. RESULTS

Figure 5.7: Estimated minimal cost

kernel partitions from all four sampling methods. Kernel partitions were generated using four different sampling methods (DFS, EC, EC-F, and UD), and each method generated 20,000 random partitions.

Different bars of the chart correspond to different sampling methods used: DFS, EC, EC-F, and UD. If the POT method could not be used to estimate the minimal cost for a given benchmark and a sampling method, the corresponding bar is not plotted. The height of the solid bars correspond to the point estimation of the minimal cost, while the error bars correspond to the confidence bounds for 0.95 confidence level.

High precision of the estimated minimal cost is indicated with the tight confidence bounds. The width of the confidence bounds is below 10% for all except one bar (DFS sample for the *fm* benchmark). For 18 out of 22 cases, the confidence bounds width is below 5%.

**Required number of random kernel partitions:** UD method is the only sampling method that provided samples appropriate for the POT statistical analysis for all the benchmarks under study. Therefore, from this point on, we analyze only the samples that are generated with this method. In order to understand the impact of the sample size on the estimated minimal cost, we generated samples that contain between 1,000 and 20,000 random kernel partitions. For each sample, we used the POT method to estimate the minimal kernel cost. Intuitively, we expect that the POT method provides more precise estimation as the number of kernel partitions in the sample increases. In general, larger
samples contain more kernel partitions in the tail that are fitted to the Generalized Pareto Distribution (GPD), and therefore the estimated GPD parameters and the minimal cost are more precise. Figure 5.8 shows the results for the channelvocoder and serpent_full benchmarks. In each figure, X-axis lists the number of random kernel partitions in the sample, while the Y-axis shows the estimated minimal cost. The cross markers show the point estimation of the minimal cost, and the error bars correspond to the confidence bounds for the 0.95 confidence level.

For the channelvocoder benchmark, 1,000 random kernel partitions are sufficient to estimate the minimal cost with a high precision (see Figure 5.8(a)). We detect similar results for fft, filterbank, fm, mpeg2-subset, tde-pp, and vocoder. On the other hand, for
the **serpent_full** benchmark, estimation based on 1,000 random kernel partitions has wide confidence bounds (see Figure 5.8(b)). Precise estimation of the minimal cost requires more than 8,000 random kernel partitions. The width of the confidence bounds reduces significantly as the sample increases from 1,000 to 8,000 kernel partitions. Further increment in the sample size only slightly improves the precision of the estimation. From the results shown in Figure 5.8(b), we also see that, as the sample size increases, the point estimation remains roughly the same and the confidence bounds converge to this value. Results for the benchmarks **bitonic-sort**, **des**, and **radar** follow the same trend.

Based on the presented analysis, we see that the sample size required for the precise estimation of the minimal cost significantly depends on the benchmark under study. If a user requires a minimal cost to be estimated with a given precision, we propose the following iterative method. The user can generate a small sample of random kernel partitions and estimate the minimal cost using the POT method. As long as the estimated cost does not fulfill the user’s requirements, the user can increase the sample size and repeat the analysis.

### 5.5.3 Accuracy of the estimation

In general, the kernel partitioning problem is an intractable problem. However, for **bitonic-sort**, **des**, **fft**, **mpeg2-subset**, **serpent_full**, and **tde_pp** benchmarks partitioned into exactly four software threads, brute force exploration is time consuming, but feasible. Therefore, we were able to determine the cost of all the kernel partitions, and to compare the actual and the estimated best kernel partition costs for these benchmarks. The results for the **serpent_full** benchmark are shown in Figure 5.9. We also analyze the estimation accuracy for different numbers of uniformly distributed random kernel partitions in the sample. The X-axis of the figure lists the size of the sample, while the Y-axis shows the absolute value of the kernel partition cost. The cross data markers show the point estimation of the minimal cost, and the error bars correspond to the confidence bounds for the 0.95 confidence level. The actual best kernel partition cost is marked with the horizontal dashed line. Finally, we also plot the minimal kernel cost observed in each random sample (diamond data markers).

First, we observe that the estimated best kernel partition cost (with confidence bounds included) is always lower than the minimal kernel cost detected in the corresponding random sample. Intuitively, this is because the statistical method estimates that the best kernel partition cost in the population (out of all possible partitions) is not higher than the
minimal cost observed in the sample. We also detected that the upper confidence bound of the estimated best kernel partition cost asymptotically approaches the minimal kernel partition cost observed in the sample, as the confidence level of the estimation increases.

The estimation of the best kernel partition cost is accurate if its confidence bounds include the actual best (minimal) cost, which is satisfied for the samples that contain from 1,000 to 5,000 random kernel partitions in the Figure 5.9. For the samples that contain more than 6,000 kernel partitions, the presented statistical method slightly underestimates the minimal cost. This is because these samples capture a kernel partition with the best actual cost, as we explain in the previous paragraph. The underestimation is very low and it decreases with the number of kernel partitions in the sample, from 0.9% (6,000 kernel partitions) to 0.3% (20,000 partitions). The results for bitonic-sort, des, fft, mpeg2-subset, and tde_pp benchmarks follow the same trend.

Brute force exploration of the kernel partitioning problem for channelvocoder, filterbank, fm, radar, and vocoder benchmarks is infeasible. Therefore, for these benchmarks, we cannot determine the optimal kernel partition and its cost, and we cannot validate that the estimated values of the POT method were correct. However, from the results presented in Figure 5.7, we can detect that the estimation is incorrect if:

- The confidence bounds of different bars that correspond to the same benchmark do not overlap. This means that the POT method applied to different samples of the same benchmark estimated different minimal cost.
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- The ratio between the estimated minimal cost (with confidence bounds included) and the minimal cost detected in random samples is higher than 1. This means that we detected a kernel partition with the cost that is lower than the estimated minimal cost.

From the results presented in Figure 5.7, we did not detect a single mispredicted cost of the optimal kernel partition.

5.5.4 Random sampling approach to a kernel partitioning

In Chapter 4 of the thesis, we present a statistical analysis of the problem of thread assignment for modern multithreaded processors. The results of that analysis demonstrate that a random sample of several thousand random thread assignments likely captures an assignment with a good performance. We analyze the probability that a uniformly distributed random sample of \(N\) observations contains at least one observation from the best-performing \(P\)% of the population (e.g. the best 1% of the population). This probability can be computed using the following formula: 

\[
\text{Prob} = 1 - \left(\frac{100-P}{100}\right)^N.
\]

As \(P\) is a small positive number, the value of the fraction \(\frac{100-P}{100}\) is always between 0 and 1. Therefore, for large \(N\), the factor \(\left(\frac{100-P}{100}\right)^N\) converges to 0, and the observed probability converges to 1. For example, the probability that a uniformly distributed random sample of 1,000 observations contains at least one element from the best 1% of the population exceeds 99.99%.

In order to analyze whether random sampling can be used to select a good kernel partition, we compare the cost provided by the fairly-complex heuristics-based kernel partitioning algorithm proposed by Carpenter et al. [32] with the minimal cost observed in the random sample. The sample was comprised of 20,000 kernel partitions generated using the UD sampling method. The results are shown in Figure 5.10. The X-axis of the figure lists different benchmarks, while the Y-axis shows the possible performance improvement of the kernel partitioning approaches. For bitonic-sort, des, fft, mpeg2-subset, serpent_full, and tde_pp benchmarks, brute force exploration is feasible, so we compare the kernel partition costs provided by the random sampling and heuristics-based algorithm with the actual minimal costs. For the remaining five benchmarks, channelvocoder, filterbank, fm, radar, and vocoder, the results are plotted relative to the estimated minimal costs. The minimal cost is estimated using the POT method on 20,000 uniformly distributed random kernel partitions. The markers correspond to the point estimation of the minimal cost, while the error bars correspond to the estimated confidence bounds for
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Figure 5.10: Comparison of random sampling (UD method) and heuristics-based algorithm

For bitonic-sort, des, fft, mpeg2-subset, serpent_full, and tde.pp benchmarks, the best costs observed by the random sampling and the heuristics-based algorithm match the actual best costs of kernel partitions. For the channelvocoder, filterbank, fm, radar, and vocoder benchmarks, random sampling and heuristics-based algorithm, detect kernel partitions with a cost that is close to the estimated optimal one. For four out of five benchmarks (all except radar), the possible improvement of both approaches is below 3% (confidence bounds included). For radar benchmark, the estimated improvement ranges up to 4% and 4.2% for random sampling and heuristics-based algorithm, respectively. If we consider the point estimation, the estimated performance improvement is below 2% for all the benchmarks, and below 1% for four out of five benchmarks. For channelvocoder, fm, and vocoder benchmarks, the performance of the best kernel partitions in the random sample match the performance of the heuristics-based algorithm. For filterbank and radar benchmarks, the heuristics-based algorithm selected kernel partitions with 0.6% and 0.2% lower cost, respectively, which is a negligible difference. If a good heuristics-based approach is available for the applications, hardware, and metric under study, the user can choose whether to use the heuristics or the random sampling. However, it is common that heuristics-based approaches are not directly applicable to the exact situation under study. It is often difficult and time-consuming to adapt a heuristic to a particular target scenario. On the other hand, the random sampling approach is simple and easy to apply.

**Required number of random kernel partitions:** The formula $Prob = 1 - \left( \frac{100 \cdot P}{100} \right)^N$
can be used to compute the probability that an uniformly distributed random sample of \( N \) observations captures at least one out of \( P\% \) of the kernel partitions with the lowest cost. However, as we do not know the difference in the cost in the best \( P\% \) of all kernel partitions, the formula cannot be used to compute the difference between the minimal cost captured in a random sample and the actual minimal cost.

In order to analyze whether a sample of \( N \) randomly selected kernel partitions captures a good partition, we observe the minimal cost in the random sample and compare it with the minimal cost determined by the statistical estimation or brute force exploration, when feasible. We repeat the experiment for different sample size (from 10 to 20,000 kernel partitions) in order to determine a sample size that is likely to provide a good performance. The random samples are generated with the UD sampling method. Figure 5.11 shows the results of the experiments for \textit{serpent full} benchmark. The X-axis of the figure lists the number of random kernel partitions in the sample. Dashed vertical lines separate the results for tens (from 10 to 90), hundreds (from 100 to 900), and thousands (from 1,000 to 20,000) of random kernel partitions. The Y-axis shows the relative difference between the minimal cost captured in the random sample and the actual minimal cost determined by brute force exploration. We want to analyze whether a sample of \( N \) randomly selected kernel partitions captures a good partition \textit{in general}, i.e. what is average performance loss of random sampling approach. In order to present statistically significant results, for each sample size \( N \), we repeat the experiment 100 times\(^2\) and report the mean (cross marker) and the standard deviation (error bars) of performance detected in different runs.

We see that tens of random kernel partitions in the sample are unlikely to capture a good partition. We also detect a high standard deviation, which means that the cost of the best-captured kernel partition is significantly different for different samples of the same size. For hundreds of kernel partitions in the sample, the best captured cost slowly converges to the estimated optimal one. The standard deviation decreases, which means that different samples of the same size provide similar performance. Finally, several thousand random kernel partitions capture a cost that is very close to the optimal one. Also, the detected standard deviation is low (1-2%).

We detect the same trend for all eleven benchmarks under study. Therefore, we conclude that uniformly distributed random sampling can be used to find a good kernel partition. However, we recommend this method only when the random sample contains at

\(^2\)Repeating experiments 100 times is sufficient for statistical analysis of \textit{average} behavior.
least several thousand kernel partitions.

In order to determine the sample size that captures a good kernel partition, a user could also observe the convergence rate of the best observed kernel partition performance in the sample as the sample increases. For example, from the Figure 5.11, we could observe that increasing the random sample over several thousand kernel partitions insignificantly improves the observed performance, and stop the random sampling at that point without estimation of the optimal performance. Although this approach may provide good results, it is not clear how it would avoid convergence to a local minimum of the population (e.g. see the results for 60, 70, and 80 kernel partitions in Figure 5.11). Also, without estimated optimal performance, we cannot determine the quality of the delivered kernel partition, i.e. we cannot provide the confidence bounds of the estimated performance improvement.

5.5.5 Other considerations

There are several additional aspects to consider regarding the presented statistical approach.

Experimentation time: The presented approach requires thousands of random kernel partitions to be generated and evaluated. The time to generate and evaluate 1,000 uniformly distributed random kernel partitions, for one of the StreamIt 2.1.1 benchmarks, was on average 28 minutes, using a single core of an Intel Xeon E5649 processor at 2.5GHz with 4GB memory. Running the POT method takes less than a minute. The program that generates the uniformly distributed samples is not optimized and is imple-
mented in the Python programming language. An implementation in C would be much faster. Also, since different kernel partitions can be generated independently, the time to generate the sample would decrease linearly with the number of cores. The experimentation time is acceptable considering that the selected kernel partition will be compiled to the executable that can be used on numerous systems based on the same hardware during the lifetime of the system.

**Scalability:** The number of cores and the number of hardware threads increase in each processor generation [116]. In order to optimally use future multicore processors, kernel partitioning algorithms will have to generate a significantly larger number of threads. It is important, therefore, to analyze how these algorithms scale with the number of software threads. On the other hand, at the application level, it is reasonable to expect that the complexity of streaming applications increases leading to more complex stream graphs that comprise a larger number of kernels.

The statistical analysis that estimates the optimal kernel cost is based on the values of the performance metric, so its cost is independent of the number of threads and the complexity of the stream graph. The cost of the sampling method that generates the uniformly distributed random kernel partitions scales linearly with the number of kernels in the stream graph and with the number of output software threads. It also scales linearly with the mixing time of the partition graph [102].

**Compiler optimizations and system constraints:** When the program is described using a stream language, the compiler may perform complex optimizations over the stream graph; it can combine adjacent filters, split computationally intensive filters into multiple parts, or duplicate filters to have more parallel computation [2]. In order to find the set of optimizations that provides the best performance, it is important to determine good kernel partitions for different optimization sets. In this case, the proposed kernel partitioning approach does not change, but the random sampling and the presented statistical analysis are simply repeated for different optimization sets, i.e. for different stream graphs of the same program. Kernel partitioning that satisfies different system constraints, such as optimizing performance subject to memory limits, is an interesting avenue for future work.

**Evaluation on real hardware:** The presented statistical approach was evaluated based on the estimates of the kernel partitions’ costs provided by the StreamIt compiler. The approach was not evaluated on real hardware because of limitations in the experimental environment. The back-end of the StreamIt compiler, that we used in the study,
was not capable of generating working code for different user-defined kernel partitions. As a part of future work, we plan to evaluate the presented statistical approach on real hardware. In order to do so, we intend to modify the StreamIt compiler, so it can generate the executables that correspond to any given kernel partition.

5.6 Related Work

Several projects and studies propose different tools for compiling of streaming-like applications and their mapping onto multicore architectures.

StreamIt is a project with publicly available compiler and benchmark suite [3]. The StreamIt source language imposes a structure on the stream program graph to the compiler. The StreamIt compiler performs fully automated load balancing, communication scheduling, routing, and a set of cache optimizations [72, 73, 138]. StreamIt compiler targets the Raw Microprocessor [157], symmetric multicore architectures, and clusters of workstations.

The Stream Graph Modulo Scheduling (SGMS) algorithm is part of StreamRoller [97], a StreamIt compiler for the Cell Architecture. This algorithm splits stateless kernels, partitions the graph, and statically schedules the software threads onto the Cell architecture. The splitting and partitioning problem is translated into an integer linear programming problem, which is solved using CPLEX Optimization Studio [83], an software package for mathematical programming.

Gedae Graph Language [105] is a proprietary GUI tool that supports the hierarchical development of data flow graphs. Gedae allows the user to specify different graph partitions and automatically maintains the data flow and connectivity of the graph. However, all the graph partition is done under user control, not by the compiler.

The Ptolemy II software environment [58] is designed to model heterogeneous embedded computing systems. Ptolemy views computing systems as a set of basic processing blocks (actors) that are connected using explicitly-defined communication channels. This view is very similar to the state-of-the-art interpretation of streaming-like applications. Related work from the Ptolemy project explores the more theoretical aspects of partitioning and scheduling data flow graphs for multiprocessors [77].

Liao et al. [103] present a parallel compiler for the Brook streaming language [30] with aggressive data and computation transformations. The compiler models each streaming kernel as an implicit loop nest over stream elements and uses affine partitioning to map
regular programs onto multicore processors.

Farhad et al. [63] show that state-of-the-art linear programming approaches are impractical for transformations of large stream graphs to be executed on a large number of processor cores. The authors also propose an approximation algorithm for deploying stream graphs on multicore processors.

Our study shows a different approach to kernel partitioning problem. Instead of using complex heuristics-based algorithms, we address the problem using random sampling and statistical inference. We present a statistical method that estimates the performance of the optimal kernel partition based on measured performance of a sample of random partitions. We also demonstrate that random sampling can be used to find a kernel partition with performance close to the optimal one.

Our study improves the compilation of the streaming application source code into multithreaded executable. In Chapter 4 we used random sampling and statistical inference to analyze the optimal assignment of existing software threads onto different processor cores. These two studies address fundamentally different problems that complement each other. In its essence, kernel partitioning is a graph partitioning problem, and the thread assignment problem addressed in Chapter 4 is a multiprocessor scheduling problem [67].

5.7 Summary

One of the greatest difficulties in using modern computing systems is how to write efficient, portable, correct software for multicore processors. A promising approach is to expose more parallelism to the compiler through domain-specific languages, enabling the compiler to perform complex high-level transformations. One important application domain comprises stream programs. An important step in compiling a stream program to multiple processors is kernel partitioning, which significantly affects application performance. Finding an optimal kernel partition is, however, an intractable problem.

In this chapter of the thesis, we proposed a statistical approach to the kernel partitioning problem. We described a method that statistically estimates, with a given confidence level, the performance of the optimal kernel partition. Knowing the optimal performance improves the evaluation of any kernel partitioning algorithm, and it is the most important piece of information for the system designer when deciding whether an existing algorithm should be enhanced. We demonstrated that the sampling method is an important part of the analysis, and that not all methods that generate i.i.d. samples provide good results. We
also showed that random sampling on its own can be used to find a good kernel partition, and that it could be an alternative to heuristics-based approaches.

The presented statistical method does not depend on the application. It does not require any application profiling nor does it require the understanding of the application stream graph. The method can be applied to streaming applications with any number of kernels, and it can target any number of software threads. The presented method can analyze different metrics such as throughput, maximum hardware utilization, and minimum energy or power consumption.

We successfully applied the presented statistical analysis to the benchmarks included in the StreamIt 2.1.1 suite. The method precisely estimated the optimal kernel partition performance for all the benchmarks under study. Also, in our experiments, several hundred or several thousand random kernel partitions were enough to find a partition with close to optimal performance. The performance of the kernel partitions that were selected using random sampling matched the performance provided by the complex heuristic-based approach.
Commercial Off-The-Shelf (COTS) processors are now commonly used in real-time embedded systems. The characteristics of these processors fulfill system requirements in terms of time-to-market, low cost, and high performance-per-watt ratio. However, multithreaded processors are still not widely used in real-time systems because the timing analysis is too complex. In multithreaded processors, simultaneously-running tasks share and compete for processor resources, so the timing analysis has to estimate the possible impact that the inter-task interferences have on the execution time of the applications.

In this chapter, we propose a method that quantifies the slowdown that simultaneously-running tasks may experience due to collision in shared processor resources. To that end, we designed benchmarks that stress specific processor resources and we used them to: (1) Estimate the upper limit of a slowdown that simultaneously-running tasks may experience because of collision in different shared processor resources, and (2) Quantify the sensitivity of time-critical applications to collision in these resources. We used the presented method to determine if a given multithreaded processor is a good candidate for systems with timing requirements. We also present a case study in which the method is used to analyze three multithreaded architectures exhibiting different configurations of resource sharing. Finally, we show that measuring the slowdown that real applications experience when simultaneously-running with resource-stressing benchmarks is an important step in measurement-based timing analysis. This information is a base for incremental verification of multithreaded COTS architectures.
6.1 Introduction

Commercial Off-The-Shelf (COTS) processors are increasingly being considered in the design of real-time and mission-critical embedded systems in order to reduce the non-recurring engineering and time-to-market costs [24]. In such systems, ensuring timing predictability and meeting deadlines are of prime importance and therefore the analysis of the system and the target applications are essential before deployment [160]. Time predictability is, in fact, a requirement not only in the real-time market, but also coming to be of primary importance in the mainstream market as recognized in the HiPEAC roadmap [55].

Currently, the COTS processor market is moving toward multithreaded (MT)\(^1\) processor architectures. Multithreaded COTS processors are of special interest due to their good performance-per-watt ratio and high performance opportunities [152]. These architectures are particularly well suited for embedded integrated architectures in which several functions are integrated into the same processor, such as Integrated Modular Avionics (IMA) [158] in the avionics domain or Automotive Open System Architecture (AUTOSAR) [22, 113]. In this context, multithreaded processors can potentially schedule mixed criticality workloads, i.e. workloads composed of safety-critical, mission-critical, and non-critical applications inside the same processor, improving the hardware utilization and so reducing cost, size, weight, and energy consumption [110].

Unfortunately, despite the benefits that MT COTS processors may offer in embedded real-time systems, particularly in integrated architectures, the time-critical market has not yet embraced such a shift. The main challenge that MT COTS architectures face is with predicting the impact that the collision among simultaneously-running tasks has on execution time of time-critical tasks. The loss of predictability is explained by the fact that co-running tasks have to share the hardware resources, even if they do not communicate with each other. When two or more tasks that share a hardware resource try to access it at the same time, the tasks experience inter-task interference. Inter-task interferences are handled by an arbitration mechanism, which may affect the execution time of running tasks. As a result, it is much more difficult to provide the worst-case execution time (WCET) estimations for applications running on MT processors than running on single-threaded

\(^1\)We will use the term “multithreaded processor” to refer to any processor that has support for more than one thread running at a time. Multicore, HyperThreading, Simultaneous Multithreading, Coarse-grain Multithreading, Fine-Grain Multithreading processors, or any combination of them are multithreaded processors.
processors. Several studies show that collision in processor resources between co-running tasks may cause significant impact to application execution time \([54, 154]\) and therefore on WCET \([120]\).

Static WCET analysis computes WCET bound based on the extensive program analysis and detailed model of the hardware \([126]\). Static WCET analysis is currently the only approach that computes safe WCET bounds, i.e. that guarantees that the actual execution time of the program cannot be longer than the computed WCET bound. However, there are several reasons that make the use of static WCET analysis difficult on real industrial programs running on MT COTS architectures \([92, 94, 111]\). Some of these reasons are: (1) Static WCET analysis of real industrial programs with a vast number of possible execution paths is a challenging task. (2) The implementation of accurate hardware models for new architectures requires a significant effort and a detailed description of the hardware, which is not always available. (3) Possible interference in shared hardware resources among tasks that simultaneously execute on MT architectures significantly increases the complexity of timing analysis.

This has motivated studies that analyze if changes in hardware can facilitate the effective timing analysis of real industrial programs running on MT architectures. There have been several hardware proposals \([18, 68, 78, 110, 124, 125]\) to ease the computation of composable WCET bounds or WCET estimates \(^2\) of tasks running on multithreaded architectures. However, these proposals require changes in hardware and additional features that the current MT architectures do not have. Therefore, the industry that wants to use MT architectures in their current real-time system designs cannot benefit from them.

A measurement-based approach for single-threaded architectures computes the WCET estimate by multiplying the longest observed execution time (LOET) by a safety margin, usually provided by an expert with understanding of the target hardware architecture and the reference applications (see Figure 6.1) \([111]\). This method has been successfully used in the past to determine WCET estimate of applications running on single-threaded processors with a moderate difference between the Average Case Execution Time (ACET), the LOET, and the WCET estimate. However, the method provides no analytical guarantees that the estimated WCET is safe and it may depend significantly on the quality

---

\(^2\)The term WCET bound is used to refer to safe upper bound of program execution time that is provided by static WCET analysis. Static WCET analysis guarantees that the execution time of a given program will not exceed its WCET bound for all valid input configurations. WCET estimate refers to the upper bound of program execution time that is unlikely to be exceeded. The techniques that compute WCET estimate do not provide formal verification that program execution time does not exceed WCET estimate \([92, 94]\).
6.1. INTRODUCTION

Figure 6.1: Measurement-based timing analysis

of the test-cases used as well as the experience of the expert(s) who compute the safety margin. A direct extension to the measurement-based analysis presented in Figure 6.1 to MT COTS processors would consist of running several reference applications simultaneously on the same processor, and monitoring the execution time for each application in the workload. However, in the case of MT architectures, the design of test-cases and the choice of the workload has more importance than for single-threaded processors. The effect of sharing processor hardware resources with simultaneously-running (co-running) tasks may introduce significant variations in the execution time of applications. This can make a methodology based on safety margins fail. In addition to this, a change of any co-running task may affect the way that co-runners interfere, and necessitates repeating the WCET analysis for all the tasks in the workload. Thus, the measurement-based timing analysis used for single-threaded processors cannot be directly extended for MT COTS architectures.

Our study provides to the industry a systematic methodology for measurement-based timing analysis of applications running on MT COTS architectures. The main contributions of our study are:

- We show that running workloads composed of real applications may not be sufficient to determine the slowdown that simultaneously-running tasks may experience because of collision in shared processor resources. Thus, the measurement-based timing analysis used for ST processors cannot be directly extended to MT architectures.

- We present a method to determine if a given MT processor is a good candidate for systems with timing requirements.
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- We also show that measuring the slowdown that real applications experience when co-running with designed resource-stressing benchmarks improves measurement-based timing analysis for MT architectures. This can be used as a base for incremental verification, a key feature of integrated implementations such as IMA or AUTOSAR.

In order to reach these objectives, we defined a set of specific resource-stressing benchmarks that introduce a high number of interferences on each potentially-shared hardware resource. By using these resource-stressing benchmarks as co-runners, we obtain a good estimation of the worst-case slowdown that real applications may experience because of collision in shared processor resources. When a workload is composed only of resource-stressing benchmarks, the detected slowdown is unlikely to be exceeded for any workload composed of real applications. Therefore, the slowdown detected when using resource-stressing benchmarks may serve as an upper estimate of the effect of inter-task interference for a given processor.

We present several case studies in which we analyze three MT COTS architectures with different degrees of shared resources. We show that, for a given workload composed of several benchmarks, all three architecture types show low interference among co-running tasks and stable execution times. However, our method shows that the potential variation in the execution time of applications is different for each architecture under study.

As our study targets real COTS processors, we do not suggest any hardware change in the target architecture, but propose a way to improve the measurement-based approach for MT COTS processors. This is one of the main differences with previous works in the field that have suggested hardware modifications to improve architecture time predictability.

The rest of the chapter is organized as follows: In Section 6.2, we propose a method for analysis of potential interference of co-running tasks in shared processor resources. Section 6.3 shows details of the experimental environment and methodology used in the study. Section 6.4 presents a case study in which we evaluate the suitability of three MT COTS architectures for time-critical environments. Related work is presented in Section 6.5, while Section 6.6 summarizes the study.
6.2 Analysis of Inter-Task Interferences in current MT processors

In MT processors, the execution time of a task depends not only on the underlying hardware and the way the task is programmed, but also on the slowdown caused by the interference between simultaneously-running tasks. In order to provide a meaningful WCET estimation for tasks running on an MT processor, it is required to take into account the inter-task interference in shared processor resources. Several studies [49, 118, 119] and projects [18, 68, 78, 110, 124, 125, 150] address this problem for safety-critical applications by introducing hardware mechanisms to define the upper bound of the delay a task can experience due to interferences in cache memory, bus, and access to the main memory. Unfortunately, these proposals have not yet been accepted by processor manufactures, and it is unclear if the COTS processor market will adopt them. Even if the hardware proposals were accepted, it would take at least five to ten years to implement them.

The analysis of the impact of inter-task interferences to application WCET is very complex. Without the hardware support proposed in the previously mentioned studies and projects, using static WCET analysis for MT COTS processor running real workloads is infeasible in practice. As we mentioned in Section 6.1, another solution could be to directly extend the measurement-based approach used for single-threaded architectures, and to estimate the application’s WCET based on the longest observed execution time within all possible workloads.

The problem with this approach is that the number of different workloads in real systems may be large. For example, assume a task set composed of \( n \) tasks is to be executed on a target processor able to run up to \( k \) tasks at a time, in which \( n > k \). Under this scenario, the number of workloads that have to be analyzed is \( \frac{n!}{k!(n-k)!} \). Moreover, any change in the workload, e.g. a shift in time at which each application in the workload starts, would invalidate the previous analysis for all running tasks, especially when running mixed-criticality workloads with non real-time applications. Hence, measurement-based timing analysis considering all possible workloads is not feasible in practice for time-critical tasks running on MT COTS processors.

We propose a software solution to this problem. In particular, we propose the design of resource-stressing benchmarks and a methodology for their use to quantify possible slow-
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down that co-running tasks may experience because of a collision in shared resources of MT COTS processors. The objective of the resource-stressing benchmarks is to introduce a high-load onto each of the processor hardware resources that the task which is under the analysis may use. Thus, the resource-stressing benchmarks can be used to provide good estimates of the potential slowdown that a set of simultaneously-running real applications may experience because of the collision in shared resources of a given processor. When the methodology is used on different MT COTS architectures, it can help to determine the suitability of each architecture to time-critical environments. The methodology can also be used for a given architecture to determine the potential variation in execution time that a particular task in a workload may experience if any of the co-runners change. This information is a key to providing incremental qualification [60].

6.2.1 Worst-interference benchmark

When designing a resource-stressing benchmark, we would like to have the worst-possible interference benchmark. This benchmark would cause the highest possible interference in the shared resources that are used by the application under study. In this scenario, the slowdown of the application due to collision in processor resources could be used to compute a safe execution time bound. It is important to note that the worst-interference benchmark would be specific for the application under study and the target MT processor.

Unfortunately, the design of the worst-interference benchmark is extremely difficult or even impossible, even for a single hardware shared resource. In order to illustrate this, we analyze the design of a benchmark that should cause the worst interference to a given application in the shared instruction fetch unit (IFU) in an SMT processor. In this case, we assume that the IFU is designed to fetch up to one instruction in each cycle, and implements a least recently fetched policy, i.e. the thread that last fetched an instruction has the lowest priority. Under this fetch policy, whenever the worst-interference benchmark fetches an instruction, the application under study becomes the least recently fetched task with higher priority in the next access to the IFU. In order to design the worst-interference IFU benchmark for a given application, it is required to: (1) Determine precise cycles in which application under study will access IFU, (2) Determine the priority of the application in each IFU access, and (3) Consider how the interference between the application under study and the worst-interference benchmark and will delay any future IFU requests of both tasks.
6.2. ANALYSIS OF INTER-TASK INTERFERENCES IN CURRENT MT PROCESSORS

In general, in real time systems, the design of worst-interference benchmark requires:

- Full knowledge of the processor implementation, including resource latency, arbitration policy, etc. However, many of these hardware features of COTS processors are not reported in the public documentation.

- Full knowledge of the application, including input data set, execution flow, resource usage pattern, etc. However, a common practice is that applications are provided by different suppliers (Tier 1) [69], making it difficult to have full knowledge about all applications.

- The worst-interference benchmark should stress all resources used by the application under study, needing to be perfectly aligned in the access to each of shared resources used by the application. Any misalignment between worst-interference benchmark and application under study can significantly reduce the impact of resource sharing.

All these requirements make the design of worst-interference benchmarks infeasible in practice.

6.2.2 Resource-stressing benchmarks

A key design choice in our resource-stressing benchmarks is how to stress shared processor resources. (1) We can design benchmarks that specifically stress a single resource by putting a high load on it. For example, to stress the instruction fetch unit, we could design a benchmark that fetches an instruction in each cycle. The downside of this solution is that only one resource can be stressed at a time. (2) Alternatively, we can design benchmarks that stress several resources at a time. For example, a benchmark can comprise different instructions that access different resources. The downside of this solution is that the stress in each resource decreases as several resources are stressed simultaneously.

In architectures with two cores or hardware contexts, in which we can only run the application under study and one resource-stressing benchmark at a time, it is unclear which of the two approaches better show the sensitivity of applications to hardware resource sharing. However, as the number of cores or contexts increases, the methodology that uses benchmarks that stress a single hardware resource scales very well. Under that methodology, we can reserve 1 out of the N cores (or hardware contexts) to run the application.
CHAPTER 6. EVALUATION OF THE IMPACT OF SHARED RESOURCES IN MULTITHEADED COTS PROCESSORS IN TIME-CRITICAL ENVIRONMENTS

under study on, and use the remaining N-1 to run different combinations of stressing benchmarks, each stressing a given resource. This improves the obtained slowdown as with several cores or hardware contexts we can observe the execution of the application under different resource-stressing conditions. In Section 6.4.4, we show a case study in which we use this feature of the methodology.

We start benchmark design by identifying common levels in the hardware resources shared in MT COTS processors. This allows the creation of a set of benchmarks that stress those particular resources. In particular, we identify three resource sharing levels:

(1) **Intra-core resources** include: (1.1) Front end of the pipeline; (1.2) Back end of the pipeline: Integer and Floating Point (FP) execution units; (1.3) The L1 data cache; (1.4) The L1 instruction cache.

(2) **Inter-core resources** such as the L2 cache memory (the last level of cache memory).

(3) **Interface to off-chip resources** such as the bandwidth to the main memory.

Although these levels of shared resources are common in MT COTS processors, the effect in time (delay) that the interference in each of these resources causes, depends on the particular processor. To measure that delay, for each level of shared resources, we designed at least one resource-stressing benchmark as described next:

(1.1) **Front end of the pipeline:** In order to stress front end of the pipeline, mainly the instruction fetch unit and the decode unit, we designed a benchmark that executes a series of *nop* instructions. The nop instruction is a low latency instruction that puts significant stress to the front end of the pipeline and negligibly stresses rest of the processor resources.

(1.2) **Back end of the pipeline (Integer and FP execution units):** In state-of-the-art processors, different integer and FP instruction may execute in different execution units and may have different behavior (e.g. may be pipelined or non-pipelined). To cover the different cases of possible interference, we design six benchmarks for stressing integer and FP execution units. *intAdd*, *intMul*, and *intDiv* benchmarks consist of a sequence of integer addition, multiplication, and division instruction, respectively. *fpAdd*, *fpMul*, and *fpDiv* benchmarks execute a serial of floating point addition, multiplication, and division instructions, respectively.

(1.3) **The L1_dcache** benchmark consists of a sequence of load instructions that access different cache lines of the L1 data cache. The size of the array that the benchmark
traverses is the same as the size of the L1 data cache. Therefore, when the L1_dcache benchmark executes in isolation, most of the loads hit in the L1 data cache. However, when L1_dcache cache is scheduled with a co-runner that uses L1 cache, the data sets of both benchmarks do not fit in the cache, which causes L1 misses and longer execution time.

(1.4) The L1_icache benchmark consists of a sequence of jump instructions that access different cache lines in the instruction cache. The size of the code is equal to the size of the instruction cache.

(2) The L2 benchmark is designed using the same principle as L1_dcache benchmark. The only difference is that the size of the array that the benchmark traverses is equal to the L2 cache size.

(3) **Interface to off-chip resources (Memory bandwidth):** One of the factors which has a significant impact on the applications performance is access to the off-chip resources. The mem_bw benchmark is a resource-stressing benchmark that has the same structure as L1_dcache or L2 benchmark (a sequence of load instructions that traverse the array). Since the purpose of the benchmark is to stress the bandwidth to memory, but not to cause any collision in the main memory, the size of the array that the benchmark traverses has to be chosen to cause misses in the last level of cache, but not to cause page faults in the main memory. For the configurations we test in this study, the size of the mem_bw array is four times larger than the size of the last level of cache.

The set of resource-stressing benchmarks can be easily extended to stress execution units and I/O interfaces of different processors. For each architecture under study, the user should determine the set of shared resources in which co-running tasks may collide and design resource-stressing benchmarks for each of them.

### 6.2.3 Implementation

The framework for automatic execution of the experiments and for processing of the results is implemented in C programming language using POSIX threads [31]. The real-time and resource stressing benchmark that are used in each experiment are read from the input file defined by the user.

The core of our framework consists of benchmarks that stress specific processor resources. Each resource-stressing benchmark is defined in the function that is included in the framework. The benchmark functions are implemented directly in assembly of the
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Table 6.1: Structure of \textit{intAdd} resource-stressing benchmark

<table>
<thead>
<tr>
<th>Line</th>
<th>Source code</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>001</td>
<td>movl %1, %ecx</td>
<td>initialize loop counter \textit{ecx} (%1 is an input parameter)</td>
</tr>
<tr>
<td>002</td>
<td>label_intAdd:</td>
<td>beginning of the loop</td>
</tr>
<tr>
<td>003</td>
<td>add %eax, %ebx</td>
<td>target instruction</td>
</tr>
<tr>
<td>004</td>
<td>add %ebx, %eax</td>
<td>target instruction</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>252</td>
<td>add %ebx, %eax</td>
<td>target instruction</td>
</tr>
<tr>
<td>253</td>
<td>decl %ecx</td>
<td>decrement loop counter</td>
</tr>
<tr>
<td>254</td>
<td>cmp %ecx, $0</td>
<td>compare loop counter with 0</td>
</tr>
<tr>
<td>255</td>
<td>jne label_intAdd</td>
<td>if (counter \neq 0) jump to the beginning of the loop</td>
</tr>
</tbody>
</table>

target processor in order to: (1) Provide the programmer with the maximum control over the instructions that are to be executed, and (2) Prevent a compiler from applying any optimization that changes the core of the benchmarks. The assembly functions are inlined in a \textit{C} code in order to avoid the overhead of the function call.

All the resource-stressing benchmarks are designed using the same principle that is presented in Table 6.1. Each benchmark is comprised of three parts: (1) The register used as a loop iteration counter (\textit{ecx}) is initialized to the value of the input parameter (line 001). The initial value of \textit{ecx} determines the number of loop iterations and the duration of the benchmark. (2) The main part of the benchmark is a sequence of instructions of target type (lines from 003 to 252). The \textit{add} instruction is changed by the corresponding target instruction in each of the resource stressing benchmarks: \textit{nop} instruction 3 in the case of the \textit{nop} benchmark, integer multiplication in the case of the \textit{intMul} benchmark, etc. (3) Finally, the sequence of target instructions is followed with the decrement of the loop counter register (line 253), comparison of the counter value with zero (line 254), and a conditional branch to the beginning of the loop (line 255). The overhead of the loop and the calling code is very low - more than 99\% of the instructions targets the specific resource we want to stress.

An overview of the benchmarks that stress the cache memory and the memory band-

---

3In the current version of the \textit{nop} resource-stressing benchmark, we use one-byte \textit{nop} instruction which is an alias mnemonic for the \textit{XCHG (E)AX, (E)AX} instruction in Intel architectures. This instruction performs no operation and does not impact machine context, except for the instruction pointer register [1]. The same effect could be achieved by using multi-byte \textit{nop} in processors that have a support for this instruction [1]. An interesting avenue of future work could be to analyze whether using more complex opcodes would put higher stress to the decode unit and cause higher collision among simultaneously-running tasks that share this processor resource.
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```c
for(cnt=0; cnt < array_size; cnt+=stride)
{
    if(cnt<array_size-stride)
    {
        // Each array element contains the address of ...
        // ... the following array element we want to access.
        array[cnt] = (int)&array[cnt+stride];
    }
    else
    {
        // The last accessed element in the array points ...
        // ... to the first element of the array that we access.
        array[cnt] = (int)array;
    }
}
```

(a) Initialization code

<table>
<thead>
<tr>
<th>Addresses of array elements</th>
<th>Values of array elements (initialized at run time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x0A00</td>
<td>0x0A08</td>
</tr>
<tr>
<td>......</td>
<td>......</td>
</tr>
<tr>
<td>0x0A08</td>
<td>0x0A10</td>
</tr>
<tr>
<td>......</td>
<td>......</td>
</tr>
<tr>
<td>0x0A10</td>
<td>0x0A18</td>
</tr>
<tr>
<td>......</td>
<td>......</td>
</tr>
<tr>
<td>0x0A18</td>
<td>0x0A20</td>
</tr>
<tr>
<td>......</td>
<td>......</td>
</tr>
</tbody>
</table>

(b) An example of a memory access pattern

(c) Assembly stressing code

![Figure 6.2: Overview of the memory stressing benchmarks](image)

width is shown in Figure 6.2.3. The benchmarks are implemented using the concept of `pointer chasing`. In the benchmark initialization, which is done in the C code, we allocate a contiguous section of memory and initialize it in such a way that a given array element contains the address of the next array element (memory location) that we want to access, see Figure 6.2.3(a). The benchmarks are initialized to (1) Traverse the whole array, and (2) Access different cache lines in each memory access. An example of a benchmark memory access pattern is shown in Figure 6.2.3(b). Finally, Figure 6.2.3(c)
shows the assembly code that stresses the memory subsystem. First, the register used as a loop iteration counter (\texttt{ecx}) is initialized to the value of the input parameter (line 001). The initial address of the array is passed to the assembly code as an input parameter (line 002). The main part of the benchmark (lines from 004 to 253) is a sequence of indirect load instructions (\texttt{mov(\%eax), \%eax}) that follow the memory access pattern specified in the initialization.

In order to design the L1\_icache benchmark, we used a sequence of unconditional jump instructions that point to different labels (jump destinations). The code is designed in such a way that, at run-time, the benchmark (1) Traverses the whole instruction cache, and (2) Accesses different cache lines in each jump instruction.

We analyzed not only the functionality of the resource-stressing benchmarks, but also their portability to different processors with different cache organization or different ISA. By setting the values of parameters \texttt{array\_size} and \texttt{stride} to proper values (see Figure 6.2.3(a)), a user can easily adjust the memory stressing benchmarks to stress different parts of the memory subsystem of different architectures. The stressing assembly code of the L1\_icache benchmark is automatically generated. In order to adjust the L1\_icache benchmark to stress instruction caches with different size and organization, the user only has to specify the desired size of the stressing code and the stride between consecutive jump instructions (i.e. the stride between consecutive accesses to instruction cache). The resource stressing benchmarks are implemented in x86 ISA. In order to port benchmarks to architectures with different ISA, e.g. POWER or SPARC, the programmer only needs to change the x86 instructions in the assembly stressing code with the corresponding instructions of the target ISA. The assembly stressing code of the benchmarks is very simple, see Table 6.1 and Figure 6.2.3(c), thus a little effort is required to port this code to architectures with different ISAs.

6.2.4 Using the resource-stressing benchmarks

We used the resource-stressing benchmarks to: (1) Estimate the upper limit of a slowdown that co-running tasks may experience because of collision in different shared resources of a processor. This slowdown can be used to determine if a given MT processor is suitable for a time-critical environment. (2) Quantify the possible impact of inter-task interference to the execution time of an application. This improves the WCET estimation
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for applications that execute in MT COTS processors.

6.2.4.1 Worst-case slowdown in shared processor resources

In order to quantify the slowdown that an application may experience due to collision in the different shared resources of a given MT COTS processor, we deploy our resource-stressing benchmark in the following way. First, we measure the execution time of each resource-stressing benchmark when it runs in isolation ($ET_{\text{isolation}}$). Second, we measure the execution time when several resource-stressing benchmarks run concurrently ($ET_{\text{MT}}$).

In order to quantify the interference in processor resources, we compute the slowdown or normalized execution time as the relative difference between the benchmark execution time when it shares processor resources with other co-running benchmarks and when it runs in isolation: $\text{slowdown} = \frac{ET_{\text{MT}}}{ET_{\text{isolation}}}$. As resource-stressing benchmarks put high load on different hardware resources of a processor, the computed slowdown presents a good estimation of the worst-case slowdown that real applications may experience because of collision in these resources. Understanding the slowdown that co-runners may experience because of collision in shared resources can be used to define the suitability of a processor for a time-critical environment.

- When co-runners experience a significant slowdown due to resource sharing, this shows a potentially high variation in execution time of applications running on the processor. This means that the processor is not a good candidate for systems that have timing requirements.

- When co-runners experience a low slowdown due to resource sharing, it means that the processor is suitable for running time-critical applications. Low variation in execution time would allow accurate timing analysis for applications running on these architectures even if the set of co-runners change.

6.2.4.2 WCET estimation for real applications

In order to provide a meaningful WCET estimate of real applications running on a given MT COTS processor, it is important to quantify the slowdown that applications may experience due to collision in shared processor resources. Resource-stressing benchmarks can be used to measure this slowdown. In order to quantify a slowdown due to inter-task interferences in shared processor resources, we deploy our resource-stressing benchmark in...
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the following way. We measure the execution time of a real application when it runs in isolation ($ET_{\text{isolation}}$) and when it simultaneously executes with different resource-stressing benchmarks ($ET_{RS[i]}$). The sensitivity of the application to sharing a given resource $X$ of the processor is computed as $\text{sensitivity}[X] = \frac{ET_{RS[X]}}{ET_{\text{isolation}}}$, where $ET_{RS[X]}$ is the execution time of the application when co-running with a resource-stressing benchmark that targets resource $X$.

The sensitivity of an application running on a given processor is computed as the maximum value of sensitivity for all analyzed processor resources. If this sensitivity low, the application is not sensitive to the resource sharing on a given processor. This may be because the application does not stress shared processor resources. If the application experiences a significant slowdown when it executes with a benchmark stressing a given processor resource, the application will show a high sensitivity to that resource. Collision in that hardware resource is a potential source of high execution time variation that the application may experience.

In processors with more than two virtual CPUs (i.e. cores or hardware contexts), we can run the real application under study and several resource-stressing benchmarks at a time. These experiments combine the effect of the interferences in different resources, which may increase a measured slowdown and improve the WCET estimation. We expect that this methodology will show even better results in future MT COTS processors in which the number of cores and hardware contexts will increase.

6.3 Experimental Environment

In this section, we present the experimental environment used in the case study. We describe the different MT COTS processors, real benchmarks, and the methodology used in the experiments.

6.3.1 Hardware environment

We present a methodology that can be used to analyze how collision in shared processor resources can impact on the execution time of an application running on MT architectures. Still, in order to determine if a given processor is suitable for embedded real-time systems, it is important to consider several characteristics such as performance, energy consumption, dissipation, etc. The processors we used in the case studies are not neces-
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sarily the type of MT COTS processors used in embedded real-time systems because they do not necessarily meet those requirements. However, the processors used exhibit several configurations of resource sharing that allow us to show the application of our methodology for different types of target architectures. The three MT COTS processors considered in this study are the following:

(1) **Atom Z530** [21] is a HyperThreading processor. The schematic view of the processor is shown on in Figure 6.3(a). Atom Z530 has one core that supports the simultaneous execution of two tasks (two software threads). Most of the processor resources are shared among co-running tasks: from the front-end of the pipeline to the memory bandwidth. The platform based on the Atom processor contains 500MB of main memory.

(2) The **Pentium D** processor [121] contains two cores, and each of them can execute only one task at a time, see Figure 6.3(b). The front end of the pipeline, integer and FP execution units, L1 data, instruction, and L2 caches are private to each core. Simultaneously-running tasks on this processor can only collide in the bandwidth to the main memory. Platform based on Pentium D processor contains 2GB of main memory.

(3) The **Core2Quad** processor [46] that we use in the study (Q9550) contains four cores, and each of them can execute only one task at a time, see Figure 6.3(c). The front end of the pipeline, integer and FP execution units, L1 data and instruction caches, are private to each core. The L2 cache memory has two partitions. Each partition is shared by tasks running on two cores: Partition 1 is shared by tasks running on Core 0 and Core 1, while partition 2 is shared among Core 2 and Core 3. This means that the distribution of simultaneously-running tasks on the processor determines if tasks share the L2 cache.

In order to evaluate all the possible scenarios, we run two sets of experiments for the Core2Quad processor: (1) Reference and stressing benchmarks are bound to Core 0 and Core 1, while no benchmarks are running on cores 2 and 3 (RS-nn). In this distribution, reference and stressing benchmarks share the L2 cache. (2) A reference benchmark is bound to Core 0, while no benchmark is running on Core 1, and two stressing benchmarks are running on Core 2 and Core 3 (Rn-SS distribution). In this distribution, reference and stressing benchmarks do not share L2 cache. Finally, on the Core2Quad processor, the bandwidth of the main memory is shared among all simultaneously-running tasks. The platform based on the Core2Quad processor contains 4GB of main memory.

As mentioned in Section 6.2, when a processor contains more than two cores of hardware contexts, we can run several combinations of resource-stressing benchmarks in or-
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Figure 6.3: Schematic view of the processors used in the study

(a) Atom Z530
(b) Pentium D
(c) Core2Quad

der to improve the worst-case slowdown obtained by our methodology. In the case of the Core2Quad processor, we will bind the benchmark under study to Core 0, and run all possible combinations of L2 and mem_bw benchmarks in Core 1, Core 2, and Core 3.

6.3.2 Benchmarks

In addition to the set of resource-stressing benchmarks presented in Section 6.2, we used the following benchmarks to evaluate the proposed methodology.

STAP Radar: Space Time Adaptive Processing (STAP) Radar is a mission-critical application developed by Thales Research & Technology [43]. The application is a simplified view of a moving target indication application, whose goal is to receive the echo of a periodic sequence of radar pulses and to detect the objects that are moving on the ground. The main characteristics of the applications are the following. First, a large part of the application is data-flow, manipulating multidimensional arrays of data. Second, data reordering (switching dimensions of arrays) is often needed. Third, the processing chain uses different operators, with different specific needs in terms of precision and dynamic range. And, fourth, real-time performance is one of the key requirements, both in terms of computation throughput and latency.
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CoreMark [47] is a benchmark developed by the Embedded Microprocessor Benchmark Consortium (EEMBC) [57] and is designed specifically to test the functionality of a processor core. The EEMBC CoreMark suite contains three types of functionality that are representative of real-time environments: (1) Matrix-related functionality: Matrix multiplications, matrix addition, addition of a constant to a matrix; (2) Linked list management operations: Operations like insert, remove, or find the element in the linked list; (3) Finite State Machine (automata) operations. In each run, CoreMark benchmark executes all three sets of functions.

H264_encode is a benchmark included in MediaBench II suite [66]. The benchmark encodes videos using H.264 compression standard. This compression standard is widely used for recording, compression, and distribution of high definition video. H264_encode is a good representative of soft real-time applications. In addition to this, video encoding using H.264 standard is used for video streaming in high-performance mission-critical networks [20, 52, 80].

6.3.3 Experimental methodology

The experiments were designed in such a way as to provide reliable results and minimize the impact of the operating system processes. Each experiment was repeated 50 times and each time we measured the execution time of the application under study. As our study addresses timing predictability and timing bounds of applications, we reported and analyzed the Longest Observed Execution Time (LOET) in 50 repetitions. We measured the execution time of an experiment by reading the time stamp counter (rdtsc). The time stamp counter is a 64-bit register that counts the number of ticks since reset on x86 processors. We accessed the counter register using the macro written in x86 assembly that is included in the experimental framework. This way, we avoided any system call for measuring time.

As the experiments were executed on a full-fledged Linux operating system (OS), we paid special attention to minimizing the impact of the OS to our measurements [71, 122, 133]. To avoid task migration among different cores (virtual CPUs, hardware contexts, strands) of a processor, we bound each benchmark to the corresponding core using the sched_setaffinity system call.

In order to quantify the impact of the OS processes on the platforms used in the study, we repeated each benchmark in isolation for 10,000 times and measured the impact of
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OS processes to the execution time of the benchmark. Our results show that the impact of interference with the OS processes to variation of benchmark execution time is below 1%.

6.4 Evaluation

In this section, we show how the proposed methodology can be applied to determine the suitability of the three MT COTS architectures presented in the previous section for time-critical environments. This scenario is relevant when companies have to determine which MT COTS architectures are good candidates to be used in their future time-critical system. After using our methodology to select a subset of processors with appropriate distribution and characteristics of shared resources, the company can do a detailed analysis of each of the selected processors to provide stronger guarantees that it meets the requirements of the system.

If an architecture under study offers a mechanism that could provide isolation between simultaneously-running threads (e.g. cache partitioning), the presented methodology can be used to characterize different configurations of a single architecture. None of the architectures under study provides a support for partitioning of shared hardware resources (thread isolation), thus we were not able to explore this approach. We believe that it is an interesting avenue of future work.

6.4.1 Potential execution time variation

We start by analyzing the potential slowdown that applications may experience because of the collision in shared processor resources. To that end, we run all resource-stressing benchmarks in isolation and in different workloads. By observing the slowdown of the benchmarks, we can quantify the potential slowdown a real application would experience due to resource sharing. The results are presented in Table 6.2. Each entry of the table shows the slowdown that the benchmark under study (listed in the rows of the table) experiences when it is simultaneously executed with the stressing benchmarks (columns).

Atom processor. When running on the Atom processor, all benchmarks in our resource-stressing benchmark suite have a co-runner that makes them experience significant slowdown, see Table 6.2(a). In most of the experiments, the benchmark under study experiences the highest slowdown when it is simultaneously executed with one more instance
Table 6.2: Possible slowdown because of the collision in processor resources

<table>
<thead>
<tr>
<th></th>
<th>Pipeline front end</th>
<th>Pipeline back end (Execution units)</th>
<th>Cache memory</th>
<th>Off-chip resources</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nop</td>
<td>intAdd, intMul, intDiv, fpAdd, fpMul, fpDiv</td>
<td>L1 data, L1 icache, L2</td>
<td>mem_bw</td>
</tr>
<tr>
<td>Pipeline front end</td>
<td></td>
<td>nop</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pipeline back end (Execution units)</td>
<td></td>
<td>intAdd, intMul, intDiv, fpAdd, fpMul, fpDiv</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cache memory</td>
<td>L1 dcache</td>
<td>L1 icache, L2</td>
<td>mem_bw</td>
<td></td>
</tr>
<tr>
<td>Off-chip resources</td>
<td></td>
<td>nop</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a) Atom

<table>
<thead>
<tr>
<th></th>
<th>Pipeline front end</th>
<th>Pipeline back end (Execution units)</th>
<th>Cache memory</th>
<th>Off-chip resources</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nop</td>
<td>intAdd, intMul, intDiv, fpAdd, fpMul, fpDiv</td>
<td>L1 data, L1 icache, L2</td>
<td>mem_bw</td>
</tr>
<tr>
<td>Pipeline front end</td>
<td></td>
<td>nop</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pipeline back end (Execution units)</td>
<td></td>
<td>intAdd, intMul, intDiv, fpAdd, fpMul, fpDiv</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cache memory</td>
<td>L1 dcache</td>
<td>L1 icache, L2</td>
<td>mem_bw</td>
<td></td>
</tr>
<tr>
<td>Off-chip resources</td>
<td></td>
<td>nop</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) Pentium D

<table>
<thead>
<tr>
<th></th>
<th>Pipeline front end</th>
<th>Pipeline back end (Execution units)</th>
<th>Cache memory</th>
<th>Off-chip resources</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nop</td>
<td>intAdd, intMul, intDiv, fpAdd, fpMul, fpDiv</td>
<td>L1 data, L1 icache, L2</td>
<td>mem_bw</td>
</tr>
<tr>
<td>Pipeline front end</td>
<td></td>
<td>nop</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pipeline back end (Execution units)</td>
<td></td>
<td>intAdd, intMul, intDiv, fpAdd, fpMul, fpDiv</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cache memory</td>
<td>L1 dcache</td>
<td>L1 icache, L2</td>
<td>mem_bw</td>
<td></td>
</tr>
<tr>
<td>Off-chip resources</td>
<td></td>
<td>nop</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(c) Core2Quad: RS-nn distribution

<table>
<thead>
<tr>
<th></th>
<th>Pipeline front end</th>
<th>Pipeline back end (Execution units)</th>
<th>Cache memory</th>
<th>Off-chip resources</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nop</td>
<td>intAdd, intMul, intDiv, fpAdd, fpMul, fpDiv</td>
<td>L1 data, L1 icache, L2</td>
<td>mem_bw</td>
</tr>
<tr>
<td>Pipeline front end</td>
<td></td>
<td>nop</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pipeline back end (Execution units)</td>
<td></td>
<td>intAdd, intMul, intDiv, fpAdd, fpMul, fpDiv</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cache memory</td>
<td>L1 dcache</td>
<td>L1 icache, L2</td>
<td>mem_bw</td>
<td></td>
</tr>
<tr>
<td>Off-chip resources</td>
<td></td>
<td>nop</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(d) Core2Quad: Rn-SS distribution
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of the same resource-stressing benchmark. We also observe that, in general, the detected slowdown is quite high (up to 15.3×) and that the variation of the slowdown for different benchmarks is also very high. The slowdown due to the sharing of pipeline resources is less than 2×. When co-running tasks collide in the cache memory, the slowdown is higher and it ranges up to 6.2×, 2.7×, 14.1×, and 15.3× due to collision in the L1 data cache, instruction cache, L2 cache, and memory bandwidth, respectively. The mem_bw stressing benchmark stresses memory bandwidth through shared L2 cache. Hence, the slowdown that the benchmark under study experiences when it is co-scheduled with mem_bw stressing benchmark is the consequence of cumulative collision in the L2 cache and the memory bandwidth.

As applications running on the Atom processor may experience a significant slowdown because of interference in several resources, it is very difficult to estimate WCET of concurrently running time-critical tasks. Therefore, we conclude that the hyperthreading feature in the Atom processor should be avoided in time-critical environments that require predictability of application execution time. Disabling hyperthreading would lead to a more predictable execution time of the applications. However, this would make the Atom a single-threaded processor that would defy all performance improvements of MT architectures.

It is important to emphasize that our characterization does not conclude that the Atom is a poorly designed processor. Our experiments show that it is very difficult to estimate WCET of time-critical tasks concurrently running this processor, and, therefore, we do not recommend its use in time-critical environments. However, the Atom processor could be very suitable for systems that do not necessitate WCET analysis, i.e. the systems in which average performance, performance per watt, or performance per joule are the most important requirements.

**Pentium D processor.** The results for the Pentium D processor are presented in Table 6.2(b). We do not detect any slowdown because of the collision in execution pipeline resources (front-end of the pipeline, integer and FP execution units) or L1 data and instruction caches. These resources are private to each core, and, therefore, not shared among co-running tasks. Simultaneously-running applications only share the memory bandwidth. The slowdown we detect when the two mem_bw benchmarks simultaneously execute is very low, only 30%. We also detect interference between L2 and mem_bw benchmarks (10% slowdown). This is due to the fact that the L2 benchmark traverses an array whose size is equal to the size of the L2 cache. Although we try to access the whole...
cache equally, the replacement policy may put a higher stress on some sets. This causes
the L2 benchmark to experience some L2 misses. The memory accesses that miss in the
L2 cache collide with mem_bw in the memory bandwidth.

To sum up, the potential slowdown because of inter-task interference on Pentium D
processor is fairly low (around 30%). In addition to this, the co-running tasks do not
interfere in most of the processor resources. Thus, it is much easier to estimate WCET
of co-running time-critical tasks. We conclude that the architectures like Pentium D are
good candidates to be used in time-critical environments that require predictability of
application execution time.

Core2Quad processor. The Core2Quad processor has two levels of resource shar-
ing [154], see Figure 6.3(c). In order to cover all possible scenarios, we analyzed the two
benchmark distributions for the Core2Quad processor: (1) RS-nn, when the benchmark
under study and the stressing benchmark share L2 cache, and (2) Rn-SS when the bench-
mark under study and stressing benchmarks do not share L2 cache, but only the memory
bandwidth.

Results for the RS-nn distribution are presented in Table 6.2(c). We detect a significant
slowdown when the two benchmarks collide in the L2 cache. The L2 resource-stressing
benchmark experiences a slowdown of $14.4 \times$ when co-running with one more instance
of L2 or mem_bw benchmark. In addition to this, we detect a 10% slowdown because of
collision in memory bandwidth.

Results for the distribution in which the benchmark under study does not share the L2
cache with stressing co-runners are presented in Table 6.2(d). As for the Pentium D pro-
cessor, we detect only a low interference in the memory bandwidth (30% slowdown). In
addition to interference between mem_bw benchmarks, we also detect a slowdown when
reference mem_bw is co-scheduled with two instances of the L2 benchmark. When two
stressing L2 benchmarks share the L2 cache, they experience a lot of L2 cache misses that
access the main memory and stress memory bandwidth, as the majority of the instructions
miss in L2 cache. Therefore, although the L2 benchmark is not designed to stress band-
width to the main memory, the two benchmark instances that share L2 cache are very bad
co-runners for applications using memory bandwidth.

From the analysis of the Core2Quad processor, we see that the potential slowdown
that the application experiences because of collision in processor resources with the co-
running tasks also depends on the distribution of running benchmarks. When the two
running benchmarks share L2 cache, they can experience a significant slowdown because
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of the collision in this resource. However, if the benchmarks are distributed in such a way that they share only the memory bandwidth, the slowdown we detect is low, around 30%. Therefore, architectures similar to Core2Quad processor are good candidates for systems with timing requirements, as long as time-critical applications do not share the L2 cache memory with co-running tasks.

6.4.2 Application sensitivity to resource sharing

The results presented in the previous section show that applications simultaneously-running on a processor may experience high variations in execution time because of collision in shared processor resources.

Unlike stressing benchmarks, real applications do not use a single resource during their entire execution, but have different phases in which they use different resources. The usage patterns determine the actual effect that resource sharing has on the applications’ execution time. In order to understand which resources are stressed by real applications, we execute them simultaneously with the resource-stressing benchmarks. We define the sensitivity of an application to a specific processor resource as the slowdown that the application experiences when it is co-scheduled with corresponding resource-stressing benchmark.

The results presented in Table 6.3 show the sensitivity of applications to resource sharing. Each entry of the table shows the slowdown that the real benchmark, whose sensitivity we measure (listed in the rows of the table), experiences when it is simultaneously executed with different resource-stressing benchmarks (columns).

**Atom.** The results for the Atom processor are presented in Table 6.3(a). We reach two conclusions: (1) All real benchmarks presented are sensitive to sharing most of the processor resources, and (2) The slowdown experienced by real applications when co-running with resource-stressing benchmarks is up to 22% for STAP Radar, 47% for H264_encode, and up to 18% for the CoreMark benchmark. This is significantly lower than the slowdown we detect for resource-stressing benchmarks (see Table 6.2(a)). This means that, although the underlying architecture has a strong potential to lead to high variation in the execution time of running applications, the particular real benchmarks that we used do not experience a significant slowdown.

**Pentium D.** The results for the Pentium D processor are presented in Table 6.3(b). Real benchmarks running on the Pentium D are only sensitive to sharing the memory
Table 6.3: Sensitivity of the real benchmarks to a collision in processor resources

<table>
<thead>
<tr>
<th>Pipeline front end</th>
<th>Pipeline back end (Execution units)</th>
<th>Cache memory</th>
<th>Off-chip resources</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>intAdd</td>
<td>intMul</td>
<td>intDiv</td>
</tr>
<tr>
<td>STAP Radar</td>
<td>1.06</td>
<td>1.17</td>
<td>1.10</td>
</tr>
<tr>
<td>H264 encode</td>
<td>1.26</td>
<td>1.35</td>
<td>1.25</td>
</tr>
<tr>
<td>CoreMark</td>
<td>1.02</td>
<td>1.01</td>
<td>1.18</td>
</tr>
</tbody>
</table>

(a) Atom

<table>
<thead>
<tr>
<th>Pipeline front end</th>
<th>Pipeline back end (Execution units)</th>
<th>Cache memory</th>
<th>Off-chip resources</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nop</td>
<td>intAdd</td>
<td>intMul</td>
</tr>
<tr>
<td>STAP Radar</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>H264 encode</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>CoreMark</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

(b) Pentium D

<table>
<thead>
<tr>
<th>Pipeline front end</th>
<th>Pipeline back end (Execution units)</th>
<th>Cache memory</th>
<th>Off-chip resources</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nop</td>
<td>intAdd</td>
<td>intMul</td>
</tr>
<tr>
<td>STAP Radar</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>H264 encode</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>CoreMark</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

(c) Core2Quad: RS-ss distribution

<table>
<thead>
<tr>
<th>Pipeline front end</th>
<th>Pipeline back end (Execution units)</th>
<th>Cache memory</th>
<th>Off-chip resources</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nop</td>
<td>intAdd</td>
<td>intMul</td>
</tr>
<tr>
<td>STAP Radar</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>H264 encode</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>CoreMark</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

(d) Core2Quad: Rn-ss distribution

bandwidth. The slowdown that the real benchmarks experience is still lower than the slowdown of resource-stressing benchmarks (see Table 6.2(b)), but the difference is low.

Core2Quad. The results for the Core2Quad processor and the task distribution in which reference and stressing benchmarks share the L2 cache are presented in Table 6.3(c). We detect no slowdown for the STAP Radar benchmark, and a very low slowdown (below 2%) when H264_encode and CoreMark are executed with L2 and mem_bw co-runners. This means that the processor has the potential for significant slowdown because of a collision in the shared L2 cache, but that the given set of benchmarks is insensitive to this resource. However, if the target applications change, the possible variation in the execution time due to interference in L2 cache is high.

We repeat the experiments on the Core2Quad processor for the distribution in which real applications and resource-stressing benchmarks do not share the L2 cache, see Ta-
6.3(d). We detect a very low slowdown (around 1%) when STAP Radar and H264_encode simultaneously execute with mem_bw stressing benchmark. Again, the slowdown that the real benchmarks experience is lower than the slowdown of resource-stressing benchmarks (see Table 6.2(d)).

One conclusion we reach from the presented results is that the real benchmarks we use in the study show low sensitivity to resource sharing. The other way to understand the results is that the applications under study are under-utilizing some of the processor resources (e.g. the L2 cache), so a less aggressive processor could be used to provide similar performance. It is important to note that these conclusions apply to the benchmarks and processors we analyze in the study and not to the proposed methodology. The same methodology applied to different real benchmarks or processors could reach different conclusions.

6.4.3 WCET estimation

In order to reduce costs, current and future real-time systems follow an integrated approach in which more functionality is executed on the same hardware. This requires hardware that provides higher performance, and that enables incremental timing verification. Incremental timing verification means that a user does not have to verify the timing behavior of all running applications each time a new component (application) is changed or added to the system [60]. In that sense, the system is time composable if the WCET estimate of the tasks do not change if any of the tasks in the workload change. In this section, we show how our methodology helps with providing composable WCET estimations.

When directly extending the standard measurement-based approach (used in single-threaded processors) to MT architectures, the application under study should be executed with different sets of co-running tasks (in different workloads). The longest observed execution time of the application in any workload would then be used to estimate the WCET. We show that this approach does not properly quantify the impact of inter-task interaction to application execution time, and that can lead to an underestimation of WCET.

In the standard measurement-based analysis (Classical approach) the application under study is executed in different workloads. In our case, as we analyze three real benchmarks, we can run all possible workloads. In Table 6.4, we present the slowdown that the benchmarks under study (listed in the rows of the table) experience when they exe-
Table 6.4: Comparison of classical measurement-based timing analysis and our approach

cute with different stressing benchmarks (columns). In the last column of the table (Our approach), we also present the slowdown of the benchmark that is computed by measuring benchmark sensitivity to inter-task interference in shared processor resources. This is the maximum slowdown that the benchmark experiences when it is co-scheduled with different resource stressing benchmarks (see Section 6.2.4.2).

**Atom.** The results for the Atom processor are presented in Table 6.4(a). For all three benchmarks, STAP Radar, H264 encode, and CoreMark, the maximum slowdown detected using the classical approach is exceeded in experiments with resource-stressing benchmarks. The difference between the slowdown measured by the classical approach and the slowdown measured using our methodology ranges up to 14% (CoreMark benchmark).

**Pentium D.** The results for the Pentium D processor are presented in Table 6.4(b). In this case, we detected no slowdown when pairs of real benchmarks executed on the
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processor. However, when we execute STAP Radar, H264 encode, and CoreMark with resource stressing benchmarks, we detected a slowdown of up to 2%, 4%, and 3%, respectively. Again, the maximum slowdown detected when using the classical approach was exceeded in experiments with resource-stressing benchmarks.

**Core2Quad.** The results for the Core2Quad processor are presented in Tables 6.4(c) and (d). In both task distribution, RS-nn and Rn-SS, we detect no slowdown when workloads composed of real benchmarks execute on the processor. When H264 encode and CoreMark share the L2 cache with resource stressing benchmarks (see Table 6.4(c)) we detect slowdown of 2% and 1%, respectively. When STAP Radar and H264 encode share memory bandwidth with stressing benchmarks, the detected slowdown is 1%, see Table 6.4(d).

Real applications have different phases in which they stress different processor resources. Also, the stress that real applications put on each processor resource is not the highest possible stress of that resource. Therefore, experiments in which several real applications simultaneously execute on the processor are unlikely to capture the worst possible inter-task interference. Resource stressing benchmarks put high stress on specific processor resources. Running real applications with resource stressing benchmarks will detect inter-task interference in shared processor resources and properly quantify the impact of this interference on execution time. To summarize, measuring the interference between real applications and resource stressing benchmarks can significantly improve measurement-based methods for estimation of WCET in MT COTS processors.

As we explained in Section 6.2.1, the design of a worst-stressing benchmark is infeasible in practice. An interesting avenue of future work could be to analyze how the sensitivity of real applications to collision in different processor resources independently can be combined to estimate the worst possible slowdown that the application may experience because of interference with tasks co-running on the MT COTS processor. This value could be used to compute a good estimate of the application WCET independently from the set of co-running tasks.

### 6.4.4 Mixed stressing workloads

When the analyzed MT COTS processor comprises more than two cores or hardware contexts, the application under study can be co-scheduled with different sets of resource-stressing benchmarks. In these experiments, the slowdown that an application experiences
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Table 6.5: The timing analysis of the Core2Quad processor: The improvement of the mixed stressing workload

<table>
<thead>
<tr>
<th></th>
<th>Homogeneous stressing workload</th>
<th>Mixed stressing workload</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L2</td>
<td>mem_bw</td>
</tr>
<tr>
<td>STAP Radar</td>
<td>1.05</td>
<td>1.06</td>
</tr>
<tr>
<td>H264 encode</td>
<td>1.07</td>
<td>1.07</td>
</tr>
<tr>
<td>CoreMark</td>
<td>1.02</td>
<td>1.03</td>
</tr>
</tbody>
</table>

is a combination of collision in different processor resources, so this approach improves the estimation of application worst case slowdown.

In our study, Core2Quad is the only processor that supports simultaneous execution of more than two tasks. In order to test mixed criticality stressing workloads, we execute real benchmarks with homogeneous stressing workloads (three instances of L2 or mem_bw benchmark) and with workloads that combine L2 and mem_bw benchmarks. In these experiments, we use only L2 and mem_bw because they are the only benchmarks that stress shared resources of the Core2Quad processor (see Table 6.2). The results of the experiments with mixed stressing workloads are presented in Table 6.5. Each entry of the table shows the slowdown that the benchmark under study (listed in the rows of the table) experiences when it is simultaneously executed with different stressing workloads (columns). For two out of three real benchmarks under study, H264 encode and CoreMark, the slowdown caused by mixed stressing workload exceeds the highest slowdown of homogeneous workloads.

Overall, we show that running workloads composed of real applications may not be sufficient to determine which processor is a better candidate to be used in time-critical environments. In addition to analyzing the measured slowdown experienced by a given set of applications, it is also important to understand the potential slowdown that simultaneously-running applications can experience because of collision in shared resources. We show that the slowdown that applications experience because of collision in shared resources may be low if the applications are insensitive to these resources, even if the potential slowdown is very high.
6.4.5 Additional considerations

**System level timing analysis:** Once the presented methodology is used to quantify the slowdown that an application may experience due to inter-task interferences and WCET of the application is estimated, it is necessary to consider system level issues such as sharing of OS services, process preemption, context switching cost, or task scheduling, and to do a response time analysis. The impact of system level issues on an application WCET, and the response time analysis are out of the scope of the presented study.

**Hybrid WCET analysis:** Several studies propose *hybrid WCET analysis* as a method for the timing analysis of real-time systems. Hybrid WCET analysis is the combination of static program analysis and the measurement-based techniques [53, 93, 136, 159]. First, the hybrid WCET analysis statically analyzes the application code. As the analysis of all possible execution paths of real industrial programs is complex or even infeasible, hybrid WCET analysis divides the program into mutually exclusive segments and analyzes each segment separately. For each program segment, the analysis determines the different possible execution paths of the program and generates sets of input data that force the execution of each path. Later, the program is executed on real hardware for different input data sets provided by static analysis. For each set of input data, the user measures the execution time of the corresponding segment of the code. Finally, the WCET of the whole program is computed based on the measured execution time of different program segments. In hybrid WCET analysis, the measurements are performed on real hardware, so a detailed model of the architecture under study is not required. This is its main advantage when compared to the static WCET analysis. To the best of our knowledge, current hybrid WCET analysis studies are focused on WCET estimation of applications running on single-threaded processors. As a part of our future work, we plan to use the presented methodology to detect the possible slowdown of different program segments and to extend the current hybrid WCET analysis to MT COTS architectures.

In all the experiments, the slowdown that the benchmarks experience is measured from the entry until the termination of the benchmark execution (*end-to-end* measurements). However, the presented methodology can be easily adjusted to focus on different program segments, so it can be used in hybrid WCET analysis or when only some program segments have time-critical requirements. In this case, the set of resource-stressing benchmarks and the set of experiments would remain the same: the application under study should be executed in isolation and with the resource-stressing co-runners. The
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only difference is that, in this case, instead of measuring the execution time (slowdown) of the whole application, the user should instrument only the program segments under study. Methods for low-overhead instrumentation of different application segments have already been proposed [135].

6.5 Related Work

Despite the benefits that MT COTS processors may offer in embedded real-time systems these architectures are still not widely used in real-time systems because the timing analysis is too complex. To the best of our knowledge, our study presents the first systematic approach for measurement-based timing analysis of time-critical applications running on MT COTS architectures. Several studies and projects analyze collision in shared hardware resources among tasks co-scheduled on MT architectures and the impact of this collision on WCET analysis.

Schliecker et al. [137] and Pellizzoni et al. [120] analyze the delay of memory access in systems where several simultaneously-running tasks share the main memory. The proposals require a detailed profiling of application memory access pattern and a deep understanding of the memory arbitration policy. Although both proposals can be applied only in systems where the main memory is the only shared resource (authors assume non-shared caches), we believe that these studies are a very good starting point to better understand the possible use of multithreaded processors in time-critical systems.

Cullmann et al. [49] analyze the design of future multithreaded processors for time-critical systems. The authors show that some processor designs make the timing analysis infeasible and suggest design principles for making multithreaded architectures predictable. This analysis is complementary to our study. Based on the theoretical analysis, the authors give guidelines for the design of predictable architectures, while we present the measurement-based approach to determine if a given architecture is a good candidate for time-critical systems.

Several projects propose hardware solutions to deal with the inter-task interferences on WCET in MT architectures [18, 68, 78, 110, 124, 125, 150]. These projects make a wide range of proposals. Some suggest preventing inter-task interferences by assigning each task a subset of resources and not allowing other user tasks to use the resources. This can be implemented by splitting the hardware resource temporally or spatially. Other proposals suggest actually allowing tasks to share hardware resources and defining the
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boundaries of this interaction so that the maximum effect of the interaction on the WCET is known. Although these proposals are different, the common factor is that they all propose changes in hardware to reach their objectives. The objective of our study is to show how, without any change, MT COTS processors can assess the challenges and the requirements imposed in a real-time environment, mainly time predictability.

Several studies focus on Measurement-Based Timing Analysis (MBTA) for single-threaded architectures. The studies propose an improvement of the accuracy and coverage of MBTA by using static code analysis. Schaefer et al. [136] propose measuring execution time at basic block level and using this data to estimate WCET of the whole program. Deverge and Puaut [53] propose using structural testing methods to generate input data for experiments used in measurement-based WCET analysis. Kirner et al. [93] use static program analysis to generate test data that cover different execution paths. Authors also propose a decomposition of program paths into smaller parts (subpaths) and using an independent measurement-based analysis for each subpath. Finally, the WCET estimate of the whole program is calculated based on the execution time of each subpath. Wenzel et al. [159] present a similar approach: they propose a decomposition of the program into segments and doing a timing analysis for each segment. The authors also propose an approach for good program segmentation – one that balances the number of program segments with the average number of paths per segment. Rieder et al. [135] analyze different approaches for measuring the execution time of program segments. The authors propose an external Runtime Measurement Device and suggest the integration of this device into the analysis framework that automatically collects the data needed for measurement-based WCET analysis. All the above studies propose improvements of end-to-end measurement-based timing techniques for single-threaded processors. In our study, we extend measurement based timing analysis for multithreaded processors and show how it can be used to determine which architecture is more suitable for systems with timing requirements.

6.6 Summary

COTS processors are increasingly being considered in the design of systems with timing requirements. MT COTS architectures are of special interest due to good performance-per-watt ratio, high performance opportunities, and their suitability for embedded architectures in which several functions are integrated into the same processor.
Unfortunately, despite the benefits that MT COTS may offer in embedded real-time systems, the time-critical market has not yet embraced a shift toward these architectures. The main challenge with MT COTS architectures is the difficulty when predicting the execution time for simultaneously-running time-critical tasks. Providing a timing analysis for real industrial applications running on MT COTS processors becomes extremely difficult because the execution time of a task, and hence its WCET depends on the interference with co-running tasks in shared processor resources.

In this chapter of the document, we have shown that the measurement-based timing analysis used for single-threaded processors cannot be directly extended for MT COTS architectures. Running workloads composed of real applications may not be sufficient to capture the possible slowdown that applications experience due to interferences. This is due to the fact that the applications used may be insensitive to interference in processor shared resources. We propose a methodology that quantifies the slowdown that a task may experience because of collision with co-runners in shared resources of MT COTS processor. To that end, we developed a set of specific resource-stressing benchmarks and propose a measurement-based approach to determine the possible slowdown caused by inter-task interferences. The two main applications of our methodology are: (1) The methodology helps to determine which architecture among different MT COTS processors is more suitable to be used in time-critical environments, (2) Our methodology shows the potential variation in execution time a task in a workload may experience if any of the co-runner changes.

We also presented several case studies in which we analyze three MT COTS architectures with different degrees of shared resources. We show that, for a given workload composed of several real-time benchmarks, all three types of architecture show low interference among co-running tasks and stable execution time. However, our method shows that potential variation in the execution time of applications is different for each architecture under study, and that not every one of the three architectures are good candidates to be used in time-critical systems.
Multithreaded processors are a very good solution for exploiting processor performance beyond the limitations imposed by limited instruction-level parallelism and power wall. Currently, multithreaded architectures are the mainstream in the processor design. They are widely used in servers, desktop computers, lap-tops, and mobile devices.

However, multithreaded architectures introduce several challenges at the software level. In order to utilize the hardware potential optimally and to deliver maximum performance, state-of-the-art multithreaded architectures have to execute numerous software threads simultaneously. At the operating system level, one of the main challenges becomes how to schedule simultaneously-running threads. Also, the need for numerous threads motivates the development of multithreaded applications and algorithms. Development of efficient, portable, and correct multithreaded software requires novel programming models and paradigms, and increases the complexity of compilers. In time-critical environments, the timing analysis has to estimate the impact of the collision in shared hardware resources between simultaneously-running threads on the execution time of each thread.

This thesis presented cross-domain approaches that improve the effective use of multithreaded architectures. The contributions of the thesis can be classified in three groups. First, we proposed several methods for thread assignment of multithreaded network applications running in multithreaded servers. Second, we analyzed the problem of graph partitioning that is a part of the compilation process of multithreaded streaming applications. Finally, we presented a method that improves the measurement-based timing analysis of multithreaded architectures used in time-critical environments. The following sections briefly summarize each of the contributions.
7.1 Thesis contributions

7.1.1 Thread assignment on multithreaded processors

State-of-the-art multithreaded processors have different levels of resource sharing (e.g. between thread running on the same core and globally shared resources). Therefore, the way that the threads of a given workload are assigned to processors’ hardware contexts determines which resources the threads share, which, in turn, may significantly affect the system performance.

In this thesis, we demonstrated the importance of thread assignment for network applications running in multithreaded servers. We also presented TSBSched and BlackBox scheduler, simple methods for thread assignment of multithreaded network applications running on processors with several levels of resource sharing. We evaluated TSBSched and BlackBox scheduler for a set of network applications running on the UltraSPARC T2 processor. The presented results show very high accuracy of both proposed thread assignment methods, and significant performance improvement over random and Linux-like thread assignment approaches.

We also proposed a statistical approach to the thread assignment problem. In particular, we showed that running a sample of several hundred or several thousand random thread assignments is enough to capture at least one out of 1% of the best-performing assignments with a very high probability. We also described the method that estimates, with a given confidence level, the optimal system performance for given workload. Knowing the optimal system performance improves the evaluation of any thread assignment technique and it is the most important piece of information for the system designer when deciding whether any scheduling algorithm should be enhanced. The presented statistical approach is completely independent of the hardware environment and target applications. The approach scales to any number of cores and hardware contexts per core, and it does not require any profiling of the application nor does it require knowledge of the architecture of the target hardware. We successfully applied our proposal to a case study of thread assignment of multithreaded network applications running on the UltraSPARC T2 processor. Our results show that running several thousand random thread assignments provided enough information for the precise estimation of the performance of the optimal thread assignment. Also, several thousand random thread assignments were sufficient to capture the assignments with performance very close to the optimal ones (less than 2.5%
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of the performance loss), requiring around two hours of experimentation in the target architecture in the worst case.

7.1.2 Kernel partitioning of streaming applications

Another difficulty in modern computing systems is how to write efficient, portable, correct software for multithreaded processors. A promising approach is to expose more parallelism to the compiler through domain-specific languages, enabling the compiler to perform complex high-level transformations. One important application domain comprises stream programs. An important step in compiling a stream program to multiple processors is kernel partitioning, which significantly affects application performance. Finding an optimal kernel partition is, however, an intractable problem.

We proposed a statistical approach to the kernel partitioning problem. We described a method that statistically estimates, with a given confidence level, the performance of the optimal kernel partition. We demonstrated that the sampling method is an important part of the analysis, and that not all methods that generate i.i.d. samples provide good results. We also showed that random sampling on its own can be used to find a good kernel partition, and that it could be an alternative to heuristics-based approaches.

The presented statistical method does not depend on the application. It does not require any application profiling nor does it require the understanding of the application stream graph. The method can be applied to streaming applications with any number of kernels, and it can target any number of software threads. The presented method can analyze different metrics such as throughput, maximum hardware utilization, and minimum energy or power consumption.

We successfully applied the presented statistical analysis to the benchmarks included in the StreamIt 2.1.1 suite. The method precisely estimated the optimal kernel partition performance for all the benchmarks under study. Also, in our experiments, several hundred or several thousand random kernel partitions were enough to find a partition with close to optimal performance. The performance of the kernel partitions that were selected using random sampling matched the performance provided by the complex heuristic-based approach.
7.1.3 Multithreaded processors in time-critical environments

Commercial-off-the-shelf (COTS) processors are increasingly being considered in the design of systems with timing requirements. Multithreaded (MT) COTS architectures are of special interest due to good performance-per-watt ratio, high performance opportunities, and their suitability for embedded architectures in which several functions are integrated into the same processor.

Unfortunately, despite the benefits that MT COTS may offer in embedded real-time systems, the time-critical market has not yet embraced a shift toward these architectures. The main challenge with MT COTS architectures is the difficulty when predicting the execution time for simultaneously-running time-critical tasks. Providing a timing analysis for real industrial applications running on MT COTS processors becomes extremely difficult because the execution time of a task, and hence its worst-case execution time (WCET) depends on the interference with co-running tasks in shared processor resources.

We showed that the measurement-based timing analysis used for single-threaded processors cannot be directly extended for MT COTS architectures. Running workloads composed of real applications may not be sufficient to capture the possible slowdown that applications experience due to interferences. This is due to the fact that the applications used may be insensitive to interference in processor shared resources. We proposed a methodology that quantifies the slowdown that a task may experience because of collision with co-runners in shared resources of MT COTS processor. To that end, we developed a set of specific resource-stressing benchmarks and propose a measurement-based approach to determine the possible slowdown caused by inter-task interferences.

We also presented several case studies in which we analyze three MT COTS architectures with different degrees of shared resources. We show that, for a given workload composed of several real-time benchmarks, all three types of architecture show low interference among co-running tasks and stable execution time. However, our method shows that potential variation in the execution time of applications is different for each architecture under study, and that not all the architectures under study are good candidates to be used in time-critical systems.
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7.2 Future work

7.2.1 Thread assignment

In this thesis, we addressed the problem of thread assignment on multithreaded network servers. Thread assignment is an important scheduling problem for state-of-the-art processors in general, and one of the most promising ways to increase the performance of data centers, high performance computing (HPC) clusters, and communication base stations.

We focused on the thread assignment problem of applications running on a single processor. However, the proposed thread assignment approaches can be applied to thread assignment (thread distribution) problem on different levels: between different processors of the same server, different servers in the rack, or between different racks in a data center.

The presented thread assignment approaches were designed for scheduling of network applications that are executed on multithreaded servers. It would be interesting to evaluate whether the presented thread assignment approaches could be used in different domains in which workload changes infrequently. Some of the target environments could be communication base stations, telecommunication servers, or front-end of data centers.

Although the presented thread assignment approaches are not designed to address the problem of dynamic process scheduling, random sampling and the statistical thread assignment approach can be used to evaluate heuristic-based approaches that target highly dynamic environments. The estimation of the possible performance improvement of dynamic heuristic-based thread assignment approaches can be done before the system deployment. Since this analysis can be done off-line, it is feasible to execute thousands of random thread assignments of a given workload, and to apply the presented statistical analysis to estimate the performance of the optimal thread assignment. Also, the heuristic-based thread assignment approaches can be evaluated for numerous application sets of interest.

In network servers, data centers and HPC clusters, the presented statistical analysis can be applied to different variations of job scheduling problems such as multiprocessor scheduling, resource-constrained scheduling, scheduling with individual deadlines, preemptive scheduling, priority scheduling, etc. The presented method is particularly well suited for systems that require analysis of different metrics such as throughput, fairness, hardware utilization, energy or power consumption, or any weighted sum of them.
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Application of the presented thread assignment approaches to different scheduling problems in various domains that use diverse hardware platforms and different target metrics is an interesting avenue for future work.

7.2.2 Kernel (graph) partitioning

Several metrics can be used to describe the performance of streaming applications. In this thesis, we analyzed the cost of streaming applications – the time needed to process a fixed amount of input data. However, the proposed statistical approach is independent of the target metric, and it can be used to analyze different metrics of interest such as energy or power, the hardware utilization of the target architecture, or some weighted sum of them.

When the program is described using a stream language, the compiler may perform complex optimizations over the stream graph; it can combine adjacent kernels, split computationally intensive kernels into multiple parts, or duplicate kernels to have more parallel computation. In order to find the set of optimizations that provides the best performance, it is important to determine good kernel partitions for different optimization sets. In this case, the proposed kernel partitioning approach does not change, but the random sampling and the presented statistical analysis are simply repeated for different optimization sets, i.e. for different stream graphs of the same program.

In computer science, numerous problems are modeled in the form of graphs. For example, graph theory is highly utilized in mobile, ad-hoc, and computer networks, but also in data mining, clustering, image capturing and segmentation [51]. Many problems related to graph theory, such as graph covering, partitioning, coloring, and vertex ordering are intractable.

As a part of future work, we plan to apply the presented statistical analysis to different problems that are modeled by using graph theory. We plan to analyze these problems for different optimization sets and different metrics of interest.

7.2.3 Statistical analysis

Numerous problems in computer science are intractable. It is formally proven that many problems related to network design, program optimization, data storage and retrieval, process scheduling, graph and automata theory, are NP-complete [67]. Also, since many problems have a vast exploration space, it is unfeasible to do an exhaustive search in order to find a solution with the optimal performance.
Currently, intractable problems in computer science are usually addressed by using different heuristics-based approaches. The heuristics-based approaches are designed to address a specific problem and metric under study. Design of heuristics-based approaches and their adjustments to different problems or metrics requires significant effort.

The statistical approach that is presented in the thesis is easily applicable to different intractable problems and different metrics under study. The presented method does not require a profound understanding of the target system, which significantly reduces the effort and the time needed for a system deployment. In order to apply the statistical approach, the user should generate random samples and measure the performance of each of them. The statistical analysis that infers the population maximum (or minimum) based on the sample of measurements is independent of the problem that is addressed. Moreover, as demonstrated in the thesis, random sampling itself can be an effective approach to find good solutions for different problems. Application of random sampling and the presented statistical analysis to different problems in computer science is an interesting avenue of future work.

In order to estimate the optimal system performance, we used statistical analysis that is based on Extreme Value Theory (EVT). When dealing with the extreme deviations from the median of the probability distributions, EVT is a fundamental and indispensable statistical tool. Although EVT provides many theorems and tools that could be of interest to the community, currently, its application in computer science is marginal. As a part of future work, we plan to study EVT and to explore new applications of this branch of statistics in the field of computer science.

### 7.2.4 Timing analysis of multithreaded processors

The method for timing analysis that is presented in this thesis obtains a good estimation of the worst-case slowdown that real applications may experience because of collision in each of shared processor resources independently. As a part of future work, we plan to understand how the sensitivity of real applications to collision in different processor resources independently can be combined to estimate the overall worst possible slowdown that the application may experience because of interference with co-running tasks. This value could be used to compute a good estimate of the application WCET independently of the tasks that execute concurrently on multithreaded architectures.

In all the experiments presented in the thesis, the slowdown that the benchmarks experience is measured from the entry until the termination of the benchmark execution.
(end-to-end measurements). Several studies (see Section 6.4.5) propose hybrid WCET analysis as a method for the timing analysis of real-time systems. Hybrid WCET analysis is the combination of static program analysis and the measurement-based techniques. To the best of our knowledge, current hybrid WCET analysis studies are focused on WCET estimation of applications running on single-threaded processors. As a part of our future work, we plan to use the timing analysis method that is presented in the thesis to extend the existing hybrid WCET approaches to multithreaded architectures.

7.3 Publications

In this section, we present a list of our research articles that are accepted for publication at conferences and journals. We also list the titles of the posters that are used to present our work at conferences and forums, and publications on other topics that are not considered to be the contributions of the thesis.

7.3.1 Conferences


  - The article is published also in ACM SIGARCH Computer Architecture News 40 (1), March 2012.

- The article is published also in ACM SIGPLAN Notices 45 (5), May 2010.

### 7.3.2 Journals


### 7.3.3 Posters


7.4. AWARDS

7.3.4 Other publications


7.4 Awards

The HiPEAC Paper Award\(^1\) aims to encourage HiPEAC members to publish their work at conferences in which Europe is not strongly represented. The following publications received the HiPEAC Paper Award:


\(^1\)More information about the HiPEAC Paper Award could be found at [http://www.hipeac.net/award](http://www.hipeac.net/award).
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