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We study the dynamical behavior of a single inductor two inputs two outputs (SITITO) power electronics DC-DC converter under a current mode control in a PWM interleaved scheme. This system is able to regulate two, generally one positive and one negative, voltages (outputs). The regulation of the outputs is carried out by the modulation of two time intervals within a switching cycle. The value of the regulated voltages is related to both duty cycles (inputs). The stability of the whole nonlinear system is therefore studied without any decoupling. Under certain operating conditions, the dynamical behavior of the system can be modeled by a piecewise linear (PWL) map, which is used to investigate the stability in the parameter space and to detect possible subharmonic oscillations and chaotic behavior. These results are confirmed by numerical one dimensional and two-dimensional bifurcation diagrams and some experimental measurements from a laboratory prototype.

Copyright © 2009 Abdelali El Aroudi et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

1. Introduction

Switching power converters are widely used in the power management area, due to their high efficiency, low cost and small size [1]. In most of the applications, these systems are used in situations where there is a need to stabilize an output voltage to a desired constant value. However, there are other applications where more than one output must be controlled. For instance, the portable equipments in modern vehicles such mobile phones, MP3 players, PDAs, GPS usually include a variety of loads such as LCD displays, memories, microprocessors, Universal Series Bus (USB) and Hard Disk Drives (HDD). These loads require different operating voltages and load currents and are powered by the rechargeable batteries through DC-DC converters. To make the system run life be longer and its size smaller, more and more system designers are focusing on improving the system power conversion efficiency with advanced power converters topologies. The traditional solution of
using independent converters, one for each output, has the shortcomings of higher number of switches and magnetics components. Besides this option and other dual DC-DC converter configurations [2–6], single inductor multiple input multiple output (SIMIMO) DC-DC converters are, in general, convenient solutions for these low power applications.

Recently, a great variety of complex nonlinear behaviors are studied in simple power electronic circuits like DC-DC converters [7–19]. These studies, which are based on obtaining accurate mathematical models, have allowed a deep understanding of their fundamental properties and dynamic behavior. Obtaining these mathematical models is a traditional challenge for the power electronics engineers and there exist in the recent literature many efforts devoted to this research area (see [2–14] and references therein). The main drawback of the models obtained is their complexity which prevents the obtaining of clear system design criteria in terms of the parameters. Pioneer references about these topics can be found in the works reported in [8, 9], where the first studies about the existence of bifurcations and chaotic behavior in buck converters controlled by PWM are done. We can also mention other related works in this research field in the recent literature [10–13] for the buck converter under voltage mode control and [14–16] for different types of power electronic converters.

Nowadays, there are many works dealing with nonlinear behavior in elementary stand alone [19] and other more complex power electronics circuits such as paralleled DC-DC converters [20], multicell and multilevel converters [21–23] and also for an example of single inductor two inputs two outputs (SITITOs) converters [17].

In this paper, more insights into the modeling and analysis of an SITITO interleaved converter are presented. After presenting the switched model, a systematic approach is described to obtain a simple PWL map that can be used to predict accurately the fast scale (switching) dynamics of the system. The model will be used to get some analytical conditions for stability of the system and for optimizing its performance.

The rest of the paper is organized as follows. Section 2 deals with the description of the SITITO DC-DC converter and the basis for the interleaving control circuit is presented. Then in Section 3, the general mathematical model is given. Under the assumption of perfect output regulation, the general PWL map is derived. Section 4 will deal with stability analysis by using this PWL map. We will use the derived map to get some analytical expressions for stability conditions and to draw some bifurcation curves of the system. In Section 5 we deal with numerical simulations from the PWL map and we obtain some one-dimensional and two-dimensional bifurcation diagrams of the system by using this map. Experimental validation of our analytical and simulation results is presented in Section 6. Finally, some conclusions are given in the last section.

2. Single Inductor TITO DC-DC Regulator

2.1. Power Stage Circuit

The schematic diagram in Figure 1 shows a DC-DC converter with a single inductor for two outputs $v_P$ and $v_N$ with opposite polarity. Both loads, considered here as equivalent resistances $R_N$ and $R_P$, can be powered from the power source $V_{in}$ by generating a sequence of command signals driving switches $S_A$ and $S_B$.

2.2. Pulse Width Modulation Strategy with Interleaving

The control strategy for the SITITO topology of Figure 1, which is used in this paper and was proposed in [18], is shown in Figure 2.
Figure 1: Schematic diagram of a single inductor DC-DC converter with positive $v_P$ and negative $v_N$ output voltages.

Figure 2: Control strategy of single inductor two outputs converter of Figure 1 based on interleaved pulse width modulation.

This interleaved current mode control works as follows: from the set of input-output errors, two dynamical references, which are associated to each of the channels, are obtained. Each of these reference signals is added to an appropriate phase-shifted (interleaved) compensating ramp $v_{jr}$, so that in the steady state regime, a sequence of time intervals, once per channel, will be produced. In this way, the ramp signal $v_{jr}$, $j \in \{A, B\}$ corresponding to channel $j$ is shifted by a phase shift $\phi_j$. Based on current mode control, the general idea is to obtain a current reference $I_{jr}$ for each channel (output) and to use two comparators. The particular reference $I_{jr}$ is formed by a single compensating ramp and a combination of the output of the PI error filtering blocks. This signal is to be compared to the inductor current $i_L$. It is demonstrated in [17] that in order to achieve stable behavior, each of the channels should use just the output of the PI corrector coming from the other one. That is switch $S_A$, which controls the time interval during which current is delivered to the negative output, must be driven accordingly to the error produced by the positive output. Likewise, switch $S_B$, which affects the positive output, is driven by the error of the negative output. The regulation is possible because of the crossed effect produced when considering the whole system (power stage plus control).

3. Closed Loop Mathematical Modeling

3.1. Switched Model for the SITITO Converter

The switched model of the system can be summarized in the set of five equations (3.1)–(3.5), each of them providing the evolution of the corresponding state variable [17]. The various configurations of the system are taken into account through the binary control signals $u_A$
and $u_B$ imposed by the state of the switches. This model can be easily obtained by applying standard Kirchhoff’s voltage law to the circuit. In doing so, we obtain:

\[
\frac{dv_P}{dt} = \frac{1}{C_P} \left( i_L (1 - u_B) - \frac{v_P}{R_P} \right), \tag{3.1}
\]

\[
\frac{dv_N}{dt} = \frac{1}{C_N} \left( -i_L (1 - u_A) - \frac{v_N}{R_N} \right), \tag{3.2}
\]

\[
\frac{ds_P}{dt} = \frac{1}{\tau_P} (V_P - v_P), \tag{3.3}
\]

\[
\frac{ds_N}{dt} = \frac{1}{\tau_N} (v_N - V_N), \tag{3.4}
\]

\[
\frac{di_L}{dt} = \frac{1}{L} ((u_B - 1)v_P + (1 - u_A)v_N - r_L i_L + V_{in} u_A), \tag{3.5}
\]

where $v_P$ is the voltage across the capacitor $C_P$, $v_N$ is the voltage across the capacitor $C_N$, $i_L$ is the current through the inductor $L$ whose equivalent series resistance is $r_L$. $R_P$ and $R_N$ are the resistive loads for both outputs. $s_P$ and $s_N$ are the integral variables, being $\tau_P$, $\tau_N$, $V_P$ and $V_N$ the respective time constants and voltage references. $u_A$ and $u_B$ are the driving binary signal which are 1 if the corresponding switch is “on” and 0 if the switch is “off”. To help with comprehension of the action of the control, relevant control signals and parameters are shown in Figure 3. In this figure, $I_r^A$ and $I_r^B$ are the reference currents that can be expressed as:

\[
I_r^A(t) = \frac{1}{r_S} \left( g_P (V_P - v_P + s_P) + v_r^A(t) \right), \tag{3.6}
\]

\[
I_r^B(t) = \frac{1}{r_S} \left( g_N (v_N - V_N + s_N) + v_r^B(t) \right),
\]

Figure 3: Control signals for the SITITO interleaved DC-DC converter.
being $v_r^A(t)$ and $v_r^B(t)$ are the ramp signals defined as following:

$$v_r^A(t) = V_u - (V_u - V_l) \mod \left( \frac{t}{T}, 1 \right),$$

$$v_r^B(t) = V_u - (V_u - V_l) \mod \left( \frac{t}{T} - \phi_B, 1 \right),$$

(3.7)

where $\mod(\cdot)$ stands for the modulo function and $\phi_A = 1 - \phi_B$.

The first subset of (3.1) and (3.2) refers to the dynamics of the voltage outputs $v_p$ and $v_n$. Additional subset (3.3) and (3.4) deals with two equations for each of the integral terms $s_P$ and $s_N$ and (3.5) refers to the inductor current dynamics. During each switching period the switch $s_A$ (resp., $s_B$) is closed for a time duration $d_AT$ (resp., $d_BT$). The duty ratio for each “on” sub-interval ($d_A$ or $d_B$), which is determined by the action of its comparator, can be expressed implicitly in terms of the state variables as follows:

$$I_r^A(t) - i_L = 0,$$

$$I_r^B(t) - i_L = 0.$$

(3.8)

Obtaining $d_A$ and $d_B$ requires solving (3.8). It should be noted that these conditions should apply to the equations of $I_r^A(t)$ and $I_r^B(t)$ in the configuration before the asynchronous switching instant, and if they are not feasible and $i_L(T) < I_j(\phi_j T)$ then $d_j$ is set to $\phi_j$ whereas it is set to 0 if $i_L(T) > I_j(\phi_j T)$. By combining (3.1)–(3.5) with (3.8), we obtain the closed loop switched continuous time model that can be used for computer simulations. Figure 4 depicts the waveforms of the state variables of the system of the above described model from numerical simulation. Note that the output voltages are well regulated to their respective references ($V_p = 3 \text{ V}$ and $V_n = -15 \text{ V}$) and also that the integral variables are almost constant.

### 3.2. Piecewise Linear Map

In this section we will try to give a one dimensional map that can capture the fast-scale dynamic assuming that the slow dynamics due to the external feedback loops are stable. The complete discrete modeling of the dynamics of a SITITO converter can be described by a five dimensional nonlinear piecewise smooth map. Under the assumption that all outputs are well regulated to their desired references, this map can be simplified by a one-dimensional map in which only the discrete time inductor current $i_n := i_L(nT)$ remains a state variable. This assumption is valid if the period of the modulating signal $T$ is much lower than the time constants or periods (in case of oscillators) of every operating topology and the PI controller is designed to provide a stable slow dynamics. In this situation, the ripples of all capacitor voltages are small and consequently, these variables can be approximated by their averaged values, which are forced by the PI controller to be equal to the reference voltages (Figure 4). The state variables $s_P$ and $s_N$ can also be considered constant whose values can be well obtained by using the averaged model [17]. Due to the different operating modes that the system can present ($d_A$ and $d_B$ nonsaturated and saturated), the one-dimensional map has
different forms. Independently of the operating mode, it can be shown that the map can be written in the following form:

$$i_{n+1} = P(i_n) = P_A \circ P_B(i_n),$$

(3.9)

where $P_j$ is the local sub-mapping defined by:

$$P_j(x) = \begin{cases} 
  x + m_{on} \phi_j T, & \text{if } d_j > \phi_j, \\
  x + m_{on} d_j T + m_{off}^j (\phi_j - d_j) T, & \text{if } d_j < \phi_j,
\end{cases}$$

(3.10)

where $j \in \{A, B\}$ in the subscript case and $j \in \{P, N\}$ in the superscript case, $x$ is the state variable at the beginning of phase $j$, and $m_{on}$ and $m_{off}^j$ are the approximated slopes of the inductor current during the “on” and the “off” configuration of both phases, which are given by:

$$m_{on} = \frac{V_{in} - r_L I_L}{L},$$

$$m_{off}^P = \frac{V_{in} - V_P - r_L I_L}{L},$$

$$m_{off}^N = \frac{V_N - r_L I_L}{L}.$$
This model applies if \( P_j(x) > 0 \). In the case that \( P_j(x) < 0 \), \( P(x) \) is set to zero and the converter is said to work in the discontinuous conduction mode (DCM). This last mode is taken into account in all numerical simulation. In the expressions of \( m_{\text{on}} \), \( m_{\text{off}}^A \) and \( m_{\text{off}}^B \) the term \( r_L i_L \), which appears in the inductor current state equation, was approximated by \( r_L i_L \), where the parameter \( I_L \) is obtained by means of the averaged model and it is given by [17]:

\[
I_L = \frac{V_{\text{in}}}{2 r_L} + \sqrt{\frac{V_{\text{in}}^2}{4 r_L^2} - \frac{1}{r_L} \left( \frac{V_p^2}{R_p} + \frac{V_N(V_N - V_{\text{in}})}{R_N} \right)}.
\]

The duty cycles \( d_A \) and \( d_B \) are obtained by assuming that the inductor current is linear during each charging phase. Using this assumption gives the following expressions:

\[
d_A = \frac{I_p^A - i_n^A}{(m_{\text{on}} - m_r)T},
\]

\[
d_B = \frac{I_p^B - i_n^B}{(m_{\text{on}} - m_r)T},
\]

where \( i_n^B = i_n \) and \( i_n^A = P_B(i_n) \). \( I_p^A \) and \( I_p^B \) are respectively the value of \( I_p^A(t) \) and \( I_p^B(t) \) at the beginning of phases \( A \) and \( B \) and

\[
m_r = -\frac{V_u - V_l}{r_s T}
\]

is the slope of the ramp signals \( v_A^r \) and \( v_B^r \). To obtain \( I_p^A \) and \( I_p^B \), we consider that the inductor current is PWL and that the duty cycles corresponding to both phases are given from the averaged model by:

\[
D_A = \phi_A - \left| \frac{V_N}{R_N I_L} \right|,
\]

\[
D_B = \phi_B - \left| \frac{V_p}{R_P I_L} \right|.
\]

The values of \( I_p^A \) and \( I_p^B \), which do not depend on \( i_n \) are, therefore, obtained using the following area condition:

\[
\int_0^T i_L(t) dt = I_L T.
\]
Figure 5: The fixed point \( i^* \) obtained from the 1D approximated model and the 5D exact model.

The fixed point \( i^* \) is obtained by forcing that \( i_{n+1} = i_n = i^* \). This gives the following expression for \( i^* \):

\[
i^* = I_L + \left( \frac{(D_A^2 + D_B^2)}{2} - \phi_A D_A - 2\phi_B D_B \right) m_{on} + \left( 2\phi_B D_B - \frac{3\phi_B^2}{2} + \frac{D_B^2}{2} \right) m_{off} + \left( \phi_A D_A - \frac{D_A^2}{2} - \frac{\phi_A^2}{2} \right) T.
\] (3.17)

This expression is then used to calculate \( I_p^A \) and \( I_p^B \). The one-dimensional map has a single nonsaturated fixed point \( i^* \) which corresponds to the one periodic orbit of the switching system. Figure 5 gives the evolution of \( i^* \) when the input voltage varies. The result is obtained both numerically by using the exact 5D discrete-time model and analytically by using (3.17). As it can be observed, the results match very well and the maximum error \( \|\epsilon\|_{\text{max}} \) is less than 0.6%.

Figure 6 shows the cobweb plot of the map \( P \) for different values of \( V_p \). Note the richness of behaviors that the map can exhibit. Namely, in Figure 6(a) we can see the coexistence of two different attractors of the system. The system will evolve toward an attractor or toward another depending on the starting point (initial condition). In Figure 6(b), dead beat phenomenon is observed. In this case, the system makes one and only one cycle...
Figure 6: Cobweb plot of the map $P$ for different values of $V_P$. (a) $V_P = 3$ V, (b) $V_P = 8.27$ V, (c) $V_P = 14$ V. $V_u = 0.5$ A.

Figure 6(c) presents the behavior of the system after a pitchfork bifurcation and its associated coexistence of attractors.

4. Stability Analysis from the PWL Map

4.1. The Stability Index

A sufficient condition for stability is that the absolute value of the derivative $\lambda$ of the map $P$ evaluated at the fixed point $i^*$ is smaller than 1. It can be shown that this derivative is:

$$\lambda = \frac{(m^P_{\text{off}} - m_r)(m^N_{\text{off}} - m_r)}{(m_{\text{on}} - m_r)^2},$$

(4.1)

and in terms of parameters of the system, $\lambda$ becomes:

$$\lambda = \frac{(V_{\text{in}} - V_P - r_L I_L + (L(V_u - V_l)/T))(V_N - r_L I_L + (L(V_u - V_l)/r_S T))}{(V_{\text{in}} - r_L I_L + (L(V_u - V_l)/r_S T))^2}.$$  (4.2)

It can be observed that $\lambda$ is a function of all parameters of the system. Let us define the following set of parameters:

$$\kappa = \frac{L(V_u - V_l)}{r_S T},$$

$$\alpha = r_L I_L - V_{\text{in}} + V_P,$$

$$\beta = r_L I_L + V_N,$$

$$\gamma = r_L I_L - V_{\text{in}}.$$  (4.3)
Note that in the above expressions $\kappa > 0$ and $V_{\text{in}} > 0$. With these definitions the stability index $\lambda$ becomes

$$
\lambda(\kappa) = \frac{(\kappa - \alpha)(\kappa - \beta)}{(\kappa - \gamma)^2}. \quad (4.4)
$$

This index should be between $-1$ and 1 in order to get a stable behavior. If this is not fulfilled, the system may present many nonlinear phenomena in the form of bifurcations, subharmonic oscillations and chaotic behavior. Considering the term $r IL \ll V_{\text{in}}$ which is the case in practical circuits, and taking into account that under this assumption, the parameters fulfill conditions: $\beta > 0$, $\gamma < 0$, and $\alpha > \gamma$, the function $\lambda(\kappa)$ has the following properties (see Figure 7).

(i) The asymptotic value of $\lambda$ is $\lim_{\kappa \to \infty} \lambda(\kappa) = 1$.

(ii) Although the index $\lambda(\kappa)$ has a singular point at $\kappa = \gamma$, this is not reachable provided that $\kappa$ must be positive.

(iii) The index $\lambda(\kappa)$ has a minimum value at $\kappa_{\text{min}} ((d\lambda/d\kappa)(\kappa_{\text{min}}) = 0)$

$$
\kappa_{\text{min}} = \frac{-\beta \gamma + \alpha \gamma - 2\alpha \beta}{-\alpha - \beta + 2\gamma}. \quad (4.5)
$$

### 4.2. Nonsmooth Flip Bifurcation ($\lambda(\kappa) = -1$) Curves

Flip bifurcation can appear for a nonlinear system if for a certain set of parameter values one have $\lambda(\kappa) = -1$. For our system, this will be possible if

$$
\kappa_{\text{min}} = \frac{-\beta \gamma + \alpha \gamma - 2\alpha \beta}{-\alpha - \beta + 2\gamma} < -1. \quad (4.6)
$$
Then, the critical values of $\kappa$ where the bifurcation flip can appear are given by the expression:

$$\kappa_{\text{flip}} = \frac{1}{4} \left( \alpha + \beta + 2\gamma \pm \sqrt{(\alpha - \beta)^2 - 4(\alpha - \gamma)(\beta - \gamma)} \right).$$  \hspace{1cm} (4.7)

Notice that this bifurcation will be given only if $\kappa_{\text{flip}}$ is a real positive number, that is,

$$(\alpha - \beta)^2 - 4(\alpha - \gamma)(\beta - \gamma) > 0 \quad \text{or} \quad \alpha + \beta + 2\gamma > \sqrt{(\alpha - \beta)^2 - 4(\alpha - \gamma)(\beta - \gamma)}.$$  \hspace{1cm} (4.8)

### 4.3. Nonsmooth Pitchfork ($\lambda(\kappa) = 1$) Bifurcation Curves

If for a certain choice of parameter values one have $\lambda(\kappa) = 1$, then a nonsmooth pitchfork bifurcation occurs. The critical value of $\kappa$ for which this bifurcation takes place is given by the expression:

$$\kappa_p = \frac{\alpha\beta - \gamma^2}{\alpha + \beta - 2\gamma}.$$  \hspace{1cm} (4.9)

This bifurcation will actually appear if $\kappa$ is positive, that is,

$$\alpha\beta > \gamma^2$$  \hspace{1cm} (4.10)

which will be never reached if $\alpha < 0$. Therefore, this bifurcation cannot appear if $V_{in} > V_P$ (see Figures 6(a) and 6(b)) and it is possible if $V_{in} < V_P$ (see Figure 6(c)).

### 4.4. Dead-Beat Response ($\lambda(\kappa) = 0$) Curves

A dead beat response to a small disturbance in the state of the system can be achieved by setting $\lambda(\kappa_{\text{db}}) = 0$ (Figure 6(b)). This implies the following relation between the parameters:

$$\kappa_{\text{db}} = \alpha \quad \text{or} \quad \kappa_{\text{db}} = \beta,$$  \hspace{1cm} (4.11)

which corresponds to the following choice of circuit parameters:

$$\frac{L(V_u - V_l)}{r_s T} = V_P - V_{in} + r_I I_L \quad \text{or} \quad \frac{L(V_u - V_l)}{r_s T} = r_I I_L - V_N.$$  \hspace{1cm} (4.12)

As it can be observed, this condition depends on parasitic parameters and therefore it will be difficult to meet in practical circuit. However it will be always the optimal choice of circuit parameters to get the fastest response. Figure 8 shows the different possible bifurcation curves in the plane $(\alpha, \kappa)$. The dead-beat response curves $(\lambda = 0)$ is also shown in the same figure.
5. Bifurcation Behavior from Numerical Simulation

After undergoing a bifurcation, the period $\tau$ of a possible periodic orbit of the nonlinear system is an integer multiple of the period of the forcing ramp signal, that is, $\tau = nT$, where $n = 1, 2, \ldots$. Such an operation of the converter will be referred to as an $n$-periodic orbit.

5.1. Bifurcations from the PWL Map

Let us consider the circuit of Figure 1 with the control scheme of Figure 2 and the values of parameters shown in Table 1. The bifurcation parameter used here is the upper value of the ramp voltage $V_u$. From mathematical analysis of the PWL map, the boundary of stability in terms of the parameters can be obtained. Two critical values, corresponding to flip curves, are

![Figure 8: The bifurcation curves in the plane ($a, \kappa$) for different values of $\gamma$, $\beta = 15.$](image-url)
derived for the amplitude of the ramp voltage $V_u$ in terms of other bifurcation parameters. These critical values are given by:

$$V_{u,\text{crit},1} = r_L I_L + \frac{r_S T \left( V_P - 3 V_{in} - V_N - \sqrt{(V_P)^2 + 6 V_P (V_N - V_{in}) + (V_N - V_{in})^2} \right)}{4L}.$$  \hfill (5.1)

$$V_{u,\text{crit},2} = r_L I_L + \frac{r_S T \left( V_P - 3 V_{in} - V_N + \sqrt{(V_P)^2 + 6 V_P (V_N - V_{in}) + (V_N - V_{in})^2} \right)}{4L}.$$  \hfill (5.2)

Figure 9 shows the two dimensional bifurcation diagram obtained from numerical simulations by using the PWL discrete time model derived in the previous section. The analytical expressions giving conditions for stability of 1-periodic orbits are also plotted in the same figure (black dashed lines). As it can be observed, theoretical analysis and numerical simulations are in good agreement on the stability boundary of the 1-periodic orbits. It can be shown by mathematical analysis that the 1-periodic and the 2-periodic orbits have the same stability boundary although their domains of existence are different. This means that these two orbits will coexist in a certain zone of the parameter space and depending on the initial conditions the final state could be a 1-periodic or a 2-periodic orbit. In order to put more clear this coexisting attractors phenomenon, the one-dimensional bifurcation diagrams and their corresponding Lyapunov exponents are plotted in Figure 10 for different values of the input voltage and choosing differently the initial conditions. The hysteresis phenomenon, due to the coexistence of attractors within a certain interval of the bifurcation parameter, is reflected.
initial conditions are selected in the vicinity of $i_0$ as a shaded area in this figure. The width of this interval decreases when $V_u$ increases. The basin of attraction of an attractor, which is defined as the set of points in the state space such that initial conditions chosen in this set dynamically evolve to this attractor, can be obtained by sweeping the initial $i_0$ condition in a certain interval of the bifurcation parameter. The evolution of the basins of attraction of the different possible attractors in terms of $V_u$, are
shown in Figure 11 for different values of $V_i$. In Figures 9 and 11, the period of the orbit was color coded. Only five colors were used to determine the different periodic modes that the system can present. Using more colors does not change the results because the system does not present stable periodic orbit with period bigger than four in this case. White color represent the stable zone (1-periodic). Zones of higher periods and chaotic behavior are also shown as parameters $V_u$ and $V_i$ vary. Particularly, we observe from Figure 9 for example that when $V_i = 6$ V and as $V_u$ decreases the inductor current is 1-periodic then at a critical value of $V_u$ becomes 2-periodic and suddenly becomes chaotic after a border collision bifurcation at another critical value of $V_u$. As $V_u$ decreases further, the inductor current becomes 4-periodic. This is in a good concordance with the one-dimensional bifurcation diagram and the evolution of the Lyapunov exponent in Figure 10. The Lyapunov exponent is a measure of average amount of contraction or expansion of a trajectory near a periodic orbit and it is defined as follows:

$$\Lambda = \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \ln \left| \frac{dP(i_n)}{di_n} \right|. \quad (5.3)$$

Due to the nonsmooth nature of the system, the map $P$ is PWL and its derivative $dP(i_n)/di_n$ is piecewise constant. Therefore the Lyapunov exponent can undergo jumps at some bifurcation points.

### 5.2. Bifurcations from the Exact Switched Model

The above results were derived from the PWL map of the SITITO converter where $v_P$ an $v_N$ and the integral terms $s_P$ and $s_N$ are assumed constant. Therefore, it is necessary to check how these results are close to the actual system behavior when this assumption is not made.
and the output voltage ripples are taken into account. Figure 12 shows two representative bifurcation diagrams of the system from simulation of the circuit diagram using the switched model, in which the parameter $V_\text{u}$ was varied as before. The parameter $V_{\text{in}}$ is fixed to 6 V and all other parameter values and details are the same as for the above subsection. In one case the bifurcation parameter is increased while in another case it is decreased. In this way, initial conditions are chosen differently. Comparing Figures 12(a) and 12(b) from one side with Figures 10(b) and 10(h) from the other side, the first aspect in which the actual system dynamical behavior is different from that derived from the PWL map is that in the zone of small values of $V_\text{u}$ which is not used in practical circuits. Another difference is the parameter value for which the first period doubling occur is a little bit different. Thus there is a range of parameters where the 2-periodic is stable for the exact model while the PWL map predict 1-periodic stable. Apart from this aspect, the prediction of the simplified model regarding transition from periodicity to chaos and coexisting attractors is enough accurate in almost all the parameter range from $V_\text{u} \approx 0.3$ V to $V_\text{u} = 1$ V.
6. Experimental Results

A prototype of a SITITO DC-DC converter (Figure 13) has been built in order to confirm our analytical results and numerical simulations. The nominal values of parameters are the same than previous sections. The inductor current is sensed using the LEM current probe PR30. The control signals are obtained and processed by a microcontroller. This device provides the command signals which are buffered by two dedicated MOS drivers from MAXIM (MAX626), then they are applied to the MOSFET IRF9Z34S (p-channel) and IRL530N (n-channel). Diodes in Figure 1 are Schottky barrier type (6CWQ04FN). The inductor current $i_L$ is represented with a proportional voltage with a factor of 0.5 V/A. The phases $\phi_A$ and $\phi_B$ are selected slightly different from $\frac{1}{2}$ (0.55 and 0.45) to avoid some noise effects at the switching instants. From the point of view of dynamics, the ranges for some parameters have been chosen accordingly with our technical resources, but the results can
be rescaled, for instance, under higher switching frequencies and lower inductance, unless parasitic components effects become relevant. Figure 14 shows the experimental waveforms of the inductor current for the normal periodic behavior and subharmonic oscillations. Numerical simulations from the switched model are also shown for comparison. As it can be observed, except some noise at the switching instants, there is a good agreement between the experimental and the numerical results.

7. Conclusions

A single inductor two inputs two outputs (SITITO) DC-DC converter under current mode control with an interleaved PWM control strategy is considered in this paper. Its dynamics is described by a nonlinear modeling approach. The ripple, mainly the associated to the inductor current, and saturation effects can cause instabilities in the form of subharmonic oscillations and chaotic behavior. An expression for a simple PWL map is derived to obtain accurate information about the dynamics of the system. This map can predict many nonlinear behaviors such as bifurcations, chaos, coexisting attractors and the associated hysteresis phenomenon. Numerical simulations and experimental measurements from a laboratory prototype confirm the theoretical predictions.
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