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Chapter 1

Introduction

It seems that the current step in evolution involves an attempt to spread a new primal
need to those Hominidae bipedal primates known as homo sapiens. In other words, in the
present era, people are inclined to be permanently “connected”. Since the dawn of the
Information Age, engineers have been actively promoting this change. If the teleportation
device still has not yet been invented while you are reading this, you will agree that one
of the most recent developments that have pushed things along is the ability to access the
Network of Networks (a.k.a. the Internet) wirelessly. Was it necessary? Certainly not;
but it has opened up a new world of possibilities, since users now have the opportunity to
access their home/office network resources without physically being present. A wireless
access provides users with mobility, eases deployment where wired connections are not
feasible, and reduces costs.

Early 3G deployments did not meet the expectations of a wireless broadband access,
and wireless local area networks (WLANs) took advantage of this fact. WLAN technology
evolved notably since the ALOHAnet (early ’70s) and has continued to do so right up to
the present. Primitive development included industry-specific solutions and proprietary
protocols, but at the end of the ’90s these were replaced by standards, which constituted
a milestone in the explosion of WLANs.

WLANs, primarily the various versions of IEEE 802.11 standards, and more precisely,
those operating in infrastructure mode using the distributed coordination function (DCF),
are nowadays the most popular technologies for providing broadband radio access to IP
networks, whether to extend Small Office/Home Office (SOHO) network LANs or to pro-
vide Internet access in public places (such as airports, hotels and even coffeehouses). More-
over, with the appearance of “Wi-Fi Certified”1 products, different competitive brands
of WLAN devices are interoperable at a basic level of service. Therefore, unlike cellular
phones, any standard Wi-Fi device will work almost anywhere in the world.

Nevertheless, some say that with the advent of 4G (LTE, WiMAX) the end of the
IEEE WLANs is approaching, but according to AT&T reports [38], the number of Wi-Fi

1http://www.wi-fi.org
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connections in the first quarter of 2009 is three times greater than in the first quarter
of 2008. The increasing saturation of laptop-style computers (with built-in Wi-Fi inter-
faces), netbooks, smartphones (the popularity of the iPhone, as well as Wi-Fi enabled
Blackberrys), are driving Wi-Fi use nowadays.

However, the increasing density of WLAN access points has started to reveal the
negative effects and shortcomings of the original IEEE 802.11 standards. One of its key
success factors, the use of unlicensed Industrial Scientific Medical (ISM) frequency bands,
is at the same time one of its major drawbacks. “Unlicensed” means that these frequencies
are freely available to the general public. On the other hand, such frequencies are defined
within a small portion of the spectrum and are usually shared among several users, as
well as being used by many different technologies (e.g. cordless phones, wireless cameras,
Bluetooth, ZigBee, etc.). Besides, the type of medium access defined by the IEEE 802.11
(CSMA, or “listen before talking”) requires a special attention to all interference issues,
as detailed throughout this document.

In this scenario, IEEE WLANs are unable to exploit all their potential. However,
intelligent radio resource management (RRM) policies could be applied to minimize the
harmful effects of interference and an uneven load distribution. Due to the inherent
flexibility of WLANs, the use of unlicensed frequency bands and their (in general) non-
commercial nature, network administrators and manufacturers avoided the complexity
involved in other cellular technologies (e.g. GSM, UMTS, etc.) and therefore have not paid
much attention to radio resource management. In contrast, the study and development of
efficient RRM strategies has been the concern of many researchers, who have demonstrated
that even the simplest mechanisms are able to improve notably the performance of a
legacy IEEE WLAN. In this regard, the works by Arunesh Mishra, Héctor Velayos [284],
Gunnar Karlsson, Petri Mähönen, Janne Riihijärvi, Marina Petrova, Andreas Eisenblätter
and Iana Siomina [269] deserve a special mention.

This thesis explores ways of understanding the performance issues that are endemic
to IEEE 802.11 WLANs, as well as ways of minimizing these negative effects by means
of radio resource management. In fact, these problems are not new and have been stud-
ied extensively since the advent of mobile communications networks, but the particular
characteristics of the 802.11 WLANs, as discussed in depth throughout this document,
require new approaches.

1.1 Radio Resource Management (RRM)

Planning is the traditional tool used in radio networks for tackling the problems of avoiding
interference, providing enough coverage despite the propagation phenomena, and guaran-
teeing a minimum quality, or at least, a minimum capacity. Planning consisted in a deep
study of the environment, including orography, the presence of obstacles, traffic demand
points, measured interference, etc. Then, an offline calculation provides the configuration
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parameters for optimizing the network resources under those circumstances. However, as
discussed earlier, the dynamism of the WLAN environment is such that the initial settings
provided during the planning phase will need frequent revision.
Given the dynamic nature of radio propagation, and due to user mobility, the parameters
that define the wireless environment vary in time. Therefore, in order to maintain the
required performance, we should find mechanisms that allow a dynamic reconfiguration
of the network in response to the changes in the environment. In large-scale deployments,
or in a rapidly varying context, a manual configuration makes no sense, unless one has a
horde of trained Oompa-Loompas at one’s disposal. Since this is not usually the case, the
best way of obtaining a constant adaptation lies in providing the network elements with
the ability to detect changes in the environment, and change their settings automatically.

With the ongoing proliferation of wireless users and access points, it often happens
that different wireless networks coexist in the same area. These networks may belong
to different administrators, whose only relation is merely the use of a common medium:
the unlicensed radio spectrum. This situation hinders the implementation of centralized
RRM mechanisms. A centralized approach is based on a central entity that is aware of
the whole network and can remotely control any configuration parameter of any network
element. However, no central manager will be allowed to handle these devices if such
elements are owned by separate entities. In this case, a more suitable approach involves
the different elements having enough intelligence to take decisions by themselves; that is,
RRM management would be carried out in a distributed manner. Even so, the centralized
approach remains the most widely accepted management paradigm. Depending on the
scenario, centralization could offer better scalability, and would be preferable due to its
higher simplicity. In consequence, it still deserves our study and attentions

A set of elements that are able to take decisions by themselves, solely by taking into
account the portion of the “world” they see, can aspire only to obtaining local optimiza-
tions [247]. In contrast, as we all learned from [170], cooperation among the different
elements in conflict contributes to a global optimization, which improves the resources
available for every individual. In other words, in order to obtain global improvements
that benefit all the elements in competition, these elements should work collaboratively.
The cooperation among network devices entails new issues: where does this collaboration
take place? And at what level? How are these elements coordinated, and how can they
communicate? Recall that these network elements may belong to different domains.

To sum up, we build our scenario of interest with intelligent Wi-Fi devices capable
of cooperating either in a centralized or a distributed manner, in order to make a better
use of the shared and scarce radio resources. There still remains a further keyword: open
source. An efficient RRM mechanism may be the panacea from a theoretical perspective,
but it is useless if it cannot be put in practice. Our aim is to develop RRM mechanisms for
real IEEE 802.11 WLANs, and therefore we need an “open” access to the bowels of these
devices. This led us to focus our development on Wi-Fi equipment that works on open
source platforms, i.e. hardware platforms running open source Operating System (OS),
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with open source drivers (more details in Section 1.2).

1.1.1 Dynamic RRM mechanisms for IEEE 802.11 WLANs

RRM mechanisms in the field of IEEE 802.11 WLANs are basically intended to reduce
contention and interference. This reduction is translated into an improved Quality of
Experience (QoE), as perceived by the users. To this end, RRM should provide effi-
cient channel allocation mechanisms, modulation selection algorithms, power control and
load balancing. Finding optimal AP placements is an issue that is often covered in the
literature. This optimization is combined with frequency and transmitted power assign-
ments, and has a threefold aim: reducing the number of APs required to cover a given
area, balancing load in congested areas, and reducing inter-cell interference. However,
AP placement decisions are mostly taken during the planning phase, with no chances
of being re-visited once the network is deployed, even though the changing environment
might require it. For these reasons, we will not consider AP placement studies within the
framework of our dynamic RRM strategies2.

1.1.1.1 Rate selection

The IEEE 802.11 standards define different sets of modulations for the Physical Layer
(PHY). For example, in IEEE 802.11a there are four modulations (BPSK, QPSK, 16-
QAM and 64 QAM), and one convolutional coder providing different coding rates for bit
error correction. By combining modulations and coding rates, IEEE 802.11a offers eight
different modes with different physical rates, from 6 to 54 Mbps (see Table 2.2). Logically,
a higher physical rate will provide a better application throughput. However, this is not
always true; a faster modulation scheme is also more sensitive to noise and interference,
and will consequently require a higher Signal to Interference and Noise Ratio (SINR). In
other words, fast modulations will provide a good net throughput when the SINR is high,
but their performance will degrade as the SINR is decreased. There are some points where
slow modulations compensate for their lower physical rates by an increased robustness
against noise and interference, thereby improving the frame loss rates obtained by their
“fast” counterparts. In fact, there is a range of SINR values for which a given modulation
outperforms the others (details in Sections 3.2 and 4.3.1).

An automatic rate selection mechanism (a.k.a link adaptation) allows a Wi-Fi trans-
mitter to select the most appropriate mode according to the status of the channel. Ideally,
these mechanisms should adapt the PHY rate in transmission depending on the signal
quality measured at the receiver. Obviously, this information is known only by the re-
ceiver. Will the transmitter be able to assess the receiver’s reception quality? Should

2Even though it may be feasible, it is not easy to integrate AP placement within a dynamic RRM
strategy, since it would possibly require moving the APs on demand (e.g. see http://www.wifibot.com)
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the receiver share this information with the transmitter? The new IEEE 802.11h features
will assist in these decisions. This discussion is further extended in Section 4.3.3, where
a model for a simple algorithm is also provided.

1.1.1.2 Load balancing

As explained later in Section 2.1, WLANs are built according to two architectures: ad hoc
and infrastructure-based. The second is the most common nowadays. It relies on the use
of wireless access points (APs) - Wi-Fi devices with special functions - which are connected
to a wired infrastructure. Client stations access the network through these APs. An AP
establishes an 802.11 cell and coordinates all communications (air-to-air, air-to-wire and
wire-to-air) that take place in that cell. The boundaries of the cell are basically defined
by the AP’s transmitted power and sensitivity, and by propagation effects.

An area is covered by several APs, and the client stations chose one or another ac-
cording to received power measurements. Since bipedal primates, to whom most WLANs
are devoted, are gregarious (and tend to concentrate in time and space), a few APs will
usually have to serve many users, while other distant APs will remain under-utilized.
This situation can be compounded by the presence of fixed devices, such as Wi-Fi storahe
disks, network printers, etc. If many users are using the same AP, their share of the
common medium will be small, thus getting a poor service. On the other hand, users
connected through an under-utilized AP will get more resources, which is an advantage
for the unsociable.

Load balancing techniques in WLANs try to equalize the utilization of all the APs, so
that the service provided to the users is shared fairly. These techniques need first to define
the concept of load and fairness, and then take the appropriate actions. These actions
can be of different nature. One first approach consists in choosing an AP according to
load-based criteria, and not only power measurements. Note that choosing a less loaded
(and distant) AP could entail a worse signal quality and thus a slower modulation. Hence,
rate adaptation has a notorious impact on load balancing and should be studied jointly.
APs could also accept or deny new client associations depending on their current load.
Finally, load balancing can be combined with AP’s transmitted power control: reducing
or increasing the cell dimensions the AP serves less or more clients. All these issues are
discussed in depth in Chapter 6.

1.1.1.3 Frequency channel allocation

IEEE 802.11 WLANs use unlicensed frequency bands known as ISM bands. IEEE 802.11b
and 802.11g standards define 11 to 14 channels within the 2.4 GHz ISM band, depending
on the regulatory domain (c.f. Section 3.3.3). Channel 1 is centered at 2.412 GHz,
channel 11 (highest available channel in North America) at 2.462 GHz, channel 13 (highest
available channel in Europe) at 2.472 GHz, and channel 14 (available in Japan) is at
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2.484 GHz. Except for channel 14, the center frequency distance between consecutive
channels is 5 MHz.

Besides the center frequencies, the IEEE 802.11 specifies a spectral mask defining the
permitted distribution of power across each channel. The signal must be attenuated by
30 dB or more from its peak energy at ±11 MHz from the center frequency. Therefore,
channels are effectively 22 MHz wide. The first consequence is that only three or four
channels do not overlap, typically 1, 6 and 11 (in the Americas), or 1, 5, 9 and 13 (in
Europe). In other words, the 2.4 GHz ISM band provides room for only three or four
nearby simultaneous transmissions without interference.

In infrastructure-based WLANs, a channel is assigned to all the elements associated
to a given AP, so that the interference between neighboring cells is minimized. More
precisely, a channel is assigned to the AP, and the client devices will use the channel
configured for the AP. Usually, this channel is pre-configured or selected randomly at
start up. The most sophisticated of today’s APs scans the medium once (before its cell is
set), or periodically, seeking for activity on the different channels; then the least congested
channel (or the channel containing less APs) is chosen. This approach has several flaws;
for example, it does not take into account the interference seen by the client devices,
which now have the ability to send interference reports through IEEE 802.11k messages.
More sophisticated strategies are discussed in Chapter5.

Many channel allocation strategies are intended to assign different orthogonal channels
to neighboring cells. However, in dense scenarios this problem is not solvable, since
three channels are often not enough, and two or more cells will have to contend for
the same portion of the spectrum. This is known as co-channel interference: interfering
transmissions produced in the same channel. Co-channel interference may prevent a given
station from accessing the channel, due to the CSMA access used in 802.11 WLANs. On
the other hand, an interfering transmission on a partially-overlapping channel (or adjacent
channel), is called adjacent-channel interference. Depending on its intensity and on the
channel distance, this interference could be added to the noise floor, with the resulting
increase in the number of reception errors. Whether or not co-channel interference is
preferable to adjacent-channel interference depends on many parameters. The effects of
both types of interference need to be studied before deciding on a channel allocation
strategy. This study is carried out in Sections 3.3 and 4.3.

IEEE 802.11a WLANs use the 5 GHz ISM band, where up to 19 non-overlapping
channels are available. In addition, this band suffers less radio interference, as compared
to the 2.4 GHz band. In consequence, channel allocation in 802.11a networks is not as
critical as in 802.11b or 802.11g. However, the presence of RADAR systems in the 5 GHz
ISM, motivated the definition of IEEE 802.11h, which adds dynamic frequency selection
capabilities to Wi-Fi devices. Furthermore, the emergence of 802.11n devices, which can
improve their capacity by making use of two channels simultaneously, is increasing the
interest in frequency assignments in the 5 GHz band.
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1.1.1.4 Power control

Even though IEEE WLANs use “free” frequency bands, they should conform to radio
regulations and limit their transmitted power in order to limit the interference caused
to other systems or networks. The recent IEEE 802.11h adds features that ease the
adaptation of transmitted powers to the particular limits specified for a given region.

In dense scenarios, IEEE 802.11 WLANs are interference-limited due to the scarce
frequency spectrum, and therefore a reduction in transmitted power is useful in minimizing
such interference. However, reducing the transmitted power entails a SINR degradation
in reception, which is in turn translated into an increased frame error ratio. Moreover, if
automatic rate selection comes onto the scene, a slower modulation will be chosen, and
the net throughput of the cell will fall.
On the other hand, reducing transmitted power also means reducing power consumption,
which is a key issue when client stations come in the form of portable devices powered by
batteries (e.g. laptops, handhelds, etc.).

Furthermore, as mentioned earlier, power control and load balancing can be stud-
ied jointly. Over-loaded APs could reduce their cell dimensions (i.e. reduce transmitted
power), while under-utilized neighboring APs increase their radius (i.e. increase trans-
mitted power) in order to attract distant clients and cover possible coverage gaps. This
technique is known as cell breathing, and is explained in Section 6.2.3.

1.2 Implementation platforms

The research developed within this thesis has been deliberately implementation-oriented.
As mentioned, the objective is not limited to the investigation of algorithms, architectures,
paradigms, etc. With the firm conviction that these mechanisms have real application and
can be put into practice, part of this thesis is devoted to working with real off-the-shelf
devices, paying special attention to the 802.11 APs.

Although the first practical implementations were developed on Linux-based PCs,
those developments were later ported to different commercial AP platforms: Linksys
WRTG54G, 4GSysteme AccessCube and Futurlink Wilico B200. It is well known that all
these platforms support a Linux embedded OS, and thus their firmware can be “easily”
replaced and upgraded with custom-made applications.

The story of embedded open-source 802.11 APs starts with the Linksys WRT54G. This
wireless router, released in December 2002, was one of the first commercial products that
adhered to the IEEE 802.11g amendment. In that same year, some developers found that
its firmware was based on Linux components3. Because Linux is released under the GNU
General Public License (GPL), the terms of the license obliged Linksys to make available

3http://lkml.org/lkml/2003/6/7/164 the original post that appeared in the Linux Kernel Mail Archive
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the source code present in the WRT54G firmware. This fact allowed developers to learn
how the hardware was accessed, and motivated many Linux enthusiasts to develop new
add-ons or even new firmware distributions made from scratch.

Embedded computers, such as commercial WLAN APs, usually have extremely lim-
ited resources (memory, processing capacity, etc.). These computers are thus not powerful
enough to run a compiler or a development environment. Since debugging and testing
may also require more resources than those available on an embedded system, these pro-
cesses actually take place on another computer (e.g. a PC). This technique is known as
cross-compilation.
With cross-compilation, build environment and target environment are located in different
devices. The first one is where the development and debugging is carried out. Further-
more, this system is also responsible for producing the binaries that will be run on the
target environment, that is, the resource-limited embedded system. To this end, the build
environment must be provided with a complete toolchain. The toolchain consists of a com-
plete set of software utilities that include, among other things, a compiler system, and
a collection of libraries capable of running on different computer architectures. In Linux
environments, the compiler system is based on GNU Compiler Collection (GCC), mostly
used to compile C and C++ code, although other languages are supported. Since all of
our codes are programmed in C, the standard library used is the GNU C Library (glibc).
However, glibc may not be suitable for embedded devices, since it requires many resources.
Instead, μC Library (uClibc) is much smaller than glibc, and besides, it supports nearly
all applications designed for glibc.

Our firsts attempts were developed and implemented in PC Card-enabled desktops
or laptops running a Linux-based OS. Under Linux, a Wi-Fi device can be managed
from user-space through the Jean Tourrilhes’s Wireless Extensions (WEXT) [277]. The
WEXT provide an Application Programming Interface (API) that allows manipulation
of any wireless networking device in a standard and uniform way, that is, independently
of the device or the driver. It defines two ways of accessing the device: via the /proc
pseudo file system, and via Input/output control (ioctl) calls. This easy-to-use interface
enables access to firmware/driver level statistics to user-space applications. However, not
all drivers exploit the potential of WEXT, thus reducing the set of interesting devices to
those having a HostAP [217] or MadWiFi [198] enabled hardware. For example, in [64],
channel and transmitted power configurations were tested. In [131] and [146] we studied
the statistics made available by the driver.
However, wireless drivers developers are moving to the new mac80211 stack4, included
in kernels from 2.6.22, although it is still experimental and a lot of work remains to be
done. For example, at its current development stage, the new stack does not yet support
channel or transmitted power settings on a per-packet basis. This is still done through
old netlink and ioctl calls.

The Wilico B200 platform (a.k.a. Infopoint) is based on an x86 architecture, and

4http://wireless.kernel.org
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(a) Laptop PC with PCMCIA WLAN card (b) Linksys WRT54G wireless router

(c) 4G Systems AccessCube (d) Futurlink Wilico B200A

Figure 1.1: Linux-based APs used in our implementations

therefore the cross-compilation process is not required, even though development and
debugging actually take place in a desktop PC.

The WRT54G and variants (WRT54GS, WRT54GL, etc.) are IEEE 802.11b/g devices
from Linksys (see Fig. 1.1(b)). These family of wireless APs are typically used as routers
to provide wireless and wired access to Internet in a SOHO environment. It provides a
four Ethernet port switch and a WAN (DSL) interface. Newer models (e.g. WRT54G3G)
also include a PCMCIA slot for use with a cellular based Network Interface Card (NIC).
The development of applications for this platform was studied in [263]. This work also
analyzes the wide variety of available firmwares, concluding that OpenWRT 5 offers the
best alternative.

Similar to the WRT54G, the 4G Systeme AccessCube (a.k.a. meshCube) is based on
a Microprocessor without Interlocked Pipeline Stages (MIPS) architecture, though it is
provided with improved features (see Table 1.1). Moreover, this platform offers two ways
of expanding the hardware: a Mini-PCI bus and an Inter-Integrated Circuit (I2C) bus.
The first is used to add one or more wireless NICs (e.g. WI-FI, Bluetooth, etc.). The I2C
bus allows the attachment of low-speed peripherals, such as sensors, a servo controller,
etc. In [139], we studied the development of applications for this platform, based on the
OpenEmbedded6 framework.

5http://openwrt.org
6http://www.openembedded.org
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Laptop WRT54G AccessCube Infopoint

CPU Arch. x86 MIPS MIPS x86

(MHz) 900-1600 125-240 640 600-1000

RAM (MB) 500-1000 8-32 64 256-500

Storage SATA/ATAPI Flash Flash C-Flash

(MB) 40000-80000 2-8 32 4000-8000

WLAN chipset Prism/Atheros Broadcom Prism/Atheros Prism/Atheros

Firmware/OS Debian OpenWRT-EH Nylon Debian

Table 1.1: Features of different AP platforms

1.3 Scope and structure of this thesis

This thesis is composed of eight chapters, the first of which corresponds to the introduc-
tion. This chapter first depicts the “habitat” of wireless packet networks, more precisely,
Wireless Local Area Networks based on the IEEE 802.11 set of standards. After discussing
some of the radio resource sharing and performance issues raised by this kind of network,
we briefly describe some existing solutions together with the different approaches pro-
vided in this thesis. Finally, this section outlines the remaining of the document, paying
a special attention to our contributions.

Following this introductory chapter, Chapter 2 provides basic background on the
IEEE 802.11 standards: its architecture and topologies, the services and operations de-
fined for the Logical Link Control (LLC) and Medium Access Control (MAC) layers,
and the main characteristics of the most spread physical layers. The operation of 802.11
technology is described at a level that is essential to the understanding of the contents
of this thesis. Finally, we try to shed some light on the endless alphabet soup that the
IEEE 802.11 Working Group (WG) seems determined to make more confusing than a
David Lynch movie.

Chapter 3 deals with the WLAN environment in depth, in order to characterize the
radio channel from an IEEE 802.11 transmitter or receiver’s point of view. First of all,
Chapter 3 reviews the propagation models used in WLAN scenarios. Next, error models
for the most common WLAN physical layers (PHYs) are given. This chapter is also
intended to provide a new analysis on the effects of interference, exposing one of the
contributions of this thesis. Knowledge of all these phenomena is indispensable if we are
seeking a better utilization of the radio resources, and it is therefore essential that the
simulation tools used take them into account. For these reasons, a study on the different
available simulation environments is provided.

Logically, all the phenomena studied in Chapter 3 affects the performance of a WLAN.
Those harmful effects are mainly translated into a throughput degradation or into a loss
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of capacity. In consequence, throughput is a reliable performance metric that can be
used to assess the radio resource management. Chapter 4 is then devoted to studying
throughput and capacity models, paying special attention to their complexity and the
way they capture the radio phenomena studied in Chapter 3. There are models for
single user, or single cell scenarios, but in the literature none was found for modelling
the capacity of a multiple cell network. In this regard, this chapter includes the second
contribution of this thesis: a throughput model for large WLANs.

Chapter 5 is devoted to the frequency assignment problem in the WLAN context. The
approach detailed in this chapter is based on the capacity model for multi-cell WLANs
presented in Chapter 4, which in turn takes all the effects studied in Chapter 3 into
account. Our contribution here is twofold: first, we present a scheme that is able to
make use of all the available spectrum, instead of the three traditional non-overlapping
channels; and second, the low operational complexity of the system makes it suitable for
running in low-featured devices in a distributed manner. The improvements achieved by
our approach are evaluated by means of simulations and measurements in a small testbed.

In Chapter 6, a discussion is settled around the concept of load. In the case of
IEEE 802.11 WLANs, this concept of load is not as trivial as in other networks, as
argued in the first section of Chapter 6. This discussion led us to our contribution: a
new load metric which effectively captures all the phenomena affecting the capacity of a
WLAN cell (e.g. number of users, offered traffic, interference, etc.). Once the concept
of load is defined, we contribute with two load balancing solutions: first, a client-driven
scheme; and second, a cell breathing algorithm.

In order to put our radio resource management mechanisms in practice, it is necessary
to integrate these mechanisms into a management architecture that enables the exchange
of information among the involved devices. In Chapter 7, we take the opportunity to
review the newest trends on this matter, including the most interesting (in our opinion)
and yet less known IEEE 802.11 amendments (802.11h, 11k and 11v), together with the
newly released CAPWAP protocol, result of recent IETF efforts. This chapter is also
intended to describe our contributions in this area: a centralized and a distributed radio
resource management scheme for IEEE 802.11 WLANs.

The final chapter presents the concluding remarks. Chapter 8 is then devoted to
summarizing all the achievements of this thesis, and also to present possible ways of
extending this work in the near future.

1.3.1 Contributions and publications

To sum up, the original contributions, result of our work during the development of this
thesis, are identified in the following six points:

• The study and characterization of interference in the particular field of IEEE 802.11
networks. The results of this study were published in [129].
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• A capacity model for large WLAN deployments that takes both the effect of carried
traffic and inter-cell interference into account. The model also includes the effect of
rate adaptation. These capacity estimations are useful to evaluate the benefits of a
radio resource management mechanism. The model was presented in [130] and [135].
The work in [210] is focused on the effects of transmission errors.

• A frequency assignment mechanism that makes use of all the available spectrum,
since it takes the effects of both co-channel and adjacent-channel interference into
account. This idea was first presented in [134], although it was in an embryonic form.
In [133] we discuss some implementation issues, and finally in [138] full details are
given.

• A new load metric, useful in the context of IEEE 802.11 WLANs. The load metric is
based on an algorithm that we published in [131]. A deeper evaluation was provided
later in [126].

• Two load balancing mechanisms. Both ideas were first discussed in [136]. The
client-driven approach was later detailed in [128], and the cell-breathing mechanism
was presented in [137].

• The design and development of two radio resource management architectures. A
centralized architecture, as part of the UAMN project [243, 244], and a distributed
scheme, published in [127].
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Chapter 2

IEEE 802.11 Wireless LANs

IEEE 802.11 is a set of standards for computer communications in a Wireless LAN
(WLAN), developed by the Institute of Electrical and Electronics Engineers (IEEE)
LAN/MAN Standards Committee (IEEE 802). The scope of these standards is to define
one MAC and several PHY specifications for wireless connectivity for fixed or moving
stations (STAs). As with other IEEE 802 based protocols (e.g. 802.3 and 802.5), the
primary service of the 802.11 standard is to deliver MAC Service Data Units (MSDUs)
between peer LLC entities.

This chapter provides an overview of the functions specified by the different IEEE
802.11 standards, paying special attention to the most common processes and the most
popular PHYs.

2.1 The Basics

This section introduces the basic elements that are present in an IEEE 802.11 network,
the possible topologies, depending on the configuration and capabilities of those elements,
and the basic services that the MAC layer implements to provide a WLAN that enables
station mobility transparent to higher layers.

2.1.1 The Elements

The most basic element in a WLAN is the Station (STA). Any device that contains an
IEEE 802.11-conformant MAC and PHY interface to the wireless medium is considered a
STA. The functions of the 802.11 standard are implemented as part of the hardware in a
radio NIC, and as software pieces that run either in the OS kernel (interface drivers) or in
user space (applications). A STA is called QoS-STA if it implements the QoS functions
introduced in [22].
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An Access Point (AP) is an entity that implements the functionalities of a STA
and besides, as well as providing access to the distribution services through the wireless
medium, for associated (or client) STAs. If an AP is present, all communications between
two client STAs are done through the AP, even though both STAs were close enough so
as to contact directly. If PCF access is used, the AP is also the point coordinator, in
charge of performing the polling of PCF client STAs (see 2.3 for more details).

The basic building block of an IEEE 802.11 WLAN is known as Basic Service Set
(BSS). A BSS is a set of connected STAs. Strictly speaking, membership in a BSS does
not imply that wireless communication with all other members of the BSS is possible.
However, a BSS is often used to describe an AP and its associated STAs; this architecture
is also known as infrastructure BSS.
Each BSS is identified by a BSS Identification (BSSID). In an infrastructure BSS, the
BSSID is the MAC address of the AP. Otherwise, the BSSID is a locally administered
MAC address generated from a 46-bit random number.

The Distribution System (DS) is used to interconnect a set of BSSs, typically
through a wired infrastructure (e.g. an Ethernet LAN). The DS or backbone can also be
completely built wirelessly through the Wireless Distribution System (WDS).

2.1.2 The Topologies

Using the BSSs as the building blocks of an IEEE 802.11 LAN, two different topologies
are supported, as depicted in fig. 2.1: Independent Basic Service Set (IBSS) and Extended
Service Set (ESS).

2.1.2.1 IBSS

When a BSS forms a self-contained network without infrastructure and with no access
to a DS available, it is called IBSS, also known as ad hoc network in the IEEE 802.11
standard. In an IBSS, any STA can establish a direct communication with any other STA
belonging to the same BSS, without the requirement of using a centralized intermediary
acting as an AP.
For proper operation of this mode, all STAs should be in reach of each other. If this is
not the case, new layer 2 (future 802.11s amendment) or layer 3 functionalities (wireless
ad hoc routing protocol [100]) should be implemented in order to enable communications
between all pairs of STAs.

2.1.2.2 ESS

The ESS consists of multiple BSSs using a common distribution system; an ESS is per-
ceived by the LLC sublayer as a single large BSS. The basic services provided by the
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Figure 2.1: IEEE 802.11 WLAN supported topologies

common distribution system are intended to transport frames between stations that are
not in direct communication with each other. That is to say, these services include trans-
port between the APs within an ESS. An ESS also provides gateway access for wireless
users into a fixed wired network, such as a Local Area Network (LAN) or the Inter-
net. Furthermore, a client STA may move from one BSS to another (within the same
ESS) transparently to the LLC. All APs in the same ESS are set according to a common
ESS Identification (ESSID) which identifies the network. A WDS can also be used for
hard-to-wire locations or for extending the BSS’s coverage area.

2.2 The Services

The standard IEEE 802.11 defines the services that the DS and the STAs should imple-
ment. The complete list of MAC services is shown in Table 2.1. The table also indicates
whether these services were part of the original definition or added in subsequent amend-
ments. In this section we briefly describe these services, assuming an ESS topology, which
is the preferred environment in this thesis.

2.2.1 Distribution of messages

Distribution of data messages between STAs is the primary service provided by an IEEE 802.11
network. It relies on the MSDU delivery function present in all STAs. MSDU delivery is
detailed in section 2.3.
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Service Name Provided by Default

Authentication STA/DS (11i)

Association DS yes

Deauthentication STA/DS (11i)

Disassociation DS yes

Distribution DS yes

Integration DS yes

Data confidentiality STA (11i)

Reassociation DS yes

MSDU delivery STA yes

DFS STA (11h)

TPC STA (11h)

Higher layer timer synchronization STA (11e)

QoS traffic scheduling STA/DS (11e)

Table 2.1: IEEE 802.11 architectural services

Refer to the ESS depicted in Fig. 2.1 and consider a message from STA1 to STA3.
The distribution of the message is as follows: STA1 sends the message to its AP, the
AP gives the message to the DS. It is the job of the DS to deliver this message to
the appropriate destination, in this case, STA3’s AP. Finally, the “output” AP accesses
the wireless medium to send the message to the final destination (STA3). This operation
may require the frame to be forwarded across different layer 2 technologies; the adaptation
needed to deliver a frame to a non-802.11 network is carried out by the integration service,
present in the APs. How the message is distributed within the DS is beyond the scope
of the standard. However, IEEE 802.11 services are required to provide the DS with
enough information to be able to forward the message towards its correct destination.
This information is provided by the association related services (see 2.2.2).
In the previous example, a message is sent to a STA that belongs to a different BSS. If the
message had been intended for STA2, the “input” and “output” AP would have been the
same. Nevertheless, the distribution service would have been invoked anyway. Note that
all data messages sent by any client STA in an infrastructure BSS must always be sent
to the BSS’s AP, even though source and destination STAs are in range of each other.

With WDS, the wireless link between APs uses the same radio as that used for com-
munication with client STAs. Single radio APs are cheaper, but the cells of both APs as
well as the wireless link all share the same channel, which reduces drastically the network
capacity since some frames may be sent to the wireless medium three times: in Fig. 2.1
one frame transmitted by STA3 addressed to STA4 is first sent by STA3 to BSS3’s AP;
the AP uses the same channel to forward the packet to BSS4’s AP, who will finally trans-
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mit it again to STA4. This inefficiency can be alleviated if APs have two (or more) radios
using different channels.

The QoS traffic scheduling service is integrated within the distribution service of QoS-
enabled networks to provide intra-BSS QoS frame transfers (see 2.5).

2.2.2 Association services

Before a STA is allowed to send data frames via an AP, it first has to become associated
with the AP. This operation provides a STA ↔ AP mapping that is used by the DS to
accomplish its distribution service as described in the previous section (2.2.1). For this
reason, a client STA should be associated with no more than one AP, while an AP may
be associated with many STAs at the same time.

In order to support BSS transition mobility, the DS also offers the reassociation service.
This service is used to keep STA ↔ AP mappings updated as the STAs move from BSS
to BSS within an ESS. Both association and reassociation services are always initiated by
the client STA. The STA sends an Association (or Reassociation) Request management
frame to the selected AP, and the AP responds with an Association (or Reassociation)
Response. This client-driven behavior, detailed in 2.2.2.1 and 2.2.2.2, is the source of
many administrators’ headaches (i.e. load balancing) as discussed in this thesis.

Disassociation is used to terminate an existing association. As a consequence, the
existing association information is removed. Unlike association and reassociation, a dis-
association can be initiated either by clients or by APs, and cannot be refused since it is
not a request but rather a notification.

2.2.2.1 Scanning

As explained before, when a client STA in infrastructure mode is powered up, it needs
to establish an association with an AP. The scanning process allows the client STA to
become aware of its environment, and hence the STA is able to chose the “best” AP in
range. All APs are announced in an area by broadcasting Beacon frames periodically.
These management frames contain information on the APs’ capabilities and status that
is useful for the potential clients. STAs usually chose the “best” AP based on Received
Signal Strength Indicator (RSSI) measurements of Beacon frames. That is to say, client
STAs will request an association with the AP whose Beacons are received with more
energy during the scan process.

Scanning can be either active or passive. Stations that use passive scanning listen
to each channel and wait for Beacon frames to identify all APs within range. Unlike in
active scanning, STAs do not generate any frame during a passive scan. This works well for
networks with few channels and short beacon intervals. Active scanning is a faster process,
but requires a signaling exchange. To satisfy regulatory requirements (active scanning is
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prohibited in some frequency bands and regulatory domains), it may be required that an
initial scan is always passive.

The active scan procedure is as follows. For each supported channel, the station willing
to associate with a new AP broadcasts a Probe Request frame. Any AP shall respond with
a Probe Response to the address of the STA that generated the Probe Request, whenever
the requested ESSID matches the AP’s configured ESSID.

2.2.2.2 Roaming

The DS has to support user inter-BSSS mobility within the ESS. When the client STA
perceives that the quality of the communication with its current AP degrades due to
either its mobility or to the presence of interference, it tries to find a better AP candidate
through a new scan. This is called roaming, which goes as follows [246].

A station keeps track of the Beacon frames received from its current AP. When the
quality of such Beacons drops below the cell search threshold (10 < CSTh < 30 dB), the
STA initiates an active scan (if possible) and sends out Probe Request messages on all
the available channels. The APs receiving the request will send a Probe Response back.
When an AP is found whose responses improve the current AP’s Beacons quality by at
least ΔSNR (usually 6 ≤ ΔSNR ≤ 8 dB), the STA initiates a cell switch (reassociation).
If a better candidate is not found, the STA returns to the current AP’s channel and the
scan sweep is repeated periodically.

2.2.3 Security

The design of wired LANs assumes the physical attributes of wires that provide security
to the network: authentication is provided by the requirement of a physical connection to
the media; confidentiality by the “closed” nature of the wire media. These assumptions
are no longer valid for IEEE 802.11 WLANs due to their physically open medium nature.
For this reason, the IEEE 802.11 standard [3] defined two services in order to meet the
aforementioned assumptions inherited from the wired LANs: authentication and data
confidentiality at layer 2. This security is known as Wired Equivalent Privacy (WEP).

The current definition of the standard [24] includes the amendments of 802.11i [18].
IEEE 802.11i improved the security of WEP’s authentication and data confidentiality,
and also provided data integrity and origin authentication.

Authentication is used to establish the STA’s identities before the association process
takes place. Two authentication methods are supported: Open System and Shared Key.
Open system authentication simply consists of two communications. An Authentication
Request by the client is followed by an Authentication Response from the AP containing
a success or failure message.
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Shared key authentication relies on the fact that both stations taking part in the authen-
tication process have the same “shared” key, which has been previously set on both STA
and AP.

Data confidentiality protects the contents of messages. The current standard [24]
provides three cryptographic algorithms: WEP, Temporal Key Integrity Protocol (TKIP)
and Counter mode with Cipher-block chaining Message authentication code Protocol
(CCMP). By default all messages are sent unprotected.

The original definition of the security services using WEP was found to have severe
security weaknesses [74] [120], so a specification of a replacement for WEP became a TGe
work item. Later (year 2001) the TGe was split into TGe, devoted to QoS issues, and TGi
for security. This group released a new amendment to the standard by the year 2004,
known as IEEE4 802.11i. Since then, two levels of security are distinguished: Robust
Security Network Association (RSNA) for 802.11i enabled security and pre-RSNA for the
old WEP scheme.

2.2.4 Spectrum Management

In order to satisfy requirements in different regulatory domains, specially for the opera-
tion of WLANs in the 5 GHz ISM band, a new amendment was released by 2003: the
IEEE 802.11h [14]. Two services were specified: Transmit Power Control (TPC) and
Dynamic Frequency Selection (DFS).

The TPC service is intended to reduce interference with satellite devices, and DFS
is used to avoid co-channel operation with radar systems as well as to ensure uniform
utilization of available frequency channels. More details on these services are given in
Section 7.1.1.

2.3 Medium Access Control

All IEEE 802.11 STAs in a system share a common wireless medium. The MAC Layer
defines the rules that all STAs must follow in order to transmit to this medium. This is
handled by using several access mechanisms. The IEEE 802.11 standards define two access
methods: Distributed Coordination Function (DCF) and Point Coordination Function
(PCF). Moreover, as of late 2005, the IEEE 802.11 task group “E” released a new
standard [22] that defines a set of Quality of Service (QoS) enhancements for the IEEE
WLANs; it defines procedures for managing network QoS using classes of service. The
extensions introduced inherit from the two previous access mechanisms (DCF and PCF).
The new MAC protocol is called Hybrid Coordination Function (HCF) (briefly described
in Section 2.5), and is only present in QoS-enabled STAs, which are still uncommon
nowadays.
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Figure 2.2: Generic 802.11 MAC frame format

Both PCF and HCF are provided through the services of DCF, which is the only
mandatory access method. The fundamental access method used by the DCF based MAC
is Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA). This method is
based on contention, whereas the PCF offers a contention free access. The three modes
can be used alternately in time.
The optional PCF mode is only allowed in the infrastructure BSS. In this case, the
AP polls its associated STAs one after another by sending polling messages. Moreover,
if the AP has data ready to be sent to a STA being polled, it can be included in the
polling message. If the STA station has data to send to the AP, it is transmitted in the
response message. In other words, PCF is a contention free protocol and enables stations
to transmit data frames synchronously, with regular time delays between data frame
transmissions. The contention free period takes priority over the regular DCF procedure.
In this way, delay sensitive packets (e.g. voice or video) can have a higher priority.
However, the 802.11 standard is vague in defining portions of the PCF protocol. As a
result, APs implementing PCF are rare, even though some chipsets have PCF functionality
embedded in the firmware [145]. Moreover, the Wi-Fi Alliance does not include PCF
functionality in its interoperability standard.

For all these reasons, in this section we concentrate in the typical DCF mechanism.
This section also describes the standard MAC frame format and the carrier sense mech-
anism.

2.3.1 MAC Frame Format

The IEEE 802.11 MAC defines three types of messages: data, management and control.
Management messages are used to support the services described in 2.2. Control frames
are used to support the delivery of data and management messages. Data frames carry
higher layer information. The general MAC frame format is depicted in Fig. 2.2. Each
frame consists of a MAC header, a variable length frame body and an Frame Check
Sequence (FCS), which contains an IEEE 32-bit CRC. The MAC header comprises several
fields:
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• Frame Control : consists of several subfields and flags that contain relevant infor-
mation for STAs in power save mode. It also includes information about the frame
type, fragmentation, etc.

• Duration/ID : vary with frame type, but it is usually set to the time (in μs) required
to complete the current transmission.

• Address Fields : used to identify the BSSID, the source address, the destination
address, the transmitting STA address and receiving STA address. The contents of
the address fields are dependent upon the values of the To DS and From DS flags
in the Frame Control field.

• Sequence Control : used to number an MAC Service Data Unit (MSDU) and to
identify fragments of a given MSDU.

• QoS Control : QoS-enabled STAs also include a 2-Byte field to determine the QoS
policies desired for the corresponding frame.

Note that not all frames contain all the fields described above. The first three fields
and the FCS constitute the minimal format and are present in all frames. The rest of the
fields are present only in certain frame types and subtypes. For example, Address 4 is
only present when WDS is used.

2.3.2 Carrier Sense mechanism

Physical and virtual Carrier Sense (CS) functions can be used to determine the state of
the wireless medium, which can be either idle or busy. Virtual carrier sense is referred
to as the Network Allocation Vector (NAV). The NAV maintains a prediction of future
traffic on the medium based on the duration information announced in some frames.

The physical CS functions are provided by the PHY and logically depend on the PHY
used. Basically, the physical layer provides a busy/idle medium recognition based on the
detection of any energy above a given threshold Pth; the physical layer can also report a
busy medium by detecting an 802.11 signal (above or below Pth). In this case, the physical
will consider the medium busy during the time indicated in the PLCP header (see 2.4.1.1
and 2.4.2.2).
The values of Pth depend on the modulation used and the transmission power. These
values range from -82 dBm (OFDM signals) to -70 dBm (DSSS and transmitted power ≤
50 mW).

2.3.3 DCF based MAC

As mentioned before, the fundamental access method in IEEE 802.11 WLANs is a DCF
based on CSMA/CA and a random backoff time following a busy medium condition. In
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Figure 2.3: DCF MAC procedure

addition, all unicast transmissions use positive Acknowledgment (ACK) frames. If no
ACK is received, a retransmission is scheduled by the sender.

The nodes of a WLAN share the medium in a similar manner to the nodes of an Eth-
ernet segment. With CSMA/CA, the nodes sense the air interface before transmitting a
frame; if it is busy, they wait until it is released. Physical and virtual carrier sense func-
tions are used to determine the state of the medium (see Section 2.3.2). The CSMA/CA
scheme is designed to reduce collision probability when multiple STAs are sharing the
same channel. The point where a collision is more likely to occur is just after the medium
becomes idle following a transmission. This is because more than one STA may be wait-
ing for the medium to become idle in order to transmit. These potential conflicts are
minimized using a random backoff procedure.

2.3.3.1 Basic Access

The DCF’s basic access follows the procedure depicted in Fig. 2.3. It works as follows:
before initiating a transmission, a station senses the channel to determine whether it
is busy (see 2.3.2). If the medium is sensed idle during a period of time called DCF
Interframe Space (DIFS), the station is allowed to transmit. If the medium is sensed
busy, the transmission is delayed until the channel is idle again.
A slotted binary exponential Backoff (BO) interval is uniformly chosen so that BO ∈
[0, CW−1], where CW is the contention window. This backoff procedure is invoked before
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transmitting a frame when the medium was sensed busy, and also when a transmitting
STA infers a failed transmission. A STA uses the CS mechanism to determine whether
there is activity during each backoff slot. The backoff timer is decreased as long as the
channel is sensed idle, paused when a transmission is in progress, and reactivated when
the channel is sensed idle again for more than DIFS. When the backoff timer expires, the
station starts transmitting. The value of CW is set to its minimum value, CWmin, in the
first transmission attempt, and increases integer powers of two at each retransmission, up
to a pre-determined value CWmax.

After each successfully received unicast data frame, the receiver waits for a Short Inter-
frame Space (SIFS) period and transmits an ACK frame (see Fig. 2.4). Logically SIFS <
DIFS, thus the ACK has priority over other frames, avoiding unnecessary retransmissions.
ACKs are not sent as a response to broadcast/multicast frames.

2.3.3.2 Four-way handshake (RTS/CTS)

The protocol described in the previous subsection is called basic or two-way handshaking
mechanism. In addition, the specification also contains a four-way frame exchange pro-
tocol called the RTS/CTS mechanism, which works as follows: a station gains channel
access through the contention process described previously, and sends a special frame
called Request to Send (RTS), instead of the actual data frame. In response, the receiver
sends a Clear to Send (CTS) frame after a SIFS interval. Subsequently, the requesting
station is allowed to start the data frame transmission after a SIFS period. See Fig. 2.4
for the complete message exchange sequence for basic access (used by Tx1) and RTS/CTS
(used by Tx2).
The information contained in RTS and CTS messages allow all STAs in range to set their
NAV to indicate a busy medium until the end of the corresponding ACK transmission.

The main objective of the RTS/CTS handshake is the resolution of the hidden terminal
problem [276]. The mechanism is also employed to minimize the lost periods caused by
collisions - the RTS frame is much shorter than data fames. Due to the added overhead
caused by the extra signaling, this access method is usually deactivated or used only to
secure the transmission of long frames (whose size exceeds a given threshold).

2.4 Physical Layer

The IEEE 802.11 standard defines four different transmission techniques with four dif-
ferent PHY implementations: Direct Sequence Spread Spectrum (DSSS), Orthogonal
Frequency-Division Multiplexing (OFDM), Frequency-Hopping Spread Spectrum (FHSS)
and Infra Red (IR). Note that diffuse infrared and FHSS have received little attention in
the market. For this reason, we will focus on the more popular interfaces based on DSSS-
CCK (Complementary Code Keying) and OFDM, used under the IEEE 802.11a/b/g
specifications.
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Figure 2.4: Basic and RTS/CTS access with NAV setting

The physical layer is divided into two sublayers: Physical Layer Convergence Procedure
(PLCP) and Physical Medium Dependent (PMD). The PLCP sublayer minimizes the
dependence of the MAC layer on the PMD sublayer by mapping MAC Protocol Data
Unit (MPDU)s into a frame format suitable for transmission by the PMD. Under the
direction of the PLCP, the PMD provides actual transmission and reception of PHY en-
tities between two STAs through the wireless medium. To provide this service, the PMD
interfaces directly with the air medium and provides modulation and demodulation of the
frame transmissions. The PLCP and PMD communicate using service primitives to gov-
ern the transmission and reception functions. Note that each PMD sublayer may require
the definition of a unique PLCP.

2.4.1 DSSS

This section provides a review of DSSS techniques employed by IEEE 802.11 in the 2.4GHz
ISM band. The first specification of the standard defined two basic rates, 1 and 2 Mbps.
Later, the 802.11b extension added higher rates (5.5 and 11 Mbps) as a natural extension
of legacy DSSS by using a Complementary Code Keying (CCK) scheme. This new scheme
provided a smooth transition to higher rates with DSSS, and it also allowed interoper-
ability with the old 1 and 2 Mbps devices.

2.4.1.1 PLCP Frame Format

The 802.11 frame structure is shown in Fig. 2.5. The PLCP preamble is formed from a
SYNC field and an Start Frame Delimiter (SFD). The SYNC field consists of scrambled 1
bits so that the receiver can perform the necessary synchronization operations (e.g. signal
detection, timing acquisition, multipath estimation, etc.). The SFD indicates the start
of PHY-dependent parameters. The 48 bit PLCP header contains the overhead needed
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Figure 2.5: PPDU format for DSSS/CCK 802.11 PHY

by the PHY. The IEEE 802.11b standard [5] defines two different frame structures: long
and short preambles. The long preamble consists of a 128 bit SYNC field, 16 bits of SFD
and PLCP header sent at the lowest rate, 1 Mbps. Then, the duration of a long preamble,
including PLCP header, is 192 μs. On the other hand, the short preamble option was
intended to reduce the overhead of transmissions. The short preamble reduces the SYNC
field by half and increases to 2 Mbps the rate used to send the PLCP header. In this way,
the duration of a short preamble is 96 μs.

2.4.1.2 Legacy 802.11 DSSS

DSSS spreads a transmitted signal across a wider spectrum range in order to provide a
spreading gain against narrowband interference. DSSS techniques spread transmissions by
XORing a stream of data bits with a pseudo-random sequence. In 802.11 [3], this sequence
of bits is always the 11 bit Barker sequence: +1−1+1+1−1+1+1+1−1−1−1. That
is to say, each data symbol is transmitted as 11 bits represented by the original Barker
sequence or its inverse. Note that for all available data rates (from 1 to 11 Mbps), the
chip rate is 11 Mcps, resulting in a channel bandwidth of 22 MHz.

For 1 Mbps, the Barker sequence is used to spread a 1 Mbps Differential BPSK
(DBPSK) signal. For 2 Mbps, the same sequence is Differential QPSK (DQPSK) mod-
ulated. With differential PSK modulations, the information is conveyed by the phase
difference between adjacent transmitted signal elements. In this way, the system com-
plexity is reduced, since a coherent phase reference is not needed. On the other hand,
the Bit Error Ratio (BER) is higher for a given Signal-to-Noise Ratio (SNR). The raw
baseband data is differentially encoded as follows: if xi is the bit intended for transmission
and yi is the bit actually transmitted (differentially encoded); yi = yi−1 ⊕ xi.

2.4.1.3 High Rate DSSS

In 1999, the IEEE 802.11b [5] was released. This extension defined two additional PHY
rates of 5.5 and 11 Mbps and is known as High Rate DSSS (HR-DSSS). However, the
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data is no longer spread using the Barker sequence. Instead, CCK is used, and optionally,
Packet Binary Convolutional Coding (PBCC). Since support for PBCC is optional while
CCK is mandatory, and no other vendor, apart from Texas Instruments seems interested
in PBCC, this section will focus exclusively on CCK.

The same 802.11 PLCP header based on 1 Mbps is maintained. Moreover, to insure
that the modulation has the same bandwidth and waveform as the existing 802.11 DSSS
modulation, the chipping rate is kept at 11 Mcps. Therefore, this approach enables back-
compatibility with the older 802.11. The symbol rate is increased from 1 to 1.375 MSps;
there are 8 bits/symbol at 11 Mbps and 4 bits/symbol at 5.5 Mbps.

CCK is a variation on M-ary Orthogonal Keying [50] developed by Lucent Technolo-
gies and Harris Semiconductor. It utilizes a set of Complementary Codes that are derived
from incoming data.
For 11 Mbps, each group of 8 bits of incoming data is split into 4 dibits. The first dibit is
converted to a phase angle ϕ1, which is differentially encoded across successive code words
(similar to the 1 and 2 Mbps schemes). The rest of the phases (ϕ2 to ϕ4) define a set of
64 possible codes of 8 chips and ϕ1 can be thought of as an extra phase rotation to the
entire code word (see eq. 2.1). Please refer to [152] for more information on these codes.
The 8 complex chips are mapped to the same Quadrature Phase-Shift Keying (QPSK)
constellation and transmitted.
This process can be explained from a different perspective. We can think of each chip as
a function of ϕ2, ϕ3 and ϕ4, then, instead of encoding the chips with QPSK, the entire
symbol is encoded using DQPSK based on ϕ1 (phase difference with the previous sym-
bol) [159]. That is to say, 6 information bits select 1 of 64 possible codes and 2 select 1
of 4 DQPSK phases.

c = {ej(ϕ1+ϕ2+ϕ3+ϕ4), ej(ϕ1+ϕ3+ϕ4), ej(ϕ1+ϕ2+ϕ4),−ej(ϕ1+ϕ4),

ej(ϕ1+ϕ2+ϕ3), ej(ϕ1+ϕ3),−ej(ϕ1+ϕ2), ej(ϕ1)} (2.1)

The 5.5 Mbps version is carried out similarly. In this case, only 4 bits are used to
find the 8 chip CCK code. The first two bits are used to find ϕ1 (phase rotation for the
whole code word) in exactly the same manner as with 11 Mbps. The other two bits are
used to select 1 of 4 possible codes. The chip rate and symbol rate are still 11 Mcps and
1.375 MSps, respectively, and in consequence channel bandwidth and waveform remain
the same.

2.4.2 OFDM

Orthogonal Frequency-Division Multiplexing (OFDM) is the basis for IEEE 802.11a [4]
and 802.11g [13] standards that operate in the 5 and 2.4 GHz ISM bands, respectively.
OFDM along with HR-DSSS, are the most popular technologies for WLAN radios. This
section provides a brief review of these techniques.
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Mode PHY Rate (Mbps) Modulation Coding rate Data bits per Symbol

m1 6 BPSK 1/2 24

m2 9 BPSK 3/4 36

m3 12 QPSK 1/2 48

m4 18 QPSK 3/4 72

m5 24 16-QAM 1/2 96

m6 36 16-QAM 3/4 144

m7 48 64-QAM 2/3 192

m8 54 64-QAM 3/4 216

Table 2.2: Modes of the OFDM 802.11 PHY

2.4.2.1 Modes

With OFDM, the high rate data stream is split into 52 lower rate streams that are
transmitted simultaneously in different sub-carriers. Thus, the effects of time dispersion
caused by multi-path propagation are reduced. Four of the sub-carriers are pilot sub-
carriers that are used as a reference to disregard frequency or phase shifts. Pilots are
scrambled by a length 127 pseudo-noise sequence. The remaining 48 sub-carriers provide
separate wireless “pathways” for sending the information in a parallel fashion.

The standards define eight different modes providing 6 to 54 Mbps. For all these
modes, the symbol duration is 4 μs. Moreover, in order to reduce intersymbol interfer-
ence, a guard time of 800 ns is introduced in every OFDM symbol. The guard time is
a repeat of the end of the symbol at the beginning. This technique, known as cyclic
prefixing, is used to retain sinusoid properties that ease channel estimation in multi-
path channels. The symbol duration and guard time determine sub-carrier spacing to
be 0.3125 MHz ((4μs − 800ns)−1) and also the total bandwidth used, 16.6 MHz for all
modes.
The slowest mode uses Binary Phase-Shift Keying (BPSK) and the fastest uses 64-
Quadrature Amplitude Modulation (QAM). With 48 sub-carriers, 4 μs symbols and
1 to 6 bits per sub-carrier, the raw bit rate ranges from 12 to 72 Mbps. To correct for
sub-carriers in fades, forward error correction is applied by means of convolutional codes.
Coding rates are variable (see Table 2.2) and hence the eight different admitted modes
are: 6, 9, 12, 18, 24, 36, 48 and 54 Mbps (only 6, 12 and 24 Mbps are mandatory).

2.4.2.2 PLCP Frame Format

Similar to the DSSS PHY, OFDM also requires a preamble preceding every frame. This
preamble and the PLCP header are essential to successfully decode actual data bits.
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Figure 2.6: PPDU format for OFDM 802.11 PHY

Figure 2.6 shows the structure of a PLCP Protocol Data Unit (PPDU). The PPDU
includes PLCP preamble, PLCP header, MPDU (from MAC Layer), tail bits, and pad
bits, if necessary.
The first part of the preamble consists of 10 repeated symbols, the duration of which is
800 ns. These short symbols allow a coarse frequency offset estimation and provide a
convenient way of performing frame detection and automatic gain control [246]. Subse-
quently, there are two long training symbols that contain 52 QPSK modulated subcarriers
(like a normal symbol), adding 8 μs to the preamble. The long symbols are used to obtain
reference amplitudes and phases for a coherent demodulation. The PLCP header, except
for the Service field, contributes a single OFDM symbol (4 μs), which is transmitted with
BPSK modulation and 1/2 coding rate. The Tail bits are set to ‘0’ to return the convo-
lutional code to the “zero” state. The pad bits are used to make the resulting bit string
into a multiple of OFDM symbols. The portion of the PPDU represented by DATA field
(Fig. 2.6) is transmitted at the data rate specified in the Rate field.

2.4.2.3 OFDM in the 2.4 GHz band

In 2003, the IEEE 802.11g [13] amendment was released to provide higher data rates in
the 2.4 GHz band used by the DSSS specifications. The new PHY is known as Extended
Rate PHY (ERP). The modulation scheme used in 802.11g is copied from 802.11a [4], but
reverts to CCK (like 802.11b [5]) for 5.5 and 11 Mbps and DSSS for 1 and 2 Mbps. Thus
802.11g hardware is fully backwards compatible with older 802.11b hardware. However,
there are two additional optional modulations defined: ERP-PBCC (22 and 33 Mbps)
and DSSS-OFDM. The first is an extension of the PBCC optional modulation mentioned
in 2.4.1.3, and the latter is a hybrid modulation combining a DSSS preamble and header
with an OFDM payload transmission.
Consequently, an ERP STA will support at least three different preamble and header for-
mats: the long and short preambles defined in 2.4.1.1 and the OFDM preamble described
in 2.4.2.2.
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2.5 Alphabet Soup

The IEEE released the initial standard for wireless LANs, IEEE 802.11 [3] in June 1997.
This standard specified PHY and MAC layers for operation in the 2.4 GHz ISM band with
data rates of 1 and 2 Mbps. As mentioned earlier, the initial version of 802.11 defined
FHSS or DSSS. Since the ratification of the initial standard, the IEEE 802.11 WG has
made several revisions through various task groups.

The terms “standard” and “amendment” are sometimes used interchangeably when
referring to the different flavors of 802.11, but as far as the IEEE Standards Association
is concerned, there is only one current standard; it is denoted by IEEE 802.11 followed
by the date it was published. The standard is updated by means of amendments. These
amendments are created by different task groups (TG). Task groups within the 802.11
WG 1 enhance portions of the 802.11 standard. A particular lower-case letter correspond-
ing to each standard/revision is used to identify the different task groups. For example
IEEE 802.11a, 802.11b, 802.11g, etc. The most recent version of the standard (at the time
of writing) is denoted as IEEE 802.11-2007 [24] and it includes the amendments defined
by the task groups IEEE 802.11a, b, d, e, g, h, i and j.
Updating 802.11 is the responsibility of TGm. In order to create a new version, TGm
combines the previous version of the standard and all published amendments. TGm also
provides clarification and interpretation to industry on published documents.

In this section we give an overview on some of the amendments. Some of them are
already in use, some are nearing completion and others are just starting up.

802.11a: OFDM in the 5 GHz ISM band This amendment is now part of the stan-
dard and has already been explained in previous sections (see 2.4.2). It defines an
OFDM-based PHY offering 54 Mbps in the 5 GHz ISM band. This band offers
much less potential for radio frequency interference than other PHYs (e.g., 802.11b
and 802.11g) that utilize the 2.4 GHz band. On the other hand, a higher working
frequency implies reduced coverage, since propagation loss is directly proportional
to the frequency. It was ratified in 1999, although 802.11a-based products became
available in late 2001.

802.11b: High Rate DSSS in the 2.4 GHz ISM band TGb was responsible for en-
hancing the initial DSSS PHY to allow 5.5 and 11 Mbps by means of CCK coding,
as detailed in Section 2.4.1.3. It was released in 1999 [5] and modified in 2001 [8].
Most wireless LAN installations today comply with 802.11b, which is also the basis
for Wi-Fi certification2.

802.11c: Bridge operation This is actually a supplement to the IEEE 802.1D MAC
bridges standard. Ratified in October 1998, it adds requirements associated with
bridging 802.11 wireless client devices.

1http://www.ieee802.org/11/
2http://www.wi-fi.org
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802.11d: Additional regulatory domains To date, only a few regulatory domains
have rules in place for the operation of 802.11 wireless LANs. This supplement,
released in 2001, adds the requirements and definitions necessary to allow 802.11
WLAN equipment to operate in markets not served by the current standard. More
precisely the 802.11d allows configurations at the MAC level intended to comply
with the rules of the country or district in which the network is to be used. Rules
subject to variation include allowed frequencies, allowed power levels, and allowed
signal bandwidth. Hence, the 802.11d eases global roaming: the same device can
be used abroad, regardless of the local regulations.

802.11e: QoS enhancements As of late 2005, the IEEE 802.11 TGe released a new
amendment that defines a set of QoS enhancements for the IEEE WLANs [22]; it
defines procedures for managing network QoS using classes of service. The exten-
sions introduced consider the two access mechanisms: DCF and PCF. The new
MAC protocol is called Hybrid Coordination Function (HCF). It combines a con-
tention channel access mechanism, the Enhanced DCF Channel Access (EDCA),
and a polling-based channel access, the HCF Controlled Channel Access (HCCA).
EDCA is designed to manage 8 different traffic priorities. Packets belonging to
the different traffic priorities are mapped into 4 access categories (ACs) buffered
in separate queues at a station - background, best effort, video and voice; each of
them represents a different priority level defined by different AC-specific CW sizes,
Arbitration IFS (AIFS) values and Transmission Opportunity (TXOP) limits. Each
AC within a station contends for the channel independently of the others according
to a CSMA/CA access, but in this case, an internal (virtual) collision between two
ACs within a station is handled by granting the access to the AC with the highest
priority. The higher priority ACs are assigned smaller AIFS (i.e. higher priority
ACs enjoy a relatively faster progress through backoff slots) and may select backoff
values from a comparably smaller CW range (i.e. higher priority ACs have smaller
backoff delays). Upon gaining the access to the medium, each AC may carry out
multiple frame exchange sequences as long as the total access duration does not go
over a TXOP limit.
The HCCA (which is not mandatory) works like the PCF but adding traffic classes.
HCCA is the most complex coordination function. With HCCA, QoS can be pa-
rameterized with great precision. However, IEEE 802.11e enabled devices usually
implement EDCA only, which is not intended to offer any form of QoS guarantee to
the users in terms of bandwidth allocation, bounded delay, etc. Nonetheless, this
service prioritization is translated into an increment of the probability to win the
contention for the access to the common channel.
In addition to HCCA and EDCA, 802.11e specifies additional optional protocols for
enhanced 802.11 MAC layer QoS: Automatic Power Save Delivery (APSD) is a more
efficient power management method than legacy 802.11 Power Save Polling; Block
Acknowledgments allow an entire TXOP to be acknowledged in a single frame; Di-
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rect Link Setup (DLS) allows direct station-to-station frame transfer within a BSS.

802.11F: Inter Access Point Protocol (IAPP) A station’s handoff calls for AP to
AP communication, but this process was not defined in the original 802.11 speci-
fication. Each vendor had its own particular implementation, and the publication
of the IAPP [11] was intended to facilitate interoperability. The amendment was
released as a Trial Use Recommended Practice in 2003. The protocol provided the
necessary capabilities to achieve multi-vendor AP interoperability across a DS sup-
porting IEEE P802.11 WLAN links. It was designed for the enforcement of unique
association throughout an ESS, and for secure exchange of the station’s security
context between the current AP and the new AP produced as a result of the sta-
tion’s roaming.
IAPP calls for the new servicing AP to send out two packets onto the DS. One of
them is actually set with the client’s source address and is used to update switches’
MAC address tables with the client’s new location. The other is sent to an IAPP
multicast address that all APs subscribe to, and contains the MAC address of the
new associated station. All APs will receive this packet, and the one that had been
associated with that station will remove the stale association from its internal table.
Furthermore, IAPP provides for the sharing of generic information between APs by
means of some not well defined “contexts”. This lack of specification made IAPP
of little practical interest as far as vendor interoperability is concerned. For these
reasons this standard practice has been withdrawn as of February 2006.

802.11g: OFDM in the 2.4 GHz ISM band This amendment is now part of the stan-
dard and has already been explained in previous sections (see 2.4.2). It defines an
OFDM-based PHY offering 54 Mbps in the 2.4 GHz ISM band [13]. It was ratified
in 2003, although pre-standard 802.11g-based products became available months be-
fore. Its definition is identical to the 802.11a core, except for some additional legacy
overhead for backward compatibility: 802.11g implements all mandatory elements
of the IEEE 802.11b PHY standard. In spite of the TG efforts to enable inter-
operability and coexistence of 11b and g devices, the presence of a legacy 802.11b
participant will significantly reduce the performance of the overall 802.11g network.

802.11h: Spectrum managed Published in October 2003, the IEEE 802.11h [14] was
intended to resolve problems arising from the coexistence of 802.11 networks with
radar and satellite systems in the 5 GHz band (i.e. 802.11a). It was originally
designed to address European regulations, but is now applicable in many other
countries. As detailed in Section 7.1.1, the standard provides Dynamic Frequency
Selection (DFS) and Transmit Power Control (TPC) capabilities to IEEE 802.11a
WLANs.
DFS is a required functionality for WLAN operating in the 5 GHz band to avoid co-
channel interference with radar systems and to ensure uniform utilization of available
channels.
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TPC is required to ensure that all devices in a 802.11a WLAN comply with the
transmission power limitations applicable to the channel in use in a given region so
that the possible interference with satellite/radar systems is minimized.

802.11i: Enhanced security The IEEE 802.11i amendment, released in July 2004,
specifies strong security mechanisms for IEEE WLANs. This amendment was inte-
grated into the current version of the standard [24]. The new security specifications
provided by TGi supersede the previous WEP, which was shown to have severe
security weaknesses [74] [120]. The Wi-Fi Alliance responded to that weakness by
introducing Wi-Fi Protected Access (WPA), which implemented a subset of the
802.11i specification. The full implementation of the IEEE 802.11i is also known as
WPA2 (according to the Wi-Fi Alliance nomenclature) and provides Robust Secu-
rity Network (RSN).
WPA is based on TKIP, a set of algorithms that improved WEP security without
the need of major upgrades, since it also uses RC4 as its cipher. TKIP improves
confidentiality by implementing key mixing and re-keying functions. Moreover, it
implements a message sequence counter and 64-bit check known as MICHAEL to
add integrity and resilience to reply attacks. WPA also enables IEEE 802.1X based
authentication.
The IEEE 802.11i (and WPA2) introduced the concept of RSN, which included the
improvements of WPA but adding CCMP (used instead of TKIP), based on the
block cipher Advanced Encryption Standard (AES) (instead of the RC4 stream ci-
pher). While this combination provides confidentiality, integrity and origin authen-
tication, it is not compatible with the old WEP-based hardware since it requires a
dedicated chip to handle the encryption and decryption.

802.11j: Extensions for operation in Japan Finalized in 2004, this amendment to
the IEEE 802.11 standard is designed specially for the Japanese market. The idea
is to obtain Japanese regulatory approval by enhancing the 802.11 MAC and 802.11a
PHY to additionally operate in newly available Japanese 4.9 and 5 GHz bands for
indoor, outdoor and mobile applications.

802.11k: Radio measurements The work of the TGk group (Radio Resource Mea-
surement) resulted in the IEEE 802.11k amendment [36], released in December
2008. It is intended to improve the provision of data from the physical and medium
access layers by defining a series of measurement requests and reports that can
be used in upper layers. With the improvements introduced by the new standard,
measurements are not only carried locally, but it will also be possible to request mea-
surements from neighboring stations. In order to grant the possibility of making
measurement requests and to inform other stations about measurements, 802.11k
inherits several mechanisms that were already standardized by the IEEE 802.11h.
The resulting information is made available to upper layers for any purpose, being
especially useful for radio resource management strategies. That is to say, 802.11k
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only provides useful information on several radio parameters; the design of radio
resource management mechanisms is out of its scope. More details are given in
Section 7.1.2.

802.11n: Further throughput improvements TGn is currently investigating new im-
provements to the 802.11 PHY and MAC layers to provide high throughput (near
600 Mbps). The work on the 802.11n amendment was initiated in 2004. Its defini-
tion is expected to be finalized by December 2009, but major manufacturers have
been releasing pre-standard products based on early specifications. Basically those
improvements are obtained by adding multiple-input multiple-output (MIMO) tech-
niques and channel bonding to the PHY layer, and frame aggregation to the MAC
layer.
Aggregation is a process of packing multiple MSDUs or MPDUs together to reduce
the overheads and average them over multiple frames. The aggregation requires
the use of Block Acknowledgment (BlockAck), which was previously introduced in
802.11e.
Channel Bonding, refers to the ability of using two separate non-overlapping chan-
nels simultaneously to transmit data. This mode of operation doubles the occupied
bandwidth, and hence the PHY rate of a “traditional” 20 MHz channel is effectively
doubled.
MIMO uses multiple antennas to coherently resolve more information than possible
using a single antenna. These techniques provide two main benefits to 802.11n:
antenna diversity and spatial multiplexing. First, MIMO uses the multipath signal
diversity to increase a receiver’s ability to recover the message information from the
signal. And second, the spatial multiplexing can significantly increase data through-
put by sending independent data streams that are transferred simultaneously within
one spectral channel of bandwidth. The number of simultaneous data streams is
limited by the minimum number of antennas and RF chains in use on both sides of
the link.

802.11p: Vehicular networks TGp will define enhancements to the 802.11 standard
to support Intelligent Transportation Systems (ITS) applications. The new amend-
ment, also known as Wireless Access in the Vehicular Environment (WAVE), will
provide support for data exchange between high-speed vehicles and communications
between vehicles and roadside infrastructure. Communications may be possible at
speeds of up to 200 km/h and within a range of 1 Km. Very short latencies will
also be needed as some applications must guarantee data delivery within few mil-
liseconds. IEEE 802.11p will also be applicable to marine and rail communications.
The most evident applications of such a vehicle communication network include ve-
hicle safety services, traffic jam alarms, toll collections, vehicle collision avoidance,
and adaptive traffic light control.

802.11r: Fast roaming Published in 2008, the IEEE 802.11r enhancements are in-
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tended to minimize or eliminate the connectivity disruption periods experienced
by users during a BSS transition, i.e. during a handover between two APs of the
same ESS. The idea behind these improvements was to support real time constraints
imposed by applications, such as VoIP. New QoS and security mechanisms intro-
duced by 802.11e and 11i amendments added an extra burden to the handoff process,
which was initially much simpler (just a 4-frame exchange). The addition of those
new features increased the number of required messages dramatically. During the
time these additional messages are being exchanged, the mobile device’s traffic can-
not proceed, and the user will notice connectivity loss of the order of few seconds.
The Fast BSS Transition defined by 802.11r eliminates much of the handshaking
overhead by allowing both the security key negotiation and requests for wireless
resources to occur in parallel before the AP transition is actually performed.

802.11s: Mesh networking The purpose of the TGs is to provide a protocol for auto-
configuring paths between APs over self-configuring multi-hop topologies in a WDS
to support both multicast and unicast traffic in an ESS mesh. A device in an 802.11s
mesh network is labeled as a Mesh Point (MP). These form mesh links with one
another, over which mesh paths can be established by means of the Hybrid Wireless
Mesh Protocol (HWMP), a routing protocol inspired by a combination of Ad hoc
On-Demand Distance Vector (AODV) and tree-based routing. An MP can also
perform as a regular AP in order to provide access to the mesh network to legacy
802.11 clients.
While there are still ongoing efforts to improve the IEEE 802.11s Draft, a reference
implementation of the 802.11s is available as part of the mac80211 layer in the Linux
kernel, starting with version 2.6.26.

802.11v: Network management TGv is working (at the time of writing) on an amend-
ment to the 802.11 standard [37] to allow configuration of client devices while con-
nected to IEEE 802.11 networks. It will enable management of attached stations in
a centralized (cellular-like) or in a distributed fashion through a layer 2 mechanism.
This includes, for example, the network’s ability to monitor, configure, and update
client STAs. While it extends prior work in radio measurement to effect a complete
and coherent upper layer interface for managing 802.11 devices (the TGk defined
messages to retrieve information from the station, the ability to configure the sta-
tion was not within their scope), early reports revive fears of duplication between
standards bodies, describing 802.11v as similar in nature to the IETF Control and
Provisioning of Wireless Access Points (CAPWAP). However, CAPWAP is limited
to the AP management, while 802.11v involves client STAs. IEEE 802.11v amend-
ment is scheduled for ratification in 2010.
Besides improved management, works within TGv are broken down into four other
categories: power saving mechanisms with Wi-Fi handheld VoIP devices in mind;
positioning, to enable new location-aware services; timing to support applications
that require very precise calibration; and coexistence, to reduce co-located interfer-
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ence. More detailes are given in Section 7.1.3.

802.11y: 3650–3700 MHz Operation Released in November 2008, 11y [35] enables
802.11 equipment to operate in the 3650 to 3700 MHz band (except when inter-
ferring with a satellite earth station) in USA, although other bands in different
regulatory domains are being studied. The Federal Communications Commission
(FCC) rules at 3650 MHz allow for registered stations to operate at much higher
power than in traditional ISM bands (up to 20 W Equivalent Isotropically Radi-
ated Power (EIRP)). Other three concepts are added: Contention Based Protocol
(CBP), Extended Channel Switch Announcement (ECSA), and Dependent Station
Enablement (DSE). CBP includes enhancements to the carrier sensing and energy
detection mechanisms of 802.11. ECSA provides a mechanism for an access point to
notify the stations connected to it of its intention to change channels or to change
channel bandwidth. Finally, DSE is used to manage licensing issues.
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Chapter 3

Characterizing the environment

Before starting a discussion about the optimization of radio resources, it is imperative that
we understand the characteristics of the radio channel. The best channel assignment, or
transmitted power configuration cannot be obtained without considering the propagation
loss, the receiver design, the modulation performance, or the effects of interference. This
chapter explains the phenomena of propagation and the effects of noise and interference.
For all these phenomena, the study includes a theoretical analysis that is compared with
empirical experiments.

Propagation has been widely studied in the literature, and this chapter contributes
with a review of the models that better describe propagation in WLAN scenarios. Then,
the performance of the available modulations is studied in terms of BER vs. SNR. The
formulation for most of the modulations is well known. However, a deeper literature re-
search was needed for the CCK case. Subsequent sections are devoted to studying the
effect of interference. A considerably large amount of research papers studying the co-
existence between different systems (e.g. WLAN and WPAN) can easily be found. But
ironically, however, interference between IEEE 802.11 transmitters has not received the
same attention, although its understanding is fundamental for designing a good frequency
management strategy. For this reason, this chapter also presents the contributions to this
study developed in this thesis [129]. Bearing in mind all these issues, this chapter finally
provides a comparison of different simulation environments, paying special attention to
their propagation, error and interference models. This study is needed to establish the
limitations of our simulations, which are a consequence of the approximations and as-
sumptions made by the simulation environment.

3.1 Propagation

In a radio receiver, the signal power available at the terminals of the antenna depends on
the power density of the electromagnetic wave generated by the transmitter. The received
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power Pr in watts, is written as:
Pr = WA (3.1)

where A (in m2) is the antenna effective area, and W the power density of the electro-
magnetic wave (in W/m2). W depends on the power supplied at the transmitter antenna
(Pt), and the distance d (in m) between transmitter and receiver antennas. A and W are
given by:

A =
λ2Gr

4π
(3.2)

W =
PtGt

4πd2
(3.3)

Gt and Gr are the antenna gains for the transmitter and the receiver, with respect to
an ideal isotropic antenna radiation pattern. The wavelength of the signal is represented
by λ. From the above formulas (3.1, 3.2 and 3.3), we can rewrite Pr as:

Pr = PtGtGr

(
λ

4πd

)2

(3.4)

which is known as the Friis transmission equation. This formula expresses the relation-
ship between propagation loss, the distance between antennas and the frequency used.
However, it is not accurate in many real-life environments, where multipath propagation
may occur due to the presence of obstacles, and the possibility of having no direct line
of sight between transmitter and receiver. Many empirical models have been proposed in
the literature that try to provide more accurate predictions.
Propagation loss, or path loss (LP ), defined as the ratio of radiated to received power, is
usually expressed in dB. The following formula represents LP for f in MHz and d in m,
and given that λ = c/f (c is the speed of light) and 20log10(c/4π) = 27.6dB:

LP [dB] = 20log10f + 20log10d− 27.6 (3.5)

3.1.1 Indoor propagation

From eq. 3.4 it is clearly shown that the propagation loss is proportional to (1/fd)γ, where
f is the operating frequency and γ = 2. Even though this is known to be inaccurate for
most of the scenarios, it is common practice to use it as a basis for estimates, in which
case a value for γ > 2 is chosen according to the environment [256].
There is a wide range of indoor propagation models due to the great diversity of building
profiles. Different buildings may have different building materials, large or small rooms,
high or low ceilings, furnishings, etc. and hence different propagation models should be
applied accordingly.

A breakpoint model, as described in [246], is the most simple adaptation for indoors.
It uses γ = 2 for the first meters, and for distances larger than a defined breakpoint (e.g.
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5 m) γ is increased to 3.5.
In [278] a generalization of other existing models is given, which captures all possible
effects on the signal propagation:

LP [dB] = k1 +Ga + k2log10f + k3log10d+ nw(k4Φ1 + k5Φ2) + k6nf (3.6)

In 3.6, Ga, f y d represent the antenna gains, frequency and distance, respectively.
Φ1 y Φ2 depend on the angle between walls and incident waves, nw and nf are the
number of walls and the number of floors that the signal traverses. The coefficients ki are
determined by means of practical measurements. This allows a good adaptation to most
kinds of indoor scenarios.
A lighter expression is suggested in [256]:

LP (d) = LP (d0) + 10γlog10

(
d

d0

)
+Xσ (3.7)

where d0 represents the path loss at a reference distance close to the transmitter (e.g.
d0 = 1 m). Different receivers placed at the same distance from one transmitter will
receive a different signal due to the different paths traveled by the waves. Furthermore,
the signal varies in time as a consequence of a dynamic environment. For these two
reasons, eq. 3.7 adds the random variable Xσ, following a log-normal distribution with
standard deviation σ. After empirical measurements, it was concluded that σ ranges
between 2 and 9 dB, depending on the environment.
This formula can also adapt the distant exponent γ. For an open plan building, the
suggested exponent is γ = 2.2, for a semi-open office profile γ = 3.3; finally, γ = 4.5 for
closed office (i.e. great density of walls and furniture).

3.1.2 Outdoor propagation

WLAN outdoor applications are characterized by typical antenna heights of a few meters,
distance ranges of tens of meters to one or two kilometers and urban, suburban or campus-
type scenarios. IEEE 802.11 standards are not intended for long-distance radio links and
limit the cell radius to no more than 3 km [232] [185]. However, some technical and legal
limitations may be overcame to obtain 40 km links [176], but these issues are beyond the
scope of this thesis.

With low antennas and relatively long distances between transmitters and receivers,
the ground invades the first Fresnel zone causing attenuation for diffraction, even in a
flat terrain scenario. Similar to the indoor breakpoint model, a double breakpoint model
is also described in [246] in order to capture the outdoor propagation phenomena. This
model has a first breakpoint at 1 m and a second breakpoint at above 100 m.

Various models exist that are derived from well-known empirical approaches made
in the field of cellular communications. The Okumura-Hata [154] model is limited to
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Figure 3.1: Received signal power with different indoor/outdoor propagation models

frequencies under 1500 MHz, antennas placed at an altitude of more than 30 m and, similar
to the Longley-Rice [206] model, it is verified for distances from 1 km; the COST231-
Hata [230] is an alternative for frequencies around 2 GHz. Lee’s loss model [196] is not
frequency dependent, but it takes into account the extra gain due to antenna heights and
increases by a factor d4. In [149] Lee’s model is adapted for the specific characteristics of
an outdoor WLAN. In this adaptation, a frequency factor is introduced in the likeness of
the free-space model:

LP [dB] = 40log10d+ 20log10f − 20log10hthr (3.8)

where d is, as usual, the distance between transmitter and receiver, f is the frequency
in GHz, the transmitter’s antenna height is ht and the receiver antenna is at hr m. There
are other models in the literature that try to reflect particular scenarios (e.g. see [183] for
a campus-type WLAN). Figure 3.1 shows the evolution of received power as the distance
d is increased, according to different models (Pt = 15 dBm, d0 = 1 m, LP (d0) = 35 dB
and Gx = 0 dB).

3.1.3 Coverage estimations

The term cell radius is used in the previous subsection to refer to the longest possible
distance between a transmitter and a receiver. In an infrastructure-based WLAN, this
distance is measured between the AP and the farthest client STA. The cell radius depends
on the transmitted power, the noise and the presence of interference.

The filtered white noise at the receiver is computed as N = kTB; where k is the Boltz-
mann constant (1.38·10−23J/K), T is the temperature (in Kelvin) and B the receiver fil-
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PHY DSSS/CCK OFDM

PHY rate [Mbps] 1 2 5.5 11 6 9 12 18 24 36 48 54

Rec. sens [dBm] -93 -90 -87 -84 -82 -81 -79 -77 -74 -70 -66 -65

Cell radius [m]

Free Space 1380 980 695 495 390 348 276 220 155 98 62 55

Lee (WLAN) 240 202 170 145 128 121 107 96 81 64 51 48

Open office 715 521 382 280 227 204 166 134 98 65 43 38

Semiopen office 85 65 53 45 38 36 31 26 21 16 12 11

Closed office 25 22 19 17 15 14 12 11 10 8 7 6

Table 3.1: Cell radius for different modulations and propagation models

ter’s bandwidth. For B=22 MHz, T=295 K, the filtered noise power is N = −100.48 dBm.
Furthermore, additional system noise is introduced at the early stages of the receiver. This
contribution of the RF components to the overall noise is represented by the noise figure
F , so that F = SNRin/SNRout ≥ 1. This value is typically between 4 and 6 dB in most
IEEE 802.11 devices.
Besides white thermal noise and system noise, there is a third contribution known as man-
made noise [69], different in nature from in-band interference signals. Man-made noise
can be produced by different sources (e.g. engines, electrical equipment) and depends on
the frequency band under study. According to [246], typical man-made noise levels for
the 2.4 GHz band at indoor environments are around 6 dB above thermal noise.

The total receiver noise determines the effective SNR required to allow reliable oper-
ation with sufficiently low error rate. Because of the minimum required SNR, there is a
requirement for the minimum required Pr (received signal power). The IEEE 802.11 spec-
ifies this minimum received Pr, known as receiver sensitivity, as the input level measured
at the antenna connector that produces a BER ≤ 10−5. Therefore, receiver sensitiv-
ity indicates how faint an RF signal can be successfully received by the receiver. The
IEEE 802.11 standards [4,5,13] define the minimum required levels for each modulation,
taking into account a noise figure F = 10 dB and an implementation margin of 5 dB.
However, modern devices improve these values and some receivers can successfully detect
signals at even -100 dBm using 1 Mbps [26] (standard sets this limit at ≤-80 dBm).
Table 3.1 shows typical values for the receiver sensitivity and the distance at which these
Pr values are obtained (with different propagation models), with a confidence of 95%
(5 dB margin above the required minimum). In other words, Table 3.1 presents the cell
radius of a WLAN, depending on the modulation and the propagation model.
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3.1.4 Multipath channel

Different radio propagation phenomena result in a radio signal reaching the receiver by
two or more different paths. This is known as multipath propagation. The phenomena
causing multipath propagation is diverse: atmospheric ducting, ionospheric reflection
and refraction. In the scenarios where WLANs are found, the presence of obstacles,
the mobility of users and the possible lack of a line of sight between transmitter and
receivers causes the transmitted waves to interact with surface irregularities via diffraction,
scattering, reflection and absorption.

Radio waves reflect on the obstacles they meet (walls, furniture, floors, etc.). The
echoing of a transmitted signal off those obstacles results in a series of signals reach-
ing the receiver’s antenna at different times, with different amplitudes and phases due
to the different paths traversed by the different reflections. This produces constructive
and destructive interference. The resulting signal combination fades rapidly. These rapid
random fades can be modeled using different distributions, depending on the environ-
ment [295]. Rayleigh’s distribution is used in heavily built-up urban environments with
no dominant propagation along a line of sight between the transmitter and receiver. On
the other hand, if there is line of sight and therefore one of the paths is much stronger
than the others, Rician fading may be more applicable.

The mathematical models used to describe this behavior can be presented by the
impulse response. Assume the transmission of an ideal Dirac pulse at time t = 0: x(t) =
δ(t). Multiple pulses will be received at the receiver due to the presence of multiple paths.
As explained above, each pulse will arrive at a different time, with a different amplitude.
The received signal can be expressed as:

h(t) =
L−1∑
l=0

hlδ(t− τl) (3.9)

where hl and τl are the lth path complex gain and time delay, respectively. How
hl and τl are obtained differs from one model to another. The Naftali channel model
is consistent in 802.11 systems [97]. With the use of this model, the channel impulse
response is composed of complex samples using random uniformly distributed phase and
Rayleigh distributed magnitude.

The time difference between the arrival moment of the first multipath component
(typically the Line of Sight component) and the last one is called “delay-time spread”
(TDS = τL−1 − τ0). More precisely, the maximum delay-time spread is the total time
interval during which reflections with significant energy arrive (the last impulse is the
first one that allows a particular amount of the total transmitted power to be received,
e.g. 99%). The term Delay Spread is then defined as the standard deviation value of the
delay of reflections, weighted proportional to the energy in the reflected waves.
Delay spread introduces a phenomenon known as intersymbol interference (ISI) to the
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Figure 3.2: Impulse response of a multipath channel

receiver. To unravel the signal, the delay spread must be less than the symbol rate.
Otherwise, a portion of the delayed signal will spread into the next symbol’s transmission.
Doing so requires a base band processor implementing the functions of an equalizer.
The ISI produces errors in reception. For this reason, the amount of delay spread that
a system can tolerate is limited and depends on the modulation; the higher the symbol
rate, the lower the admitted delay spread. The typical supported delay spread values for
BER ≤ 10−5 range from 50 to 500 ns (for 1 Mbps). Note that a time difference of 50 ns
corresponds to a path length difference of 15 m. In macro-cellular mobile radio, delay
spreads are mostly in the range from less than 0.2 μs in open areas, 0.5 μs in suburban
areas, to 3 μs in urban areas. In indoor channels, the delay spread is usually smaller
(shorter paths), and rarely exceeds 300 ns.

In order to reduce the multipath effect, directive antennas can be used, at the cost
of losing coverage. Circular wave polarization antennas (helicoidal antenna) are able to
cancel the first reflections quite well. As mentioned above, a good equalizer is needed
to reduce the harmful effect of ISI. However, we could benefit from multipath propaga-
tion if we use constructive interference to combat fading. Antenna diversity along with
RAKE receivers are an efficient way of doing so [50, 205]. A RAKE receiver extracts
multipath replicas with several correlators; then, a maximum ratio combining is applied
using delay and weighting summation. In other words, the RAKE receiver uses several
“sub-receivers”, each one independently decoding a single multipath component; at a later
stage the contribution of all “sub-receivers” are combined in order to make the most use
of the different multipath components.

3.1.5 Measurement campaigns

In order to characterize path loss in a real scenario, different measurements were carried
out during the development of the work presented in [207], supervised by the author of
this thesis.
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(a) Outdoor measurements (b) Indoor measurements

Figure 3.3: Measured SNR in different outdoor scenarios

The first scenario consisted of an open space located on the beach of Castelldefels.
One AP was placed 1 m from the ground in a fixed location. A laptop computer, asso-
ciated to the AP, was used to measure the SNR as it moved away from the AP. A new
measurement was taken every 10 m. The second set of measurements was taken in an
urban/suburban area; an avenue surrounded by low buildings (2 - 4 floors). In both cases
the transmitted power Pt was 15 dBm and the noise measured at the receiver -95 dBm. In
addition, similar measurements were taken in an indoor scenario which could be defined
as a semi-open office (90x5 m corridor, concrete walls, no doors and sparsely furnished).
Figure 3.3 compares those measurements with the propagation models studied in previous
subsections.

Surprisingly, the open environment presented more absorption than the urban scenario,
especially throughout the first tens of meters. This is probably due to the high humidity
and the proximity of the seashore in the first scenario. Moreover, in a line of sight scenario
over a flat terrain such as the first one, we can consider only two paths for the signal:
direct path and a ground reflection path. The contribution of these two signals at the
receiver’s antenna produce oscillations in the received power caused by the constructive
and destructive combination of the two rays. For this reason, the relationship between
SNR and distance depicted in Fig. 3.3(a) presents such variations in the short distances.
The figure also shows that the propagation losses measured in the urban environment fit
in with those predicted by the Lee (WLAN) model [149]. It is also worth noting that
both SNR measurements tend to converge as the distance is increased. On the other
hand, indoor measurements showed that semi-open or closed office models are well suited
with exponents between 3 and 4.5. According to the measurements obtained in the indoor
scenario described above, a dynamic selection of the exponent (e.g. 20 < d < 40m→ γ =
4; 40 < d < 60m→ γ = 3.5, etc.) would provide more accurate results.
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3.2 Error models

The probability that a symbol is erroneously received in the presence of Additive White
Gaussian Noise (AWGN) is given by the following expression:

Ps = Q

(√
d2

2N0

)
(3.10)

where d is the minimum euclidean distance between any two points in the constellation
diagram of the modulation. N0 is the noise spectral density (in W/Hz). The Q(x)
function is a convenient way to express right-tail probabilities for normal (Gaussian)
random variables. Given that x ∈ �, Q(x) ∈ {0, 1} is defined as the probability that a
standard (zero mean and unit variance) normal random variable exceeds x.

Q(x) =
1√
2π

∫ ∞

x

e−(t
2/2)dt (3.11)

For an implementation of the Q-function in a system model, a nth order approximation
can be used to avoid an infinite integral (c.f. [75, 234]).

3.2.1 OFDM

The IEEE 802.11a and .11g define a different set of modulations for the PHY layer (see
Table 2.2). BPSK is used for 6 and 9 Mbps rates, QPSK for 12 and 18 Mbps and different
flavors of QAM for the rest of the PHY modes (from 24 to 54 Mbps).

In BPSK, the phase of a constant amplitude carrier signal is switched between two
values separated by 180o, corresponding to binary 1 and 0. The two signal points of a
BPSK are placed at a distance

√
Eb from the origin (Eb is the energy per bit) in the

constellation. The distance d between adjacent points is thus 2
√
Eb. Substituting this

into eq. 3.10, and taking into account that in BPSK one symbol corresponds to one bit,
the probability of bit error in an AWGN channel is computed as:

PBPSK
b = Q

(√
2Eb

N0

)
(3.12)

In M-ary PSK modulations, the amplitude of the transmitted signal is constant. By
combining phase and amplitude variations, more constellation points can be drawn; in
other words, more bits per symbol are admitted while the distance between adjacent
points is not drastically reduced. These are the principles of QAM. As a matter of fact,
PSK modulations could be considered as a special case of QAM, in which the magnitude
of the modulating signal is kept constant. A brief consideration reveals that 2-QAM and
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4-QAM are in fact BPSK and QPSK, respectively. However, this variation of amplitude
entails that M-ary QAM does not have a constant energy per symbol, nor does it have a
constant distance between symbols. For this reason, the error probability formulation can
be provided according to the minimum energy per symbol [155] or in terms of the average
energy per symbol [300]. Following [248], the equations for the symbol error probability
for an M-ary QAM with an average energy per symbol Es and an even number of bits
per symbol (e.g. M = 4, 16, 64), are most easily expressed in a per carrier sense:

P√M−sym = 2

(
1− 1√

M

)
Q

(√
3

M − 1

Es

N0

)
(3.13)

where P√M−sym is the symbol error probability for the
√
M -ary Pulse Amplitude

Modulation (PAM). Then:

PQAM
sym (M) = 1− (1− P√M−sym

)2
(3.14)

The BER will depend on the exact assignment of bits to symbols, but if gray coding
is used, with equal bits per carrier and k = log2(M) representing the number of bits per
symbol:

PQAM
b (M) = 1− (1− P√M−sym(M)/k)2 (3.15)

However, as in [252], we consider a binary convolutional coding with a hard-decision
Viterbi decoding, and we also assume that the errors at the channel input are independent.
Under these assumptions, the upper bound for the Packet Error Ratio (PER) was given
in [250]:

PERm(l, SINR) ≤ 1− (1− Pm
u (SINR))l (3.16)

The PER depends on the SINR per symbol (Es/N0) and also on the length of the
packet (l bits) for any PHY mode M used for its transmission. The term PM

u is the union
bound on the first-event error probability. The Viterbi algorithm decodes by comparing
the sequence of received symbols to the symbol sequence associated with each path and
choosing the most likely path (i.e., the one whose sequence is closest in Hamming distance
to the received sequence). A first-event error is said to occur at node i if the decoder
chooses a path that first deviates from the top line of the trellis at node i. Roughly, we
can say that PM

u is the BER that includes the effects of the coding gain applied to PHY
mode M (see Table 2.2). Then, PM

u is given by:

Pm
u (SINR) =

∞∑
d=dfree

adPd (3.17)

where dfree is the free distance of the convolutional code selected in PHY mode M , ad is
the total number of error events of weight d, and Pd is the probability that an incorrect
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(a) BER (Pm
u ) vs SINR for OFDM modes (b) PER vs SINR for 1024-Byte packets

Figure 3.4: Error model for the different OFDM PHY modes

path at distance d from the correct path is being chosen by the Viterbi decoder. Both
dfree and ad depend on the code rate of the PHY mode M and are given in [151]. Finally,
when the hard-decision decoding is applied, Pd is computed as a function of Pb as follows:

Pd =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∑d
k=(d+1)/2

(
d

k

)
P k
b (1− Pb)

d−k if d is odd

1
2

(
d

d/2

)
P

d/2
b (1− Pb)

d/2 +
∑d

k=d/2+1

(
d

k

)
P k
b (1− Pb)

d−k if d is even

(3.18)

Pb depends on the PHY mode selected and is computed according to eq. 3.12 or
eq. 3.15. Of course Pb depends on the SINR. The resulting BER for the different IEEE 802.11a/g
were tabulated for different Es/N0 values in [208]. These values were used to plot the
BER vs. SINR Figure 3.4(a). Figure 3.4(b) shows the PER according to eq. 3.16 and
taking l = 8192 bits (1024 Bytes).

3.2.2 DSSS

As introduced in 2.4.1.2, the modulation scheme for the IEEE 802.11 DSSS at 1 Mbps is
DBPSK and DQPSK for the 2 Mbps rate. Differential modulation are slightly worse in
terms of BER if compared with their non-differential counterparts. On the other hand,
differential PSK avoids the need for possibly complex carrier-recovery schemes to provide
an accurate phase estimate. It is commonly accepted that with differential modulation,
the noise power at the receiver is doubled [256], though it is a pessimistic approach,
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specially for high SINR values. Thus:

PDPSK−chip = Q

(√
d2

4Nc

)
(3.19)

where Nc is the noise energy per chip. Plotting the signal constellation of a BPSK
modulation, the signal points are placed at a distance

√
Ec from the origin (Ec is the

energy per chip). Thus, the distance d is 2
√
Ec for DBPSK, and

√
2Ec for DQPSK. This

leads to a chip error probability of:

PDBPSK−chip = Q
(√

Ec/Nc

)
PDQPSK−chip = Q

(√
Ec/2Nc

) (3.20)

To include the effect produced by the processing gain of DSSS, the squared distance
is summed over each chip. In the case of IEEE 802.11 DSSS modulations, the 11-chip
spreading word results in the squared distance being multiplied by 11 and therefore:

PDBPSK
sym = Q

(√
11.Ec/Nc

)
PDQPSK
sym = Q

(√
5.5.Ec/Nc

) (3.21)

This is the Symbol Error Ratio (SER) of the DSSS modulations with 1 and 2 Mbps.
For the 1 Mbps case, BER = SER, since each symbol encodes one single bit. On the
other hand, for the 2 Mbps case, each symbol encodes two data bits. Nonetheless, given
that Gray coding is used, a decoding error between adjacent DQPSK constellation points
(more probable than errors between opposing points), produces only 1 bit error, i.e. one
symbol error corresponds to one bit error, so again we have that in practice, BER = SER.

This analysis corresponds to a theoretical AWGN channel. Different formulations can
be found in the literature that take into account the effects of a more complex channel
model (e.g. see [212]). Furthermore, actual implemented receivers may use coherent de-
modulation to improve BER. For example, the Intersil’s HFA3861B [9] baseband processor
uses differential demodulation for the initial acquisition portion of the message processing,
and then switches to coherent demodulation for the MPDU demodulation. According to
the analysis in [270], the improvement for DBPSK is near 1 dB compared to non-coherent
demodulation.

3.2.3 CCK

According to [272], the error performance of a CCK signal can be accurately modeled
following an M-ary Quaternary Orthogonal Keying Modulation (MQOK). However, the
BER of a CCK can be determined by treating the modulation as a block code, and hence
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a less complex formulation can be obtained. Again, in the presence of an AWGN channel,
the symbol error rate is obtained through eq. 3.10. The general expression for SER is:

PCCK
sym ≈

∑
Q
(√

2 Eb/N0 Rc Wm

)
(3.22)

where Rc is the code rate. In 11 Mbps CCK modulation, 8 chips encode 8 data bits
and then Rc = 1. For 5.5 Mbps, 4 data bits are encoded in 8 chips, thus Rc = 1/2.
Wm is the codeword distance. The summation must be done over all (8-chip length) 256
codewords (for 11 Mbps), or over all (8-chip length) 16 codewords (5.5 Mbps case). If
each symbol encodes k data bits (4 for 5.5 Mbps and 8 for 11 Mbps), the relationship
between BER and SER can be expressed as follows:

PCCK
b ≤ PCCK

sym

2k−1

2k − 1
(3.23)

It can be shown that the minimum squared distance for CCK (given the codewords
obtained following eq. 2.1) is d2 = 8Eb [192]. For each symbol, there is an average of 24
neighbors at this distance, when the 256 11 Mbps codewords are considered. Likewise,
one can compute neighboring distances for remaining codewords in order finally to obtain
the performance expression for 11 Mbps (3.24) and 5.5 Mbps (3.25):

PCCK11
sym ≤24Q

(√
4Eb/N0

)
+ 16Q

(√
6Eb/N0

)
+ 174Q

(√
8Eb/N0

)
+

+ 16Q
(√

10Eb/N0

)
+ 24Q

(√
12Eb/N0

)
+Q

(√
16Eb/N0

) (3.24)

PCCK55
sym ≤ 14Q

(√
8Eb/N0

)
+Q

(√
16Eb/N0

)
(3.25)

It is necessary to point out that these formulas are not accurate for small values of the
SINR [12], but CCK modulations are seldom used with SINR < 7 dB (c.f Section 4.3.3).
In [192], the effects of quantization are added to increase the accuracy of the above
formulation. In [205], a different approach is given to analyze CCK performance under
multipath fading channel.

Figure 3.2.3 shows the performance of the different IEEE 802.11b modes. It is inter-
esting to note from 3.5(a) that CCK 5.5 Mbps is more energy-efficient than 2 Mbps DSSS
since for a given BER, the CCK modulation requires a lower Eb/N0. This fact does not
entail that 5.5 Mbps is preferable for any SINR. Recall that the Eb/N0, measured at the
receiver input terminals, represents the SINR per bit. However, the energy per symbol
required to guarantee a given BER is always lower for the 2 Mbps mode, since the latter
contains less bits per symbol. This difference is shown in Fig. 3.5(b): the PER vs Es/N0

is better for 2 Mbps.
This performance improvement (in terms of Eb/N0) is due to the embedded coding prop-
erties of the spreading modulation used for 11 and 5.5 Mbps. As explained in [50, 51],
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(a) BER vs SINR for IEEE 802.11b modes (b) PER vs SINR for 1024-Byte packets

Figure 3.5: Error model for the different DSSS/CCK PHY modes

the modulation basically ties several bits together so that the receiver makes a symbol
decision: if a symbol is in error, then all the bits in that symbol are suspect, but not
all will necessarily be erroneous. In other words, the energy required to make all the bit
decisions of a symbol independently and correctly is higher than the energy required to
make a symbol decision correctly.

3.3 Interference and coexistence

The study presented in [45] states that in most cases the density of WLAN nodes in an
area is such that administrators are not able to ensure an innocuous coexistence (many in-
terfering sources and a limited number of non-overlapping frequency channels). It is clear
that, with an increasing number of neighboring nodes, the undesired effect of interference
becomes more problematic, affecting the network performance. Although intermodulation
and intersymbol interference constitute an important concern for wireless radio system
designers, network administrators usually focus on two types of interference [246]: co-
channel interference, which is caused by undesired transmissions carried out on the same
frequency channel; and adjacent channel interference, produced by transmissions on ad-
jacent or partially overlapped channels.

Furthermore, due to the use of ISM bands, the performance of WLANs can be ham-
pered by other (non-802.11) sources of interference, such as cordless phones, microwave
ovens, pulse radar signals, Bluetooth or Zigbee devices, etc. Proposed solutions intended
to reduce this kind of interference are commonly based on new PHY and MAC layer
mechanisms (e.g. adaptive filters, frequency hopping schemes, etc.). The next subsection
serves as a review of these techniques. On the other hand, the interference produced by
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neighboring 802.11 cells can be effectively alleviated with an intelligent radio resource
management, which is the topic studied in this thesis. Therefore, in this section we will
focus on the study and characterization of interference, in which the RF sources are 802.11
compliant.

3.3.1 Non-802.11 interference

Interference from microwave ovens have been widely described in the literature [174,228,
229]. According to National Telecommunications and Information Administration (NTIA)
reports [143,144], residential ovens radiate 16 to 33 dBm with a center frequency around
2.45 and 2.46 GHz, and occupy a band about 20 MHz wide. Therefore, the best way of
avoiding such interference is to limit the available channels to numbers 1 to 6. However,
radiation of a microwave oven is cyclic: typically, they are active for a time period of about
8 ms over a power cycle of 20 ms when the power supply frequency is equal to 50 Hz,
or of 16 ms when the power supply frequency is equal to 60 Hz. In this way, several
overlap avoidance (OLA) techniques (usually based on simple traffic scheduling) could be
applied to allow coexistence even in the bands affected by the microwave radiation (e.g.
see [99, 265]).

Interference caused by Bluetooth systems and other Wireless Personal Area Network
(WPAN) technologies using ISM bands has also received much attention. Coexistence
between these systems and WLANs has been studied by the IEEE 802.15 TG2. Their
recommended practices were published in [12]. According to this standard, coexistence
can be promoted either via collaborative or non-collaborative mechanisms. Collaborative
mechanisms imply that there is a common point where the WLAN and the WPAN meet
in order to exchange information related to their traffic transmissions. That is to say,
collaborative mechanisms are intended to be used when at least one WLAN station and
one WPAN device are placed (co-located) within the same physical unit. When co-
located, there needs to be a communication link between the WLAN and WPAN devices
within this physical unit. On the other hand, if such a communication link does not exist,
non-collaborative mechanisms could be used. Independently of the IEEE 802.15.2 work,
other mechanisms were proposed that can be deployed either in a collaborative or in a
non-collaborative scenario [99].

The IEEE 802.15 TG2 discussed two collaborative proposals at MAC level. Packet
Traffic Arbitration (PTA) involves the use of a centralized controller that monitors Blue-
tooth and the 802.11 traffic; the controller provides per-packet authorization of all trans-
missions and uses its knowledge of the 802.11 and Bluetooth activity to predict collisions.
When a collision is likely to occur, PTA schedules transmissions based on simple rules
determined by the packet types (e.g. synchronous connection oriented (SCO) Bluetooth
traffic has higher priority than any 802.11 asynchronous connectionless (ACL) data pack-
ets). With Alternating Wireless Medium Access (AWMA), the 802.11b beacon-to-beacon
interval is subdivided into two subintervals: one subinterval for 802.11 and the other
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subinterval for Bluetooth. Since each radio has its own subinterval, both radios will oper-
ate properly, due to total orthogonality. The two MAC layer techniques can be integrated
with a collaborative PHY solution, the deterministic interference suppression. The key
idea is that because the Bluetooth signal can be considered a narrowband interferer for
the 802.11 DSSS signal, we can put a null in the 802.11 receiver at the frequency of the
Bluetooth signal. Logically, the hopping sequence and its timing must be known by the
802.11 receiver.

If such collaboration is not possible, three different alternatives are present in [12]:
adaptive interference suppression of IEEE 802.11 devices, adaptive packet selection, and
packet scheduling for ACL links. Two other non collaborative mechanisms are included
as informational (packet scheduling for SCO links and adaptive frequency-hopping (AFH)
for the IEEE 802.15 devices).
IEEE 802.15.1 specifies a variety of packet types with different combinations of payload
length, slots, degree of error protection, etc. The adaptive packet selection and the packet
scheduling mechanisms take advantage of this characteristic. By selecting the best packet
type according to the channel condition of the upcoming frequency hop, better data
throughput and network performance may be obtained. In addition, packet transmission
could be carefully scheduled so that the IEEE 802.15 devices transmit during hops that
are outside the WLAN frequencies and refrain from transmitting while in-band.

The collaborative interference suppression method previously described requires an
IEEE 802.15 receiver co-located with the WLAN receiver. If this collaboration is not
enabled, a new approach based solely on signal processing in the WLAN’s PHY is recom-
mended. In this method, the WLAN has no a priori knowledge of the timing or frequency
used by the WPAN system, and it uses an adaptive filter to estimate and cancel the
interfering signal.
Finally, according to the adaptive frequency hopping scheme, Bluetooth channels are clas-
sified as “good” or “bad”, depending on RSSI, packet loss ratio, etc. “good” and “bad”
channels are then used intelligently to reduce the probability of overlap in frequency with
the 802.11 signal, maximizing the use of “good” channels.

Nevertheless, and as stated before, there are many potential interference sources of a
different nature. Causes and effects of non-802.11 interference are investigated in [150]
from a more general point of view. According to the conclusions derived in this work, the
best strategy that is intended to minimize this kind of RF interference (including malicious
802.11-based jammers) is achieved by implementing some sort of channel hopping [59,233].
That is, a new mechanism is required that allows the members of a WLAN to perform
periodical frequency hops synchron

3.3.2 Receiver design

If we want to characterize and analyze the causes and effects of interference, we first have to
understand the operation of a receiver. Some of their characteristics have been introduced



CHAPTER 3. CHARACTERIZING THE ENVIRONMENT 53

before: Section 3.1.3 presents the effect of noise on receiver sensitivity, and 3.1.4 explains
the consequences of delay spread caused by multipath channels.

This subsection is not intended to settle a discussion on different receiver architectures
(e.g. super-het vs. Direct Conversion), but rather to present some common limitations
that affect any receiver’s performance. According to [150], these limitations can be clas-
sified in three different categories: timing recovery, dynamic range selection and PLCP
header processing.

The reception process can be explained in a sequence, following the PLCP headers
shown in Fig. 2.5. First of all, the reception of a specific SYNC bit-pattern triggers
the energy detection functions that alert the receiver of an incoming transmission. This
preamble is also used to obtain symbol timing. The SFD bit sequence indicates the start
of the PLCP header (see 2.4.1.1 and 2.4.2.2). The PLCP header is then protected by a
CRC. Using this CRC, the receiver generates a physical layer error if it detects a corrupted
header. Following the PLCP header is the MAC frame, which includes a new CRC that
protects the MAC contents (see Fig. 2.2). If the MAC is corrupted, a separate error is
generated.
All these PLCP and MAC processes are affected by the presence of interference. The next
subsections provide explanations for these effects.

3.3.2.1 Timing recovery and header processing

After amplification and filtering of the RF signal, a down conversion mixer provides
baseband signal to an Analog-to-Digital Converter (ADC). The ADC transforms the
analog signal into bit samples, and these samples are processed to recover the sender’s
clock so that the following receiver components can work on aligned signal samples. Time
synchronization begins when the receiver detects the SYNC pattern of a DSSS/CCK (128
bits for long preamble, 56 for short preamble), or the first 10 symbols of an OFDM signal.
If the receiver fails to lock onto the sender’s clock, the energy detected will be reported as
a busy channel, but the receiver will not be able to recognize and decode a valid modulated
frame.

As mentioned before, the PLCP header contains information required to successfully
decode the frame. For example, the LENGTH field provides the duration of the MPDU
and the SIGNAL field conveys the modulation and coding rate applied to the remaining
bits of the frame. In consequence, if the PLCP header is corrupted, a PHY header
checksum error is generated and the whole frame is discarded.

3.3.2.2 Dynamic range selection

The received signal strength falls over a large range of power levels. Typically, the weakest
received signal falls below -70 dBm, and the strongest signal may be above -20 dBm. This
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represents a range of more than 50 dB; that is, received signal strength can increase or
decrease by a factor of 105. In order to support this wide variety of input levels, the signal
is internally normalized to the fixed range admitted by the ADC unit.
In the receiver chain, there is an Automatic Gain Control (AGC) unit that samples
input voltage levels during the PLCP preamble processing, and controls the gain of RF
amplifiers. The gain of these low noise amplifiers is adjusted so that the entire ADC input
range is occupied. The ADC is then able to identify up to 64 voltage levels, converted to
6-bit words (typically, e.g. [9]).

The input level of most 802.11 amplifiers saturates at around -20 dBm, even though a
well designed amplifier can still operate up to an input level of -10 dBm [15]. Some sys-
tems are also able to bypass the amplifier when the input signal exceeds a given threshold
(e.g. -10 dBm). This allow input signals up to 4 dBm at the cost of a reduced receiver
sensitivity. In the presence of input signals above the saturation range, the amplifier
will cease providing gain. Instead, it will introduce non-linear distortion into the sig-
nal. Therefore, even a narrow in-band interference will be able to outwit the spreading
spectrum protection if it breaks the saturation point of the low noise amplifiers.

The above processes are done once per packet during the PLCP preamble reception.
This means that if the interference or the noise floor varies substantially after the gain
control is performed, the voltage levels at the ADC input are not adjusted. In consequence,
even a low-powered and narrow in-band interference is able to subvert the correct reception
of a frame if it is received at different levels during and after the frame’s preamble. When
such an interference is received after the gain control has attenuated a strong signal, it can
cause the ADC to overflow. Similarly, if that interference is removed after the preamble,
the output of the ADC underflows [150]. Hence, the effects of such interference is the
increase of packet loss due to PHY layer CRC errors, or, if the PLCP preamble and
header were not affected by the interference, in the data payload.

3.3.3 Channel scheme

Interference issues in IEEE 802.11 WLANs are closely related to the definition of fre-
quency channels in the different regulatory domains. The spectrum available for ISM
communications is scarce and provides insufficient room for a small number of simultane-
ous WLAN transmissions.
After showing the frequency spectrum devoted to ISM communications in different coun-
tries, this section shows the appearance of an IEEE 802.11 signal in the frequency domain.

3.3.3.1 Regulatory domains

All WLAN (with the exception of infrared-based networks) deployments that make use
of unlicensed spectrum fall into three basic ISM frequency bands: 900 MHz, 2.4 GHz,
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and 5 GHz. The different regulatory domains define which frequencies and channels may
be used. These definitions are in an ever-changing state.

The 900-MHz band was the first area for which spread-spectrum WLANs were de-
veloped. The availability of inexpensive, small RF components developed for use in the
cellular phone industry helped the early deployment of those WLANs. However, it was
confined to International Telecommunication Union (ITU) Region 1 (mainly the Amer-
icas) and had a very limited bandwidth. Due to the limited span that was available,
running the higher data rate (2 Mbps) reduces the number of channels to one that incor-
porates the entire band. These two major drawbacks made the IEEE look at the 2.4 and
5 GHz ISM bands on the ITU Radio Regulations [31], for the development of the 802.11
standards [49].

The 2.4-GHz band was generally available in almost every major country worldwide.
It initially provided for data rates of only up to 2 Mbps, but soon the 802.11b and 11g
amendments increased those rates. Because the frequency scheme is identical between the
initial 2.4-GHz 802.11, the 802.11b, and the 802.11g specifications, most countries that
permitted operation for the early 2.4-GHz 802.11 devices also permitted the 802.11b and
802.11g products.
The center frequency of the first channel is defined at 2.412 GHz and, once spread, the
resulting signal occupies a bandwidth of about 22 MHz (see Section 3.3.3.2). In addition,
the available channels are defined with 5 MHz separation between consecutive carriers,
giving rise to the need to use at least five channels of separation to guarantee that two
simultaneous transmissions do not interfere with each other. In the North American
domain (NA), there was a need to limit the upper channels because of a very tight
restriction for RF signals falling outside the band. Therefore, there were only 11 channels
specified (upper channel centered at 2.462 GHz).
In the European Telecommunications Standards Institute (ETSI) domain, 2.4 GHz devices
must conform with EN 300 328 standard [23]. According to this standard, the permitted
band ranges from 2.4 to 2.4835 GHz. Consequently the lower 11 channels are identical to
the NA scheme, but also two additional channels are allowed (at 2.467 and 2.472 GHz).
In Japan, a very strict regulation limited WLAN usage in the 2.4 GHz band to only one
channel (at 2.484 GHz), and that channel was incompatible with any of the ETSI or
NA channel definitions. Some years later, the Japan TELEC changed the regulations,
permitting operation of the 13 ETSI channels plus the old single Japan channel, thus
providing for 14 channels [49]. Consequently, whereas there are up to 19 non-overlapping
channels in the 5 GHz band, in the 2.4 GHz band only three out of 14 (11 in USA) are
non-overlapping (traditionally, channels 1, 6 and 11), as shown in Fig. 3.6.

While in Europe, the 5-GHz band was initially used for the ETSI HiperLAN speci-
fication, the competing standard IEEE 802.11a, which was released in 1999, got hold of
the market. The 802.11a specification defined several different channel groups within the
5 GHz band.

As previously mentioned, the 5-GHz band is broken down into several different channel
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groups. In the United States, these are referred to as the Unlicensed National Information
Infrastructure (UNII) bands. The three bands or groups UNII1, UNII2, and UNII3 permit
operation in the 5.215 to 5.225 GHz, 5.225 to 5.235 GHz, and 5.725 to 5.825 GHz frequency
ranges, respectively. After the recent changes in regulations, a new frequency band is now
available ranging from 5.470 to 5.725 GHz.
In Europe, the ECC/DEC/(04)08 [16] establishes two sub-bands: 5.150 to 5.350 GHz and
5.470 to 5.725 GHz. Devices in these bands must conform to the EN 301 893 standard [27].
According to this standard, the first band is only permitted for indoor communications
with a mean EIRP of 200 mW and DFS together with TPC (see 7.1.1) are additionally
required above 5.250 GHz. The second band (5.470 – 5.725 GHz) can be used for both
indoor or outdoor deployments if DFS and TPC are implemented and the mean EIRP is
≤ 1 W.

3.3.3.2 Spread signals

IEEE 802.11 networks operate in the 5 GHz (.11a) and 2.4 GHz (.11b/g) unlicensed
frequency bands. Communications in these bands need to implement spread spectrum
techniques and limit their transmitted power in order to minimize the impact of interfer-
ence with other devices. The IEEE 802.11 defines different spreading techniques, but as
mentioned earlier, the devices that can be found today on the market are based on DSSS
and OFDM. In DSSS, the data at the sending station is combined with a higher-rate bit
sequence that spreads the user data in frequency by a factor equal to the spreading ratio.
The IEEE 802.11 standards specify the use of Barker codes (1 and 2 Mbps) and the use of
CCK (5.5 and 11 Mbps) for the chip sequence in DSSS systems. The direct modulation
effectively spreads the signal over a much wider bandwidth and its power spectrum can
be described by the following equation:

PDSSS(x) =

⎧⎨
⎩
(

sin(2πx)
2πx

)2
if x 	= 0

1 if x = 0
(3.26)

where x is a function of the center frequency fc, and the bandwidth of the main lobe
bm: x(fc, bm) = (f − fc)/bm. A general rule of thumb for DSSS systems is that the null

Figure 3.6: 2.4 GHz ISM band
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Figure 3.7: PSD of an unfiltered 802.11 DSSS signal

to null bandwidth is 2x the chip rate. Since all DSSS modulations use a chip rate of
11 Mcps, the null to null bandwidth of the spread signal (bm) is 22 MHz. In Fig. 3.7, the
spectrum defined by equation 3.26 is compared with Matlab simulations, consisting of a
random symbol sequence that is created to represent the data to be transmitted; the data
is then spread using the 11-bit Barker sequence, and finally, a carrier wave is applied.

The IEEE 802.11a/g standards [4] [13] specify an OFDM Physical Layer that splits an
information signal across 52 separate sub-carriers. As seen in Section 2.4.2, recall that four
of the sub-carriers are pilot sub-carriers that are used as a reference to disregard frequency
or phase shifts. The remaining 48 sub-carriers provide separate wireless “pathways” for
sending the information in a parallel fashion. The resulting sub-carrier frequency spacing
is 0.3125 MHz (20 MHz/64) and the total bandwidth is 20 MHz, but only 16.6 MHz
are actually occupied. According to the analysis in [204], the spectrum of the signal can
be obtained by summing the power spectra of all individual sub-carriers (Psk(f)). This
power density is obtained directly from the Fourier transform of the time-window function
defined by the standard:

W (f) = Ts
sin(πTsf)

πTsf

cos(πTtrf)

1− 4T 2
trf

2
e−jπTsf (3.27)

where Ts is the symbol duration (4 μs), and Ttr is the transition time, about 100 ns.
The values for Ts and Ttr are the same for all modulations. Then, for the kth sub-carrier:

Psk =
|W (f − 0.3125k)|2

Ts

; k = ±1;±2; ...;±52/2; (3.28)

Note that the spectrum of any OFDM sub-carrier is only affected by the symbol
shaping window and symbol rate.
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(a) Spectral Density of 802.11 OFDM signal (b) Spectral Density of 802.11 filtered DSSS

Figure 3.8: IEEE 802.11 transmit spectrum mask

However, the IEEE 802.11 standard defines a transmit spectrum mask intended to
limit the energy of the transmitted signal that invades adjacent channels: around fc,
the signal is unmodified; at frequencies beyond fc± 11 MHz, the transmitted spectral
products shall be less than -30 dBr, and -50 dBr for frequencies fc± 22 MHz. For OFDM,
the transmitted spectrum shall have a 0 dBr bandwidth not exceeding 18 MHz, -20 dBr
at 11 MHz frequency offset, -28 dBr at 20 MHz frequency offset and -40 dBr at 30 MHz
frequency offset and above (see Fig. 3.8). Consequently, a band-pass filter must be applied
before transmitting to the medium. In Fig. 3.8(b), a Matlab simulation illustrates the
effect of applying the spectrum mask by means of a 4th-order elliptic filter with 22 MHz
of bandwidth and a stop band 50 dB down to a DSSS signal.

It is also interesting to observe the power spectrum of a real IEEE 802.11 transmission.
For this reason, we include pictures from a spectrum analyzer1 [20].
Figure 3.9 shows the spectrum measured for two IEEE 802.11 transmissions using channel
11 (centered at 2.462 GHz). The trace is obtained using the max-hold mode, that is, the
picture shows the highest energy values measured during a two-minute transmission. The
measured spectra corresponds to the signal at the receiver’s antenna; in other words, it
is the transmitted signal as it travels the wireless medium, once the transmission mask is
applied, but before any filtering at the receiver. Figure 3.9(a) represents an IEEE 802.11g
transmission using the 12 Mbps modulation. The presence of the multiple sub-carriers
that characterize an OFDM signal can be clearly identified. Figure 3.9(b) is obtained
after an IEE 802.11b transmission using 11 Mbps CCK.

As previously explained, one could draw the conclusion that the OFDM signal occupies
less bandwidth than the DSSS/CCK mode, since the first uses 16.6 MHz, while the latter
presents a null to null bandwidth of 22 MHz. However, the occupied bandwidth marker is
commonly used to show where a specified percentage of the power lay on the trace, in this

1Rohde&Schwarz FSH6 handheld spectrum analyzer
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(a) Measured spectrum of an 802.11 OFDM signal (b) Measured spectrum of an 802.11 DSSS signal

Figure 3.9: Measured spectrum of different IEEE 802.11 transmitted signals

case 99 percent. Figure 3.10 shows the occupied bandwidth (area of the signal between
light blue lines) measured using the spectrum analyzer. The analyzer reports that the
99% of the power transmitted by the OFDM device is spread over 16.1 GHz, while the
DSSS/CCK transmission is concentrated in 14.7 GHz.

3.3.4 Adjacent channel interference

The presence of adjacent channel interference reduces the effective Signal to Interference
and Noise Ratio (SINR), and therefore, the number of errors in reception is increased.

Similar to [225], we proposed in [129] a simple model to quantify the interference
caused by transmissions in partially overlapped channels. The key idea of this model is
to take an integral over the whole overlapping region of the interfering channels. In [225]
this integral only involves the overlapping areas of the transmitter’s and receiver’s spectral
masks, ignoring the real spectrum of the wave. However, in [129] we compute the power
spectral density (PSD) of the filtered IEEE 802.11 signal in order to provide more accurate
results.
Assume a receiver tuned to fc, and a transmitter c channels apart that sends a signal
represented by Pw(f). Also assume that the two devices use an identical filter for both
transmission and reception; if the filter’s frequency response is represented by Ffc(f),
where f is the frequency in MHz, the overlapping energy of the interfering signal is
computed as:

Pint =

∫ +∞

−∞
Pw(f)Ffc(f − 5c)Ffc(f)df (3.29)

where Pw(f) = PDSSS(fc, 22) for DSSS (see eq. 3.26) and Pw(f) =
∑

k Psk(f) for OFDM
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(a) Occupied bandwidth of an OFDM signal (99%) (b) Occupied bandwidth of a DSSS signal (99%)

Figure 3.10: Occupied bandwidth of different IEEE 802.11 signals

c (ch. sep.) 0 1 2 3 4 5

DSSS (Theor.) 0 0.28 2.19 8.24 25.50 49.87

DSSS (Sim.) 0 0.37 1.79 8.03 23.47 53.21

OFDM (Theor.) 0 0.55 2.46 6.60 34.97 51.87

Table 3.2: Attenuation values (in dB) for adjacent channels

signals (see eq.3.28). Note that for our purposes, the integral could be done only in the
region of interest, i.e. fc± 22 MHz. Thus, we quantify the interference caused by 802.11
transmissions, according to the attenuation of the filter for a specific channel, normalized
by the amount of energy the receiver would get if tuned to that channel. In other words,
if we call P0 the power that the receiver gets when both the receiver and the transmitter
are on channel 1, and Pc is the new power obtained after moving the sender c channels
away, the normalized loss factor is Pc/P0.
Figure 3.11 shows graphically how adjacent OFDM (Fig. 3.11(a)) and DSSS (Fig. 3.11(b))
signals are filtered in reception. According to Fig. 3.11, Pc is the amount of energy received
from channels 36 (OFDM) and 3 (DSSS). In other words, Pc is the area under green lines.
Conversely, P0 is the energy received from channel 34 (OFDM) and 1 (DSSS). P0 is then
the area under the blue lines.

Table 3.2 shows the attenuation values in dB (P0 − Pc), obtained by means of Mat-
lab simulations, and theoretically following equation 3.29 with perfect band-pass filters
(bandwidth of 22 MHz and a stop band 50 dB down).
Note that simulated values for OFDM attenuation are not included, since the theoretical
curves (eq. 3.27) were previously validated in [204]. The values in Table 3.2 are graphically
represented in Fig. 3.12.
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(a) OFDM Receiver tuned to ch. 34 filtering signals
received in 34 and 36

(b) DSSS Receiver tuned to ch. 1 filtering signals
received in 1 and 3

Figure 3.11: Filtering of adjacent IEEE 802.11 signals

For example, if a DSSS receiver is tuned to channel 1, it receives all transmissions
in channel 1 (c = 0) without attenuation, but interfering transmissions on channel 4 are
reduced by more than 8 dB (c = 3).

3.3.4.1 Effects of utilization on interference measurements

The previous subsection showed how to evaluate the interference caused by transmissions
in overlapping channels. Note that the spectrum densities studied correspond to activity
periods, i.e. a snapshot taken when the transmitter is actually transmitting. It is therefore
logical to draw the conclusion that a node that injects only a few frames per second is a
source of interference that we can disregard in the presence of another node transmitting
at the highest possible rate, even though the first station’s frames are received with much
more energy than the latter’s. Therefore, the next step is to include the effect of utilization
as a new parameter in order to consistently quantify interference from adjacent channels.
Here, utilization is understood as the portion of time the node is actually transmitting
into the air.

To do so, the mean power received from a source in saturation state is taken as
a reference (considered 100% utilization2). Each utilization degree is measured with a
spectrum analyzer, which covers 44 MHz around the center frequency fc 10 times per
second, taking samples every 100 kHz. Figure 3.13 shows the resulting average attenuation
equivalent to a given degree of utilization. This equivalent attenuation is computed as the
difference between the mean power received from a saturated station (i.e. no attenuation)
and the mean power measured with lower utilizations.

2Note that the utilization taken as reference does not actually correspond to a busy time of 100% due
to backoff intervals and inter-frame spaces
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Figure 3.12: Attenuation for adjacent channels in IEEE 802.11 OFDM and DSSS PHYs

The values provided by the spectrum analyzer are directly proportional to the decay of
the utilization. Thus, the attenuation in dB corresponds to the equation 10log10(u), where
u represents the utilization (0 < u ≤ 1). That is, an utilization of 50% means that the
source is transmitting half of the time, and hence the averaged measured power is halved
(i.e. the equivalent attenuation is 3 dB).

Let us conclude our characterization of interference in partially overlapping channels
with a complete example: if a receiver is tuned to channel 1, an interfering source contin-
uously transmitting frames in channel 1 (c = 0) will not be filtered. But if the transmitter
moves to channel 4 (c = 3) and reduces its utilization to 50%, the interference it produces
is reduced on average by 8 (filter) + 3 (utilization) = 11 dB.

Although the utilization model’s accuracy was validated with practical measurements
with a spectrum analyzer, it is not applicable when the PER is computed from SINR
values. The effects of utilization will depend not only on the ratio of active-to-idle periods,
but also on the frame size distribution and the process describing inter-frame times in the
interfering source. For example, whenever the filtered signal is above Pth, the physical
carrier sense mechanism will defer transmission for all the interfering station’s frames, so
in this case the interference does not affect the PER and therefore there is no sense in
applying the attenuation due to the utilization factor. The resulting effects of an adjacent
channel interference above Pth are those of the co-channel interference. Otherwise, the
interference can be added to the SINR before deriving PER. This observation is supported
by the practical measurements carried out in [52].

The resulting PER can be approximated by PERu = u·PER1, where PERu is the
PER obtained with an adjacent interferer’s utilization of u and PER1, the PER when the
interferer’s utilization is in saturation (u = 1). This PER variation can be translated to
an equivalent log10(1/u) increase in the SINR.
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Figure 3.13: Average attenuation equivalent to a given utilization

Returning to the example used above, if a receiver is tuned to channel 1, an interfering
source continuously transmitting frames in channel 1 (c = 0) will not be filtered. However,
if the transmitter moves to channel 4 (c = 3) and reduces its utilization to 50%, the
interference it produces, with regard to PER computation, is on average attenuated 8
(filter) + 0.3 (utilization) = 8.3 dB.

3.3.5 Co-channel interference

In order to promote coexistence among different technologies, devices using ISM bands
must meet a number of international regulations that limit transmission power and force
nodes to spread their signals. IEEE 802.11 goes beyond these regulations and adds other
mechanisms to improve coexistence. Unfortunately, those mechanisms intended to politely
accommodate other transmitters, such as carrier sense, also increase susceptibility to
interference from other technologies.

As detailed in Section 2.3, the way the nodes of a WLAN share the medium is similar
to an Ethernet segment. A CSMA/CA is used as medium access control scheme. Nodes
sense the air interface before transmitting a frame; if it is busy, they will wait until it is
released. This makes the study of interferences in IEEE 802.11 WLANs quite different
from what is done in other radio networks due to the particular influence of interferences
produced by cells using the same channel (co-channel interference): in a cell suffering
only from co-channel interference, even though there is no traffic on it, the nodes may
defer their transmissions if, when sensing the medium, they detect other nodes using
the channel from an interfering cell. What is more, any transmission that is received
with energy above Pth (see Section 2.3.2) will cause an IEEE 802.11 STA to defer its
transmissions. This behavior entails an undesired side effect known as the exposed node
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(a) Exposed node problem (b) Hidden node problem

Figure 3.14: Undesired effects in CSMA-based access networks

problem (c.f. [157]). This effect is exemplified in Fig. 3.14(a): Tx2 is willing to send a
frame to Rx2 but it finds the channel busy due to an ongoing transmission between Tx1
and Rx1. Therefore, Tx2 will defer its transmission even though Rx2 is able to receive
that frame, since it is not interfered by Tx1’s transmissions.

Another known problem caused by co-channel interference in CSMA networks is the
hidden node problem [276]. This undesired effect is represented in Fig. 3.14(b): Tx1 is
transmitting to Rx1. During Tx1’s transmission, a new frame arrives at Tx2’s transmission
queue, destined to either Rx1 or Rx2. This time Tx2 finds the channel idle (Tx2 cannot
hear Tx1’s transmissions). Therefore, both Tx1 and Tx2’s frames collide at Rx1 and
consequently both frames may get lost.

Both hidden and exposed node problems may be alleviated by means of the four-way
handshake described in Section 2.3.3. To avoid the hidden node problem, Tx1 will send
an RTS frame to Rx1. If the RTS frame is successfully received, this request is responded
with a CTS. Tx2, which is in the transmission range of Rx1, “hears” the CTS and will
therefore defer any transmission during the time specified in the CTS.
In the case of the exposed node problem, a STA hearing an RTS but not the corresponding
CTS, can deduce that it is an exposed node and is permitted to transmit [68] to other
nodes (e.g. Tx2 to Rx2). Nevertheless, this requires an extra synchronization between
the transmitters: if both Tx1 and Tx2 transmit at the same time, avoiding the exposed
node problem, control frames sent by Rx1 and Rx2 (e.g. a CTS or an ACK) may not be
received correctly.
Different approaches have been proposed to cope with the undesired effects of co-channel
interference. Basically, they try to adapt the RTS/CTS mechanism dynamically in order
to provide better MAC throughput efficiency (e.g. see [202] and [171]).

However, unlike other wireless technologies, co-channel interference in IEEE 802.11
WLANs may become less harmful than adjacent channel interference. A simple experi-
ment can be carried out to illustrate this statement: the scenario consists of two totally
overlapping WLAN cells, each composed of one 802.11b AP and one client station. One
of the clients, used as the interference source, is pushed to saturation (i.e. there is a frame
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Figure 3.15: Throughput with interference from various channels (conf. interv. for 95%)

ready to be sent in the transmission buffer at all times). The other is used to test the UDP
and TCP capacity of its cell for different channel settings: while one of the cells remains
in channel 1, the other moves from 1 to 6. The throughput measurements are shown in
Figure 3.15. Observe that under co-channel interference the performance is better than
that obtained with 1 channel separation, which shows a minimum. With co-channel inter-
ference (channel distance c = 0), both transmitters are able to share the medium due to
the CSMA/CA access scheme. However, with channel distance > 0, transmissions from
the other station are RF-filtered and the received signal may drop below the carrier sense
threshold (Pth), so the transmitters will not be able to avoid the possible collision. In
this case, simultaneous frames sent on overlapping channels are treated as noise, and the
desired packet is received with errors; hence the throughput degradation. As we increase
the channel distance, the RF filter discriminates interfering signals to the point where the
interference is completely removed (c > 4). In consequence, we can conclude that it is
sometimes preferable to use partially overlapping channels and sometimes not. Section 4.3
will shed more light on these issues.

3.4 Simulation environment

The use of network simulators is a common practice. Simulators are not only used by the
networks research community, but also by network administrators. Network simulators
serve a variety of needs. The first group use simulators to evaluate the performance of
new protocols, or to test changes and extensions to the existing ones. Simulators are
also particularly useful in allowing network administrators to detect and correct potential
problems before deploying a complex (and possibly expensive) scenario. Compared to the
cost and time involved in setting up an entire testbed containing multiple networking de-
vices (e.g. computers, sensors, routers, hubs, APs, etc.), network simulators are relatively
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fast and inexpensive.

This section is used to present the tools employed to perform the simulation-based eval-
uations described in different sections of this thesis. After reviewing different approaches
available today, this section also gives details about the SIPTE11 implementation, includ-
ing the key assumptions and simplifications that are made.

3.4.1 Open-source simulators

Without any doubt, Network Simulator 2 (ns-2) [219] is the most popular simulation tool
among network researchers [188]. Its success is in part a consequence of the open-source
model (source code license under GPLv2). Thanks to this developing paradigm, many
independent researchers have contributed with extensions and new features. Therefore it
has arguably the most extensive model set for research on Internet protocols and algo-
rithms.
The ns-1 emerged around 1989 as a variant of the REAL network simulator, which in
turn was a modified version of NEST 2.5 [180]. Its development has been supported by
various grants over the years. Currently, the ns-2 development and its graphical user
interface (GUI), known as Network Animator (NAM), are still supported by the Defense
Advanced Research Projects Agency (DARPA), the National Science Foundation (NSF)
and the University of Southern California/Information Science Institute (USC/ISI).
The core engine of the discrete-event ns-2 simulator is written in C++ programming
language. However, the simulations are configured by means of OTcl scripts, an object
extension to Tool Command Language (Tcl) developed at the Massachusetts Institute of
Technology (MIT). This adds extra complexity to the process of adding new extensions
or modifying existing objects. Nevertheless, most of the IEEE 802.11-related modules
have been contributed by developers not directly associated with the project, and hence
these extensions are not included in the main ns-2 distribution.
For the MAC layer there have been five different contributions3. Unfortunately, these con-
tributions have been developed separately and only one of them can be chosen. The first
contributions implemented the IEEE 802.11 DCF access, but soon PCF was also included.
After the standardization of IEEE 802.11e, several implementations of HCCA and EDCA
appeared. Probably the most comprehensive module is that of INRIA-Planète Group [21],
which includes a solid IEEE 802.11a PHY layer implementation. This contribution is the
basis of the IEEE 802.11 module in YANS and ns-3 simulators.

Due to the many shortcomings of the previous ns-2, several developers are currently
exploring a move to a new simulator core. The first lesson learned from ns-2 is to avoid a
dual-language simulator in order to decrease the overall complexity of the system. In other
words, new models should be devised in a single language, while it should be possible to
use the simulator from any other language (Python, Perl, Tcl, etc.). With this philosophy,

3ns-2 contributed code list: http://nsnam.isi.edu/nsnam/index.php/Contributed Code
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a major revision of the Network Simulator is born, the new ns-3 [32]. The single-language
core of ns-3 is written in C++; in this way the integration of C/C++ modules adopted
previously by ns-2 is straightforward. Nevertheless, ns-3 cannot be considered just a new
version of ns-2, since it is being developed from scratch following a completely different
architecture.
More precisely, ns-3 inherits part of its source from the solid-core event-based simulator
YANS [115] code base. The basis of the YANS, detailed in [193], include emulation
capacity, integration of user/kernel-space networking protocols or applications, and easy
packet delivery tracing by means of widely-accepted formats (e.g. pcap for packet traces).
The ns-3 project began development as of July 1, 2006 and is expected to take four years.

The concept of simulator/emulator and the integration with the OS kernel/user-space
IP stack announced for the ns-3 is not new. As a matter of fact, this simulation method-
ology was baptized by S-Y. Wang as kernel re-entering [287]. This is the basis of the
NCTUns simulator [290]: by using the mentioned kernel re-entering technique, a real-life
Linux kernel’s protocol stack is directly used to run the simulations. Besides, it can run
any real-life UNIX user-space application program on a simulated node without any mod-
ification, and the commonly used Linux networking tools and commands (e.g. traceroute,
ifconfig, etc.) can be run on a simulated network to configure or monitor the simulated
network.
NCTUns implements IEEE 802.11b PHY and DCF, EDCA and HCCA MACs. It also
allows multi-channel, multi-interface nodes for wireless mesh networks.

The OMNeT++ discrete event simulation system [33] has become quite popular re-
cently. Components (modules) are programmed in C++, then assembled into larger
components and models using a high-level language (NED). It is free for academic and
non-profit use; commercial users must obtain a license.
In fact, OMNeT++ is not a network simulator per se; its generic nature served to a
variety of different simulations, among them, of course, network simulations through the
INET and Mobility Frameworks. As happened with ns-2, different projects developed dif-
ferent IEEE 802.11 modules uncoordinatedly. None of those modules provide a complete
implementation of the IEEE 802.11 MAC and PHY layers.

GloMoSim [6] is the simulation tool developed at University of California at Los
Angeles (UCLA) and is freely available for educational institutions. It is a scalable simu-
lation environment for both wired and wireless large-scale networks since it allows parallel
and distributed execution on a set of parallel computers. The parallel discrete-event sim-
ulation capability is provided by the use of PARSEC, a C-based simulation language
developed by the same group.
The 802.11 modules are very limited and only offer ad-hoc DCF access. However, the
main drawback is due to the fact that GloMoSim is no longer supported in the context
of the original project. Since its last release in December 2000, GloMoSim has become
a commercial project under the name of QualNet [34]. QualNet provides an extensive
suite of implementations of models and protocols and expands GloMoSim Capabilities



68 CHAPTER 3. CHARACTERIZING THE ENVIRONMENT

for scenario visualization and analysis. With regard to IEEE 802.11, it provides the
QualNet Wi-Fi, a specialized library of protocol models designed for WLANs, including
infrastructure mode support, PCF, etc.

Another popular simulation environment is the Opnet Technologies Inc.’s Modeler [1].
Opnet Modeler is a commercial software, but it is freely available for academic use through
Opnet’s University Program. However, the academic version used to be limited in fea-
tures. Nowadays they offer a full-featured Opnet Modeler for teaching purposes which
does not include the Wireless Suite [2].
Opnet Modeler includes contributed packages from the academia. These and other mod-
ules are open-source and can therefore be modified and extended. The deployment is done
through the GUI; the lowest level models must be structured as finite state machines and
the specification of each state is coded using a C-like programming language called Proto-
C.
Per contra, the simulator core source is not in the public domain. Moreover, comparisons
performed between ns-2 and Opnet Modeler [118, 119, 207] conclude that both tools pro-
vide similar results for wired and wireless simulations4. Opnet, in contrast to the free
open-source solutions, offers technical support (non-free). For these reasons, Opnet is
preferred by the industry world while ns-2 is the most popular in the academic research
field.

3.4.2 SIPTE11 simulator

SIPTE11 was developed at the Telematics Department of the UPC. The original code was
created to simulate a pre-standard WLAN technology in cooperation with Alcatel. By
the year 2000 it was revised and extended as part of the project CICYT TIC2000-1041-
3-15. The simulator was modified and updated by E. López Aguilera as part of her PhD
Thesis [208] in order to fullfill the requirements of the IEEE 802.11 [3].

This discrete-time network simulator is written in C++ language and follows all
IEEE 802.11 MAC protocol details. An evaluation and some implementation details
of this simulator were presented in [209]. The tool allows the study of different scenarios
at the link layer level. This includes different topologies: ad-hoc or infrastructure-based,
single or multicell scenarios. It enables the evaluation of different PHY layers: IR, FHSS,
DSSS or OFDM. Finally, all IEEE 802.11 MAC access mechanisms are also available:
DCF (including both basic and RTS/CTS mechanism) and PCF.
Its modular design allows the substitution of the entire IEEE 802.11 MAC by a different
access technology. Besides a module implementing the MAC functions, there is a module
controlling all node events (management of reception/transmission queues), another mod-
ule controls the events at a BSS level, and finally a single instance of the system module
controls the simulation core process.

4Comparisons do not cover the Opnet Wierless Suite
5Funded by the Spanish Ministry of Education and Science
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The following sub-sections are intended to provide interesting details about the oper-
ation of the simulator, paying special attention to the treatment of interference, and also
describing the scenario generation process.

3.4.2.1 Interference Management

At this point we need to recall that this thesis is focused on the study of radio resource
management (RRM) mechanisms. For this reason it is required that the tools employed
to evaluate those mechanisms treat all issues related to interference in a proper way.

As seen in Section 3.3.4, the presence of adjacent channel interference produces an
increase in the number of packets received in error. This effect is implemented in the
simulated packet reception process as follows.
In reception, a frame is split up into intervals. For each of these intervals, the average
SINR is computed as the quotient between the signal power of the desired frame and
the sum of thermal noise power and interference signals. Any transmission occurred
in a different cell during the desired frame reception will increase that interference (see
example in Fig. 3.16) given that the interfering energy received is below the CS threshold.
Otherwise, the transmission will be computed as a collision. The energy of a packet
transmitted in a different cell will be affected by the filtering factor, which depends on
the channel distance between the transmitter’s and the receiver’s frequency (see Table 3.2).
After all these considerations, the BER is obtained for each separated interval. Recall
that the BER is a function of the SINR (see Section 3.2). Then, the PER is derived
from the BER and the interval length in bits, according to eq. 3.16. Finally and for each
interval, a random value between 0 and 1 is drawn from a uniform distribution before
deciding whether the packet is successfully received or not. If any of the random values
happens to be smaller than the PER of its corresponding interval, the packet is assumed
to be erroneous. Otherwise, the packet is successfully received.

Furthermore, co-channel interference requires a different treatment. As stated in Sec-
tion 3.3.5, co-channel interference produces the potentially harmful effects known as the
hidden and exposed node problems. Note that co-channel interference is not limited to the
interference produced by nodes using the same frequency channel. We also consider as
co-channel, all interference from partially overlapped channels, which is received with suf-
ficient energy so as to produce the same effect as the strict co-channel interference. That
is, co-channel is any transmission from a partially (or totally) overlapping channel that,
even after filtering, is received with an energy above the carrier sense threshold (Pth). In
consequence, this interference will effectively prevent the utilization of the medium due
to the CSMA/CA mechanism. If one of these co-channel transmissions occurs during the
reception of the desired frame, that frame will suffer a collision and it will not be suc-
cessfully received. This property makes a “collision as failure” assumption, i.e. a packet
collision results in a packet corruption. Exploiting of the capture effect is therefore not
enabled [101] in our simulations. The capture effect, also called co-channel interference
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Figure 3.16: SINR vs time for a received packet

tolerance, is the ability of certain radios to receive a strong signal correctly from one
transmitter despite significant interference from other transmitters [293].
As previously explained, and depicted in Fig. 3.16, the channel energy detected when a
frame is sent will depend not only on its own cell utilization, but also on any ongoing
transmission occurring in other cells.

3.4.2.2 Input/Output interfaces

The SIPTE11 simulation tool does not have a GUI. The configuration of the scenario is
solely based on five different input text files. This characteristic could be regarded as a
weakness, but is in fact an interesting feature. This type of input hampers the creation
of individual and particular scenarios by the user. On the other hand, this structure
enables the automatic creation and execution of uniform or random large-scale scenarios.
This feature is especially interesting when the execution of a large number of simulations
with varying scenarios is required. Of course, it requires the development of a new code
intended to create the scenarios (i.e. intended to build the five different input files).
The required input files are listed and described next:

• Ber.txt : encloses the relation between SINR and BER for the different PHY modes
enabled in the scenario. This way the simulator outsources the error model. The
file is built according to the desired set of modulations (see Section 3.2).

• Power.txt : this file contains the connectivity or interference matrix. The signal
power values at reception (before filtering) between each pair of nodes is expressed
in dB. These values depend on the propagation model used.
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• Delay.txt : similar to the Power.txt, this file contains the delay matrix. That is,
this file contains propagation delay values computed for each pair of nodes in the
system.

• System.txt : is used to configure general PHY and MAC parameters that are common
to the whole system. By tuning inter-frame space times, preamble and header
lengths, control frame sizes, etc., this file allows the correct set of parameters that
define the PHY layer (e.g. DSSS or OFDM).

• LanX.txt : (where X identifies a particular BSS within the system) defines a single
cell. It includes the number of transmitters and their traffic profiles (frame size,
inter-frame time and physical bitrate).

The output of the simulation is contained in two different files. Results.txt and
NodeZ.txt. The first one provides a comprehensive set of statistics computed for the whole
system, detailed in a per BSS fashion. It provides the offered traffic, aggregate through-
put, collision probability, PER, and a long etcetera. The other output file, NodeZ.txt
(where Z identifies a particular node within a BSS), provides the above statistics, but in
this case as seen from that particular station’s point of view.

3.4.2.3 Scenario generation

As mentioned before, the SIPTE11 simulation tool outsources the error and propagation
models. For these reasons, it is required to perform a pre-calculation of different radio
parameters before the simulation is run.

In order to perform the simulation-based evaluation of the different scenarios and to
facilitate the execution of thousands of simulations, a companion software (EscGen) is
developed in this thesis, with the intention of creating new multicell scenarios automati-
cally. The generated scenario is based on the uniform or random placement of a configured
number of APs over a flat square terrain. Then, a given number of stations are randomly
placed in the scenario. The x, y coordinates can be chosen either by following a discrete
uniform probability distribution or by defining a smaller area where a given portion of
the stations are concentrated so that hotspot-like scenarios can be emulated.
Once all nodes are placed in the scenario, the delay and the received signal power are
computed for each pair of nodes, according to the chosen propagation model. This com-
putation is used to create the Delay.txt and Power.txt input files.
There is a default association and rate selection scheme, but different criteria may be
used. By default, stations are associated to APs based on received signal strength. The
physical rate that each node uses to send data is chosen assuming a perfect adaptation,
i.e. the modulation yielding the better performance is used by default (see 4.3.3). The
user’s offered traffic can be set at random or by selecting three predefined profiles (low,
medium or saturation). This configuration is used to create Lan.txt and System.txt input
files.
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The main drawback of the SIPTE11 simulator is that it only considers a static scenario
during the execution. That is, nodes are not mobile, traffic profiles remain unchanged
during the simulation, and what is more, the SNR and physical rate are constant. In
this way, realistic propagation issues (including rapid and slow fading) cannot be treated
properly. In order to overcome this serious flaw, the EscGen is able to add those changes
in the scenario between consecutive SIPTE11 executions. In other words, EscGen defines
the initial scenario and calls SIPTE11; the simulation output is analyzed and the scenario
is modified according to a realistic propagation model, varying traffic demands, moving
stations, enabled RRM mechanisms, etc. Next, SIPTE11 is called again to simulate the
new scenario, again the new output is analyzed, the scenario is modified and so forth.

3.4.3 Common assumptions

After a comprehensive survey of wireless research papers, Kotz et. al. came to the
conclusion that the many assumptions and “axioms” made by researchers with regard to
their simulations were far from reality. In [187, 188] those “axioms” are enumerated and
later refuted by means of practical measurements. The list of axioms is as follows:

0. The world is flat

1. A radio’s transmission area is circular

2. All radios have equal range

3. If I can hear you, you can hear me (symmetry)

4. If I can hear you at all, I can hear you perfectly

5. Signal strength is a simple function of distance

6. Each packet is transmitted at the same bitrate

Obviously, the real world is not flat. Even at short distances, hills and buildings
present obstacles that dramatically affect wireless signal propagation. An accurate 3D
terrain model is essential for predicting the network performance in a particular and
concrete scenario. It is important to point out that in our simulations we have considered
a 2D scenario, since we were not focused on any specific location. However, the presence
of obstacles at arbitrary locations within the scenarios may be included by adding the
effects of shadowing in the propagation model. The optional Opnet’s Wireless Suite along
with the Terrain Modeling Module, as well as QualNet, offer the possibility to introduce
depth contour terrain maps in order to predict the effects of scattering, diffraction, etc.
in the wanted region.

Measurements state that all radios are not identical: even though the same vendor
and model is used for all the nodes’ radio of an experiment, in practice the radios and/or
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antennas vary from node to node. This also leads to the conclusion that antennas are
not perfectly omnidirectional, and thus, adding the effect of obstacles, it entails that the
radio’s transmission areas are not circular. Therefore, axioms 1 and 2 are not met. We
have to admit that we adhere to these two axioms, yet only in part. Again, we do not
need to simulate any particular network, with a given specific hardware. For these reasons
we can assume “generic” devices with identical behavior. However, as mentioned before,
a perfect circular coverage is withdrawn by adding random variations in the propagation
model. This attribute of the propagation model also avoids axioms 3 (symmetry) and
5 (received power only depends on distance). Nevertheless, the shadowing model we
adopted does not consider correlations: a real shadowing effect has strong correlations
between two locations that are close to each other. Note that the shadowing effect should
also be temporally correlated
The ns-2 simulator includes a free space model, a two-ray ground model, and also adds
a log-normal non-correlated “shadowing” model. Similar to eq. 3.7, this model adds a
zero-mean Gaussian distributed random value to the received power so as to account for
the fact that surrounding environmental clutter can be very different at various locations
at the same distance. As part of the work presented in [207], we found that using the ns-2
shadowing model with exponent 2.7 and 4 dB of standard deviation, the relative error with
respect to the measurements presented in Section 3.1.5 were below 8%. Rayleigh/Rician
fading is also available as a separate module [249] (also available for Opnet Modeler).
YANS and ns-3 inherite ns-2’s propagation models and natively add slow flat fading
channels supporting both Rayleigh and Rician cases. NCTUns also reutilizes the ns-2
PHY layer code but adds a Rayleigh fading model
OMNET++ only provides the free-space propagation model, while GloMoSim adds the
Two-Ray large-scale path loss models and an implementation of Rician Fading channel.

Many simulators assume axiom 4 because of their simplified error model. This model
assumes that the packet reception probability distribution over distance (or over SINR)
exhibits a sharp cliff, that is, the PER is either 0 or 1. For example, both ns-2 and Opnet
common models assume that a transmission is perfect within the transmission range of
a radio (as long as there are no collisions). When the borders of the coverage area are
crossed, the PER suddenly raises to 1. Although both simulators allow the use of certain
hooks to add more precise error models, these hooks are not commonly used. This issue
is revised in the NCTUns simulator, which includes BER vs SINR curves as an easy-to-
use optional channel. Qualnet and the GloMoSim project implement more sophisticated
models. The approach followed by the YANS and ns-3 PHY implementations [181] are
similar to the model used in our simulations: the PER is described as a function of the
SINR (see Section 3.2). We have to stress that none of the mentioned simulators perform
a real simulation of the PHY layer, but rather apply analytical models. Opnet Modeler
in conjunction with the Wireless Suite does simulate at the lowest level6, implementing
the different modulations (DPSK, PSK, CCK and QAM) specified by the IEEE 802.11

6c.f. http://www.opnet.com/support/des model library/WLAN80211.html
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standards.

As explained in the previous subsection, SIPTE11 also assumes axiom 6, that is, all
frames are sent using the same PHY mode. The problem is that real devices perform
some kind of rate adaptation in order to obtain the best possible performance according
to the current signal quality (a more detailed discussion on this topic can be found in
Section 4.3.3). However, our simulations were run using the EscGen scenario generator,
which allows a different selection of the PHY mode as a function of the SINR. Excluding
the new ns-3, the rest of the simulators assume a fixed rate, although some patches can
be found for ns-2 that address these issues [117]. The ns-3 includes the AARF [194] rate
selection algorithm by default.

Although not mentioned by Kotz in [187,188], I would suggest adding another axiom:
Two different cells utilize two independent channels. In other words, many simulations
consider that two cells using different channels do not suffer interference from each other.
On the other hand, in ns-2 there is a single channel object that is common to all nodes and
hence, all nodes belong to the same CSMA domain. The enhanced Network Simulator
(TeNS) is an extension of the ns-2 that addresses these deficiencies (and others) [191].
According to [58], there is another ns-2 extension called ns-MIRACLE (Multi-InteRfAce
Cross-Layer Extension) that implements adjacent-channel interference following the model
we developed in Section 3.3.4. Opnet models different channels for different BSS, but the
interaction between them in the default package is not properly implemented, since it
only considers co-channel interference: if channels are partially overlapped, there will be
collisions regardless of the channel distance; if channels are not overlapping, there will
be no interference at all. However, packets received under the sensitivity threshold are
added to the noise [239]. NCTUns alleguedly provides reliable wireles simulations [288],
but the interaction between cells is not clear. YANS and ns-3 consider interference by
following an approach that is similar to that explained for SIPTE11 in Section 3.4.2.1.
For IEEE 802.11 PHY and MAC implementation details in these and other simulators,
see [182].

To sum up, this section is intended to highlight the restrictions of simulation-based
studies, which inevitably incur in unrealistic assumptions. However, this does not mean
that simulations are not useful to illustrate the advantages or improvements of a given
RRM algorithm, but the reader should be aware that those improvements shown by the
simulations may be noticeably reduced in the real world. It is also worth to mention that
this awareness pushed us to find ways of avoiding most of the axioms, as explained above.

3.4.4 Conclusions

In the preparation of this thesis we had the oportunuity to test different simulation tools
by ourselves; among them, ns-2, Opnet, NCTUns and lately, ns-3. When it came to
choosing the simulation environment for our evaluations, none of those tools fullfilled our
requirements. The main drawback of all those simulators was the excessively simplified
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PHY layers. For this reason, we chose the SIPTE11 tool. By outsourcing the error and
propagation models through different configuration files, these models can be customized
without the need of changing a single line of code. Furthermore, its interface based
on input configuration files facilitates the execution of automated large-scale simulations.
The presence of a GUI (e.g. Opnet or NCTUns) enables a user-friendly design of particular
scenarios, but does not help when thousands of different scenarios are required.

Another criterion is related to licensing terms and availability of the source code. This
discarded commercial solutions, such as QualNeT, but still left the door open for Opnet.
The problem was that Opnet only offered a feature-limited version of the Modeler and
did not include the Wireless Suite, in contrast to what they offer today. These facts led
us again to SIPTE11. Given that this software was developed at this author’s research
group, we enjoyed an excellent “customer support” from the original developers, who very
kindly helped us when a bug was detected or a new feature required.

However, if the choice of a simulation environment had to be made now, it would
probably be different. The release of a stable and complete version of ns-3 will establish
in the near future (at the moment of writing) a new standard among network researchers.
One can easily predict that ns-3 will inherit the success of its predecessor ns-2, and will
represent the new long-lasting architecture that will survive many years of abuse by both
experienced researchers and newbie students. Opnet Modeler has also improved in recent
years. Besides, nowadays both a complete version of the Modeler and the aforementioned
Wireless Suite are available free of charge for academic research as part of the University
Program.
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Chapter 4

Throughput and capacity models

In order to evaluate the quality of a design prior to its deployment, we need tools capable
of predicting WLAN performance. Simulators are often used, but they are expensive and
the way they model interference in multicell environments is not accurate due to sim-
plifications in the physical layer: co-channel and adjacent channel interference emulation
does not behave as observed in real testbeds [188]. One alternative is to use analytical
models, which also make significant assumptions. However, they are faster in providing a
reliable approximation of a network’s performance and the results are precise enough to
allow the objective evaluation of various WLAN designs. Capacity estimations can then
be used as the metric to compare different frequency channel schemes, different power al-
locations, user-AP associations, etc. In other words, capacity estimations can assist many
RRM mechanisms that are in charge of dynamically tuning different WLAN parameters
in order to optimize its performance.

The capacity limits of IEEE 802.11 access networks have been widely studied in the
literature. These limits were first explored for a single user transmission, but subsequently
efforts were concentrated towards modeling the capacity of a multi-user cell. Nevertheless,
capacity of a multicell WLAN, which involves new phenomena such as inter-cell interfer-
ence (co-channel and adjacent channel), has rarely been studied. Moreover, the results of
these studies were either too simple (e.g. applying an independent single-cell model for
each cell) or too complex to allow frequent and rapid estimations. Our aim is therefore
to develop a straightforward algorithm that is able to provide capacity estimations in a
timely manner so that they can be used by different RRM mechanisms as an immedi-
ate measure of the potential performance of a WLAN. The resulting model, published
in [130, 135], takes both co-channel and adjacent channel interference into account, and
also comprises the effects of rate adaptation.



78 CHAPTER 4. THROUGHPUT AND CAPACITY MODELS

Figure 4.1: Overhead in IEEE 802.11 sublayers

4.1 Single user

The theoretical maximum throughput that is available to an 802.11 STA can be easily
derived from the parameters specified by the different standards. As shown in [172], if we
know the length of the different headers added by the different sublayers (see Fig. 4.1),
we can compute the theoretical maximum throughput (TMT) as the maximum number
of MSDUs that can be transmitted per time unit.
For this upper bound computation, the following assumptions are made:

• There are neither errors (BER =0) nor collisions.

• The transmitter always has data to send (saturation).

• Fragmentation is not used.

• Management frames (e.g. Beacon) are not considered.

At this point, it is required that we recall the frame sequence given for the transmis-
sion of an MSDU. In Section 2.3.3 two access methods were described: basic access and
four-way handshake (RTS/CTS). These two methods involve a slightly different message
exchange (see Fig. 4.2) and are briefly described here.

Using the basic CSMA/CA access, a STA first senses the medium and transmits if it
is idle during a DIFS time plus a random backoff time (BO); the latter is used to avoid
collisions with other STAs waiting to transmit. After the data frame is sent, the receiver
waits for a SIFS time before sending and acknowledgment.
The RTS/CTS access was intended to reduce collisions where the hidden node problem [98]
is likely to appear. Previous to the data transmission, an RTS frame is sent to the receiver,
which will respond with a CTS announcing to its neighborhood that the medium will be
occupied, thus avoiding collisions with nodes that are hidden to the transmitter. This
mechanism improves the network performance in the presence of hidden nodes, but adds
considerable overhead.
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Figure 4.2: Message sequence for basic access and RTS/CTS

Then, the TMT is expressed as follows:

TMT =
MSDUsize

T ime per MSDU
(4.1)

TMT =
MSDUsize

TDIFS + TBO + TRTS + 3TSIFS + TCTS + TData + TACK

(4.2)

where TData is the time during which the actual data frame is transmitted (includ-
ing preamble and headers). Note that this time changes depending on the modulation
or the PHY rate used. IFS times and the duration of RTS/CTS and ACK frames are
independent of the modulation since they are always sent at the lowest rate. Also note
that eq. 4.2 represents the TMT for an RTS/CTS access. For the basic access, we have
to subtract TRTS, TCTS and 2TSIFS from the denominator.
Figure 4.3 shows TMT values for IEEE 802.11a/g and 11b modulations. A typical
WLAN connected to an Ethernet segment renders a maximum throughput around 6 Mbps
(11 Mbps CCK and basic access and 1500-Byte MSDUs).

This simple model can be improved by capturing the effects of transmission errors.
This way we add a dependency on SINR. In [104] the ideas of [172] are adapted to include
the extra delay caused by retransmissions that was not present in the TMT model.
Knowing BER values (see Section 3.2) for a given modulation M , PM

b , the PER of an
l-bits packet can be found according to eq. 3.16. Thus, the probability that a transmission
is successful is as follows:

Pm
u (l) = (1− Pm

eDATA(l))(1− Pm
eACK) ≈ (1− Pm

eDATA(l)) (4.3)

That is to say, a successful transmission requires that neither the data packet nor the
ACK are received with errors. Given that the ACK frame is shorter than data frames
and that it is usually sent using the most reliable modulation, the second term in eq. 4.3
can be neglected. Then, the probability of a successful transmission at the i-th attempt
is obtained according to:

Psucc[i] = (1− Pm
succ(l))

i−1Pm
succ(l) (4.4)
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Figure 4.3: TMT vs. MSDU size for basic and RTS/CTS access and different 11a/g and
11b modulations

For each retransmission, the range of values that can be given to TBO is doubled
until CWmax is reached. Recall that CWmax defines the maximum number of time slots
that a STA will wait in the backoff stage. The average backoff time after i consecutive
transmissions of the same frame, TBO(i) is:

TBO(i) =

{
2i(CWmin+1)−1

2
Tslot 0 ≤ i < m

CWmax

2
Tslot i ≥ m

(4.5)

where m is known as the “maximum backoff stage” and together with CWmin, CWmax

and Tslot, are all standard-dependent parameters. These values are summarized in Ta-
ble 4.1.
Taking into account eqs. 4.4 and 4.5, and an infinite number of possible retransmissions,
the time per MSDU that includes the effects of packet errors and retransmissions used in
eq.4.1 is now:

T ime per MSDU =
∞∑
j=2

(
Psucc[j]

j−1∑
i=1

Tframe(l,M, i)

)
+ Tframe(l,M, 0) (4.6)

where Tframe(l,M, i) is the time needed to successfully send an l−bit frame using the
modulation M . With basic access, Tframe(l,M, i) = TDIFS + TBO(i) + TData(l,M) +
TSIFS + TACK(M).
In [252], the assumption of infinite retries is removed, given that in practice, after 4 or 7
retransmissions (depending on the magnitude of l), the packet is discarded.



CHAPTER 4. THROUGHPUT AND CAPACITY MODELS 81

DSSS - CCK OFDM
Rate (Mbps) 1 2 5.5 11 6 12 24 54

TACK (μs) 304 248 212 202 50 38 34 30

TRTS (μs) 352 272 221 207 58 42 34 30

TCTS (μs) 304 248 212 202 50 38 34 30

Tpreamble (μs) 192 192/96 20

TSIFS (μs) 10 16

TDIFS (μs) 50 34

Tslot (μs) 20 9

CWmin 31 15

CWmax 1023 1023

m 6 7

Table 4.1: IEEE 802.11 PHY parameters

Needless to say, that the literature on this topic offers a wider variety of approaches.
For example, in [231] capacity predictions are based on previous empirical measurements.
First of all, a data base is built with SNR/throughput relationships obtained in practical
scenarios. Then, given an SNR value, a prediction of the throughput is provided according
to the channel conditions. However, it does not take into account the effect of collisions
or utilization. This idea is improved in [178] to provide per-link capacity estimations.

Note that these models are only valid to estimate the capacity of a communication be-
tween one transmitter and one receiver. In other words, the transmitter is not competing
with other STAs in order to gain access to the medium. The capacity estimation in a BSS
with multiple active STAs needs to capture the effect of collisions. Nevertheless, in [221]
the TMT approach is used to compute the throughput of a cell with n STAs (n > 1).
However, the authors themselves recognize that the complexity of the backoff mechanism
in a BSS is not properly captured.

4.2 Single cell

Other models do include the study of collisions. In [79] and in [83] a p-persistent protocol
for WLANs is analyzed. This protocol is similar (but not equal) to the IEEE 802.11 stan-
dard. In this case, the backoff interval is obtained by following a geometric distribution
with probability parameter p.

Even though it makes several assumptions, the most popular approach used to model
the saturation throughput of an IEEE 802.11 cell is authored by Bianchi [70]. This model
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Figure 4.4: Bianchi’s Markov chain model for the backoff window size

is based on the saturation condition, that is to say, all n nodes in a cell always have frames
ready to be sent on their transmission queues. The n STAs are using the same PHY mode
and the channel is considered ideal (i.e. no hidden nodes and no errors due to noise or
interference). Furthermore, there is no coexistence between basic and RTS/CTS access.

The key concept of this model is that each packet injected into the medium collides
with constant and independent probability p, regardless of the number of previous at-
tempts. This probability p is considered a constant in the network under study. Let b(t)
be the stochastic process representing a STA’s backoff timer. When b(t) reaches 0, the
STA is allowed to transmit. The constant m represents the “maximum backoff stage” so
that CWmax = 2mCWmin. For convenience W = CWmin and Wi = 2iW where i ∈ [0,m].
Then, s(t) is used to represent the stochastic process of the backoff stage (0, ..., m) for a
given STA at time t. The backoff stage is increased from i to i + 1 after an unsuccessful
transmission.
Taking into account the previous assumptions, the bidimensional process {s(t), b(t)} can
be modeled with the discrete time Markov chain depicted in Fig. 4.4. In this Markov
chain, the one-step transition probabilities are:
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⎧⎪⎪⎪⎨
⎪⎪⎪⎩
P{i, k|i, k + 1} = 1 k ∈ [0,Wi − 2] i ∈ [0,m]

P{0, k|i, 0} = (1− p)/W0 k ∈ [0,W0 − 1] i ∈ [0,m]

P{i, k|i− 1, 0} = p/Wi k ∈ [0,Wi − 1] i ∈ [1,m]

P{m, k|m, 0} = p/Wm k ∈ [0,Wm − 1]

(4.7)

The first equation in 4.7 accounts for the fact that the backoff is decremented at the
beginning of each slot time. It is important to note that a discrete and integer time
scale is adopted: t and t+1 correspond to the beginning of two consecutive slot times
and a slot time begins immediately following an idle DIFS. The time interval between
two consecutive slot time beginnings vary, since it may or may not include a packet
transmission. In other words, the interval between two consecutive slot times is the time
between two backoff decrements.
The backoff stage is reset after a successful transmission, and hence the second equation.
On the other hand, after an unsuccessful transmission, the backoff stage is increased (i.e.
CW is doubled). This is represented by the third equation. Finally, the fourth case
models the fact that once the backoff stage reaches m (i.e. CW = CWmax), it is not
increased in subsequent packet transmissions.

Solving the Markov chain, the stationary distribution is represented by the probabil-
ities bi,k, with bi,k = limt→∞P{s(t) = i, b(t) = k}, i ∈ [0,m], k ∈ [0,Wi − 1]. Then, the
probability τ that a STA transmits a packet in a randomly chosen slot time is:

τ(p) =
m∑
i=0

bi,0 =
b0,0
1− p

=
2(1− 2p)

(1− 2p)(W + 1) + pW (1− (2p)m)
(4.8)

The value of p is still unknown, but note that the probability p that a packet collides
is the probability that, in a time slot, at least one of the n-1 remaining STAs transmits.
Each remaining STA transmits with probability τ . Therefore:

p = 1− (1− τ)n−1 −→ τ(p) = 1− (1− p)
1

n−1 (4.9)

Equations 4.8 and 4.9 form a nonlinear equation system with a unique solution and
with two unknowns, τ and p, which can be solved using numerical techniques. Once these
values are known, other important relationships can be derived:

Ptr = 1− (1− τ)n (4.10)

Pidle = 1− Ptr (4.11)

Pok = nτ(1− τ)n−1 (4.12)

Pcol = Ptr − Pok (4.13)

Ptr is the probability that there is at least one transmission in a slot time, and logically
1-Ptr (Pidle) is the probability that the slot time is empty. Pok is the probability that there
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Figure 4.5: Saturation throughput in a cell vs. number of active users (MSDU size 1500B)

is a transmission and that this transmission is successful, and Pcol is the probability that
a transmission collides (at least one transmission, but none of them is successful).
Finally, the saturation throughput S can be defined as the average amount of payload
bits that is successfully transmitted per slot time:

S =
PokE[P ]

PidleTslot + PokTsucc + PcolTcol

(4.14)

where E[P ] is the average payload size, Tslot is the duration of an empty slot, Tsucc, is
the previous Time per MSDU of eq. 4.2 subtracting TBO, or more precisely, Tsucc is the
time needed to successfully deliver a frame. Tcol is the time spent due to a collision:
Tcol = TDIFS + Tframe for basic access and Tcol = TDIFS + TRTS for an RTS/CTS access.
Note that the time wasted because of a collision is smaller in the case of RTS/CTS access,
since TRTS << Tdata. This difference provides a significant improvement when the collision
probability is high (i.e. n is high), as shown in Fig. 4.5
Finally, note that the expression of S in eq. 4.14 is the same regardless of the PHY mode
or the access method used. It is sufficient to substitute the constants (e.g. TDIFS, TACK ,
etc.) for the values specified in the corresponding IEEE 802.11 standard (see Table 4.1).

Several papers have built on this basic model. The work in [294] and [189] extend
Bianchi’s analysis to include finite retransmission attempts providing a new expression for
τ ; [236] and [286] adapt the model to backoff mechanism variants. In [285], [90] and [274]
the effect of error probability is introduced into the model. The constant probability p of
eq. 4.8 and 4.9 is redefined. Now p is the probability that a packet encounters a collision
or is received in error: p = pc+ pe− pcpe. In the latter expression, pc is the “old” collision
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probability and pe is the error probability or PER. Then, eq. 4.9 is rewritten as:

p = 1− (1− pe)(1− τ)n−1 −→ τ(p) = 1−
(

1− p

1− pe

) 1
n−1

(4.15)

Consequently, the average slot time is also modified in order to include the effect of packet
losses, so that the new expression for the saturation throughput S in the presence of packet
errors is as follows:

S =
(1− pe)PokE[P ]

PidleTslot + (1− pe)PokTsucc + PcolTcol + PokTepe
(4.16)

The new parameter Te is the average time that the medium is sensed busy due to an
error transmission. For a basic access Te = Tdata+TDIFS and Te = TRTS +TCTS +Tdata+
TDIFS + 2TSIFS for an RTS/CTS access.

Finally, [164,165] includes the hidden terminal problem. In addition to the throughput
analysis, some of the aforementioned papers also provide a companion derivation of the
average transmission delay performance (e.g. see [85, 91]).
One step further, [301] and [84] revisited again Bianchi’s model in order to obtain the
performance in non-saturation conditions. Similarly, but following a more straightforward
approach, in [114] two states are added to Bianchi’s Markov chain to model unsaturated
STAs. Moreover, in [84] and [114] the effect of multi-rate STAs is also included.

4.3 Multiple cells

Despite all the research done with the aim of modeling the capacity of the IEEE 802.11,
only a few papers have focused on the multicellular scenario. The work in [113] is one
of those few. However, each cell is treated individually, thus ignoring the evident effects
of the interaction between neighboring cells. In this section we describe a new approach:
our model is intended to provide capacity estimations for an ESS. The idea behind this
model is to provide a metric whose optimization by means of an intelligent frequency man-
agement produces an improvement in the network performance. This algorithm should
capture the effects of interference and should also provide new estimations rapidly so as
to enable a rapid adaptation of the ESS to a dynamic environment.

For our evaluation, we perform a mathematical analysis based on Bianchi’s model [70].
As detailed in Section 4.2, this model is used to compute the saturation throughput of
an IEEE 802.11 WLAN for a single isolated cell that is free of transmission errors and
hidden terminals; the number of competing stations is known and it is assumed that they
always have frames to send. Adapting this model to a system based on multiple WLAN
cells is not trivial, but we can apply several simplifications without deviating from the
expected values. Two types of interference are considered: adjacent channel interference
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(caused by transmissions on overlapping channels); and co-channel interference (caused
by nodes using the same channel). Moreover, most of the IEEE 802.11 implementations
found on the market today apply proprietary link adaptation schemes in order to select
the best modulation (physical rate) according to the current channel conditions. These
algorithms are, in general, not available to the public, thus hampering the inclusion of rate
adaptation in realistic analytical throughput models. For these reasons, in the resulting
formulations we also introduce , the effect of a simple link adaptation algorithm. It should
be pointed out that the heuristic we propose is intended only for modeling purposes and
not for implementation. Our contribution, published in [130], is therefore twofold: to the
best of our knowledge, we present the first analytical study of throughput performance
including both types of interferences, co-channel and adjacent channel, and the effect of
bit rate adaptation.

4.3.1 Effect of packet errors in saturation throughput

We depart from Chatzimisios’ expression for saturation throughput in the presence of
transmission errors [90]. The effect of errors is added to the model, given an average PER
for a given cell; the PER can be derived from the SINR.

As explained in Section 3.3.4, we know that adjacent channel interference reduces
the SINR, and hence reception errors appear. The PER for each node’s transmission will
depend on the SINR sensed by the corresponding AP upon reception of the node’s frames.
Recall that the SINR, and consequently the PER, also depend on the utilization factor u
of the adjacent cells. Based on the SINR values and the modulation used by the station
for its transmissions, we can derive the BER for a given client, which can be obtained
theoretically using the formulas given in Section 3.2. However, to achieve more realistic
results, empirical curves can be used. Usually, these BER vs. Eb/N0 curves are included
in the transceiver datasheet. For our tests, we use the data provided with Intersil Prism
HFA3861B [9]. Once the BER is known, the PER can be approximated using eq. 3.16
(PER = 1−(1−BER)l). We omit the effect of losing an ACK frame, since its probability
is negligible due to its small size and the fact that it is usually transmitted at the slowest
(i.e. most reliable) bitrate. We have to note that, as stated in [210], this approximation
will not remain applicable for large values of BER.
Figures 4.6 and 4.7 show the saturation throughput for a single station in the presence of
transmission errors. The figures are obtained analytically following [90], given a packet
size of 1024 Bytes.

The effects of utilization in adjacent cells anticipated in Section 3.3.4 are verified by
means of practical measurements and simulations. The simulated scenario consists of
two partially overlapping IEEE 802.11a cells with two stations each (tx and rx). Cell
A’s rx receives -76 dBm of unfiltered signal from cell B’s tx. The channel distance is 2
(ch. 34 and 36). B’s utilization is increased from 0 to 100%, whereas A’s tx is always
in saturation state. Simulations are made with two different modes (18 and 54 Mbps)
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Figure 4.6: Effect of packet errors in an IEEE 802.11a/g transmission with 1024-Byte
packets

in order to verify that our assumptions are independent of the modulation used. Details
of the simulator’s PHY layer implementation are given in Section 3.4.2. The results are
shown in Fig. 4.8: dotted lines are obtained through analytical models with the saturation
throughput computed using eq. 4.16 after deriving PER from u and SINR as previously
explained; solid lines are obtained from simulations. Practical measurements are made
with a similar testbed but using DSSS devices with 1Mbps PHY (DBPSK); PER and
SINR show the same relationship.

4.3.2 Effect of co-channel interference

Due to the CSMA/CA mechanism, co-channel interference results in undesired effects,
such as the hidden node and exposed node problems (cf. [157]). Bianchi’s model was again
revised to incorporate co-channel interference, but the authors of [241] only considered
two interfering cells. In [140,141], a complete model is provided whose complexity hinders
its implementation as part of a dynamic RRM mechanism. Our approach is based on the
fact that WLAN throughput in the presence of co-channel interference can be modeled
assuming long-term fairness among the nodes sharing the same channel. That is, in the
long term, all stations have the same probability of gaining access to the common channel.
Although this assumption ignores observable phenomena that arise in various topologies
(e.g. see [93]), we find that the error introduced with individual flow calculations is not
critical for the estimation of the global capacity, as shown in this section. In infrastructure
mode, given a set of nodes N , the algorithm computes the available throughput for every
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Figure 4.7: Effect of packet errors in an IEEE 802.11b transmission with 1024-Byte packets

node i ∈ N , Si as:

Si = s(i, Ci)Sth; s(x, Y ) =

{
1
|Y | 1−∑j∈Y �=x uj ≤ 1

|Y |
1−∑j∈Y �=x uj otherwise

(4.17)

where Ci ⊂ N is the subset of the elements of N that compete with STA i for the channel.
This subset Ci depends not only on the nodes associated with i’s AP, but also on the
co-channel stations from other cells that are within carrier sense range of i. Thus, we
include the influence of exposed nodes. The hidden node problem is minimized by using
RTS/CTS. We find that the number of competing stations for i can be well approximated
using the larger of the following two values: the number of nodes in i’s cell and the
maximum interference clique to which i belongs. Plotting stations and their interference
as an undirected graph, a clique is a subset of nodes such that every pair of nodes are
interferers. This method for modeling co-channel interference (henceforth CL model)
involves the resolution of the clique problem, which is NP-complete. However, this is not
an issue since a tree search function can be easily added to the code, which solves the
clique problem without hindering the operation of the algorithm. If only the stations in
range are taken into account (CR model), the resulting approximation is good for lower
densities. Figure 4.9 shows the differences between CL and CR. The function Sth(Ci)
computes the saturation throughput for the set Ci, according to 4.16.
Finally, The multiplier s(i, Ci) is used to reflect the effective share available to STA i. If
the utilization of the remaining contenders is greater than |Ci|−1, long-term fairness will
ensure a share s(j, Ci) = |Ci|−1∀j ∈ Ci. Otherwise, the excess bandwidth not used by
the members of Ci is available to i. Figure 4.9 illustrates this: following both models (CL
and CR), node j will ideally receive 1/2 of the maximum throughput (ignoring collisions,
errors and other effects to simplify the example), since there is only one competing station:
i. However, i competes with 4 (CL) nodes, so at most it will receive just 1/4 of the share.
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Figure 4.8: Saturation throughput with increasing utilization in adjacent cell

Figure 4.9: Interference graph and competing stations for node i 4 (CL) and 6 (CR)

Therefore, in practice, j is competing with just 1/4 of a node, thus obtaining 3/4 of the
maximum throughput. Recall that uj represents the node j’s utilization (as defined in
Section 3.3.4.1); in saturation, uj = Sj/Sth(Cj). In this case, the values Sj∀j ∈ Ci are
required to obtain Si. That is, in order to obtain Si, we need to know the value of Si

in advance! To avoid this incongruity and minimize the error we introduce, we follow
a simple heuristic: Si is computed starting with the node with the greatest number of
competitors (highest degree), and so on.

This co-channel model has been evaluated through extensive ns-2 simulations [219] (see
Section 3.4.1). Note that wireless communication in ns-2 uses different and independent
channel objects for different cells; as a result, cross-channel noise and interference are not
simulated. To correct this, our simulation consists of ad hoc nodes using only one channel
object. Four fixed stations playing the role of APs are located so that their coverage
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Figure 4.10: Evaluation through simulation of throughput models with co-channel inter-
ference

ranges partially overlap. The rest of the nodes are placed randomly throughout the area
and configured to send data to the closest AP. All these 802.11b nodes are driven to
saturation by setting up a constant bitrate (CBR) UDP source so that there is always a
1500 byte datagram ready for transmission in each node’s queue. So as to isolate the effect
of co-channel interference, no transmission errors are introduced. Figure 4.10 compares
the results of the simulations for both models (CL and CR).

Our calculation of individual flows clearly introduces some error, given that we are
using an average PER and an average PHY rate for the whole cell. As studied in [210],
the case in which each station is subject to a different BER adds not inconsiderable
complexity. Besides, the starvation problems measured in [92] are not taken into ac-
count. Notwithstanding the approximations applied on the computation of individual
flows, Fig. 4.10 shows that the measure of the overall capacity is balanced, and that the
error is reduced as the number of nodes is increased (especially for the CL model).
Also note that these approximations are only valid for infrastructure mode; ad hoc schemes
usually require that nodes cooperate to forward each other’s packets through the net-
work. This means that the throughput available for each node’s applications is limited
not only by the raw channel capacity but also by the forwarding load imposed by distant
nodes [166].

4.3.3 Modeling of a link adaptation algorithm

As seen in Section 2.4, IEEE 802.11 standards define several sets of modulations and
coding rates for the different physical layers. For example, IEEE 802.11b specifies four
modes: 11 Mbps (8-bit CCK), 5.5 Mbps (4-bit CCK), 2 Mbps (DQPSK) and 1 Mbps
(DBPSK) to be used in the 2.4 GHz frequency band. Each different scheme provides
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a different transmission rate, but the higher the chosen rate, the worse it performs in
the presence of noise and interference; i.e. given certain channel conditions, there is an
optimal modulation that maximizes the throughput. It is interesting to observe that
the modulation selection does not depend on the frame size: big frames render a higher
throughput than small frame sizes, but at the same time, they suffer an increased PER.
Given the transmission of 1024-Byte packets, the optimal rate adaptation should follow
the envelope of the throughput vs SINR lines drawn in figures 4.6 and 4.7. For example,
using IEEE 802.11b with a SINR at the receiver of 8 dB, the transmitter should use
5.5 Mbps CCK, but if the signal quality drops to 4 dB, the transmitter should change to
2 Mbps DSSS. Using IEEE 802.11a/g and with SINR = 10 dB, the transmitter should use
the 18 Mbps modulation, but if the signal quality improves 8 dB, the performance could
be optimized if 36 Mbps modulation is used instead. Note that the 9 Mbps modulation
(BPSK, 3/4 coding) is never able to improve the performance of the 12 Mbps (QPSK,
1/2 coding), and therefore this modulation is never used, at least in an AWGN channel
(used to draw the figures).

As stated in [252], an ideal link adaptation scheme should keep track of the SINR
in reception, but this value is unknown for the transmitter, unless a kind of communi-
cation between transmitter and receiver is implemented. The authors of [163] presented
the Receiver-Based Auto-Rate (RBAR) protocol, which proposes modifications in the
IEEE 802.11 standard MAC in order to allow the exchange of information regarding chan-
nel conditions by means of RTS/CTS messages: first, the receiver estimates the wireless
channel quality at the end of the RTS reception, then selects the appropriate transmission
rate based on this estimate and feeds back to the transmitter using the CTS. A different
approach is based on heuristics and estimations carried out locally in the transmitter
side: the Auto-Rate Fallback (ARF) protocol [175] and its improved revision, the Adap-
tive ARF [194], keep track of a timing function and missed ACKs; in [104], the physical
rate is adapted to the current link conditions as perceived by the transmitter through
received signal strength measurements. In [184], a combination of these two approaches,
missing ACKs and measured signal strength, is proposed: Hybrid Auto-Rate Fallback
(HARF). In [73], a short survey on rate adaptation mechanisms is provided.

Most of the IEEE 802.11 MAC implementations have their own proprietary link adap-
tation schemes, but they are mainly based on heuristics inspired by the original ARF, even
though it is well known that these schemes cannot react quickly when the wireless channel
conditions fluctuate. The fact that these algorithms are not available to the public ham-
pers the inclusion of rate adaptation in realistic analytical throughput models. For these
reasons, the main objective of this section is to obtain a theoretical model for a generic
rate adaptation algorithm, representative of real life implementations. To this end, in
this section we study the behavior of a simple algorithm that counts successful/erroneous
consecutive frame transmissions: after S consecutive correct transmissions, the rate is
increased, and after E consecutive erroneous transmissions, the rate is decreased. This
behavior is easy to model and simplifies the resulting formulation, while keeping our re-
sults representative of many rate adaptation implementations. The main difference with
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known implementations is the presence of a timer. In collision prone channels [61], miss-
ing ACKs can also be produced by collisions: even if channel conditions are good and
the current modulation is optimal, the rate can be reduced due to collisions; decreasing
the rate leads to higher transmission times thus rising collision probability. The use of
timers in acknowledgment-based heuristics is intended to avoid rate reductions as a result
of collisions. The absence of a timer in our model is justified by the fact that collisions
are not taken into account in the rate selection.

The effect of collisions on throughput performance is already included in our multicell
throughput model (cf. 4.3). Recall that the proposed algorithm is intended for modeling
purposes and not for a practical implementation, although it would render a good perfor-
mance under low collision probability.
The rate used to transmit any frame in a system with M modes can be modeled by the
combination of the Markov chains shown in Fig. 4.11 a (main chain, MC ) and b (sec-
ondary chain, SC ). Both chains are actually coupled but are studied separately to simplify
the resulting formulation. In MC, for any mode x, the transitions P−mx and P+

mx between
adjacent states represent the rates of change to mode x− 1 or x+ 1, respectively. These
rates are given by solving the lower level chains (SC s). There is a SC embedded in all mx
states of MC. Within SC, after h consecutive transmission errors, state he is reached; the
system reaches any ks state after k consecutive successfully transmitted frames. State (0)
of mode x is used as a starting point and as a link state between adjacent modes: starting
with mode x, state (0) of mode x + 1 is reached after S consecutive transmissions; after
E consecutive erroneous frames, the system switches to state (0) of mode x− 1.

If Pst represents the probability of occurrence of state st, the previously mentioned
P−mx and P+

mx will be P(E−1)ePERm and P(S−1)s(1 − PERm) respectively. Note that
the PERm(SINR) is different for each modulation m given the SINR, as detailed in
Section 3.2; and that computation of stationary probabilities is not affected by the fact
that the Markov renewal process is actually embedded at slot boundaries. By solving SC,
the probabilities of the different states can be written as a function of P1e and P1s, as
follows:

P1e =

(
P0 +

S−1∑
i=1

Pis

)
PERm (4.18)

P1s =

(
P0 +

E−1∑
i=1

Pie

)
(1− PERm) (4.19)

Phe = P1ePERh−1
m ; 1 < h < E (4.20)

Pks = P1s(1− PERm)
k−1; 1 < k < S (4.21)

P0 = P1s(1− PERm)
S + P1ePERE

m (4.22)
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Figure 4.11: Markov chains modeling transitions between PHY modes

Note that P0 actually depends on PERm−1 and PERm+1, but in eq. 4.22 it appears as
a function of PERm. This error is due to the simplification introduced by the decoupling
of the MC and SC chains. However, according to simulation results, this error is always
smaller than 1%. In these simulations the rate adaptation algorithm described in this
section is used to send 106 1000-Byte packets. Results obtained with the simulator are
compared against the model in Fig. 4.12.

The sum of all probabilities (P0, Pks∀k < S, and Phe∀h < E) must be 1. From the
relation between P1e and P1s depicted in 4.24 and derived from equations 4.19 to 4.22, we
can leave all probabilities as a function of PER, S and E:

P1s = P1e
1− PERE

m

1− (1− PERm)S
(4.23)

P1e =

(
1− PERE

m

1− (1− PERm)S

S−1∑
i=0

(1− PERm)
i +

E−1∑
i=0

PERi
m

)−1
(4.24)
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Figure 4.12: Rate adaptation model and simulations

Once we obtain the transition probabilities for all modes (P−mx and P+
mx), the resolution

of the chain MC is straightforward and allows us to compute the average PER and the
average transmission rate as the weighted sum in eq. 4.27:

Pm0 =

[
1 +

M∑
i=1

(
i∏

j=1

P+
m(j−1)
p−mj

)]−1
(4.25)

Pmx = Pm0

x∏
j=1

P+
m(j−1)
p−mj

; 0 < x ≤M (4.26)

PER =
M∑
i=0

PERmiPmi (4.27)

The above formulation provides the PER and rate of a given station. The next step is
then to obtain the average PER and rate of the cell. Using these values in equations 4.11
to 4.13, as explained in Section 4.2, we can include the effect of rate adaptation into the
saturation throughput model (eq. 4.17). As mentioned early, averaging PER and PHY
rate in a cell is not required if we applied the formulation given in [210].
The best choice of E and S is settled after evaluating the model under different values
of PER. Figure 4.13 is a sample of those tests: the three figures represent the number of
packets successfully transmitted (normalized by the total number of transmitted packets)
by a single IEEE 802.11b station operating at a given modulation and using different
combinations of S and E. As expected, with high signal quality, the best performance
is obtained with small values of S (and a bigger E). On the other hand, with a high
loss rate, it is preferable to have a small E (and a bigger S). This trade-off is solved
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Figure 4.13: Histogram of successful transmitted packets for different SNR values and
different (E, S) combinations

by selecting E=3 and S=6, which provides a good performance for a wide range of SNR
values.

4.3.4 Practical evaluation

In order to evaluate the reliability of the rate adaptation algorithm modeled in the previous
section, the goal of the first set of tests was the comparison of the expected performance of
the algorithm with measurements obtained in a real scenario. The scenario consists of two
laptops equipped with different NIC models configured in automatic rate selection. One
CBR UDP connection is set to send 1500 Byte packets in order to maximize throughput
(recall that packet size has no impact over the rate selection algorithm performance).
Samples of throughput and SNR are taken while the distance between the laptops is
slowly increased.
The models used are: 3com OfficeConnect (chipset ZyDAS ZD1211), Buffalo AirStation
WLI-CB-g54 (chipset Broadcom 4306), and Allied Telesyn AT-WCL452 (chipset Intersil
Prism 2.5). Prism’s rate adaptation is the only algorithm whose basic principles are
public. Prism cards implement a rate adaptation algorithm [10] similar to ARF: rate
fallback is triggered by transmit retries; a timer function and successful transmissions
increase rate.

As shown in Fig. 4.14, the mean throughput values obtained with practical measure-
ments are lower than expected. This is not only due to the use of different rate adaptation
algorithms. Indeed, taking measurements in a real testbed involves facing undesirable ef-
fects from environmental factors that negatively affect the measured throughput. While
the analytical model only takes thermal noise into account, interference from other systems
could have affected the testbed performance. Moreover, SNR measurements provided by
the wireless device firmware can be inaccurate. However, the values provided by the model
can be considered as an admissible upper bound, which most of the time is within one
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Figure 4.14: Rate adaptation model performance and real measurements

standard deviation away from the mean of measured samples. The dotted line represents
the upper bound that could only be achieved with an ideal adaptation (i.e. instantaneous
knowledge of receiver’s channel conditions, cf. [104]). In order to validate the proposed
model (eq. 4.17), including both adjacent and co-channel interference, another testbed
has been built. Without loss of generality, we consider a scenario of three IEEE 802.11b
overlapping cells (A, B and C) with two nodes each (AP and client), since it allows the
analysis of the combined effect of adjacent and co-channel interference to be analysed, and
hence remains applicable in larger scenarios. For each client, an upstream UDP source is
set as in the previous tests. Channel 1 is set in cell A, C uses channel 11; the aggregate
throughput of the three cells is measured for different channels of B (1 to 11). The first
results obtained with our model using a fixed rate of 11 Mbps correspond to Fig. 4.15 line
b; real measurements are depicted by line a. Once we include rate adaptation (line c),
it is clearly shown that our approach closely models the measured results, even though
the rate adaptation used in the model is slightly different from the algorithm actually
implemented in the wireless devices.

4.4 Conclusions

This chapter presents a review of the research devoted to providing estimations of the
capacity available in IEEE 802.11 WLANs. At first, the literature explored the limits of
a single transmission. This evolved with the addition of transmission errors. Later, new
models appeared that included the effects of collisions in multi-user scenarios. In spite of
its assumptions, Bianchi’s model is the most widely used model of this kind. This model
has been revised by many researchers in order to include the effects of errors and to avoid
some of the original assumptions. However, Bianchi’s model was limited to a single-cell
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Figure 4.15: Aggregate throughput for cells A, B and C for different channel configura-
tions in cell B

(single-channel) scenario. That is to say, it does not take into account the interaction
between neighboring cells and the undesired effects of inter-cell interference. Therefore,
new approaches were still needed to provide capacity estimations for large-scale WLAN
networks (ESS).

For these reasons, we developed the multi-cell WLAN capacity model published in [130]
as part of this thesis. We present a new method to obtain the maximum capacity of a
multicell IEEE 802.11 network, considering the effects of co-channel and adjacent channel
interference. An analysis of a simple method for the link adaptation is also included,
which helps to provide more realistic results. Despite the fact that the rate adaptation
algorithm presented is only valid for modeling purposes, its performance is shown to be
representative of real-life devices, which implement proprietary algorithms.

In spite of the simplicity of the proposed algorithm and the considered assumptions,
it has been demonstrated through simulations and real measurements that this algorithm
provides a reasonably accurate estimation of the saturation throughput. Therefore, our
model is a helpful tool for the qualitative evaluation of a multicell WLAN scenario. In
this regard, the next chapter presents a practical application of the model: a frequency
assignment scheme for IEEE 802.11 WLANs that uses the output of the capacity model
as the target parameter to be optimized.
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Chapter 5

Dynamic frequency assignments in
WLANs

As the number of WLAN users grows, the need to perform efficient radio resource man-
agement strategies becomes essential due to the fact that most popular technologies, those
based on IEEE 802.11 standards, use unlicensed frequency bands. A good channel as-
signment improves the network performance, producing benefits that are perceived by the
users and also by the network administrators.

After an in-depth review of the related literature, in this chapter we present the
approach developed during this thesis and published in [134,138]: a new frequency man-
agement scheme for IEEE 802.11 WLANs in the 2.4 GHz ISM band that minimizes
interference to increase the throughput available to client stations by adapting a weighted
Degree of Saturation (DSATUR) algorithm for graph coloring. The algorithm tries to
optimize the performance of the WLAN network by looking at the capacity estimations
presented in Chapter 4. Recall that these estimations depend on both the co-channel and
the adjacent channel interference, as studied in Chapter 3. In consequence, we make use
of all available channels instead of the traditional nonoverlapping three. In this way, col-
lisions as well as transmission errors are minimized, thus improving the network capacity
and the user experience. Different architectures are discussed for the implementation of
our approach, including the possibility to incorporate client stations into the management
system.

5.1 Related work

The increasing demand for wireless communication brings the need to use new technolo-
gies. There are currently two main approaches to enhancing wireless capacity. The most
common approach is to improve the radio interface. Technologies such as adaptive mod-
ulation coding, MIMO or OFDM are recent improvements that are able to increase the



100 CHAPTER 5. DYNAMIC FREQUENCY ASSIGNMENTS IN WLANS

bitrate, but the ceiling on spectral efficiency will make further improvements difficult if
not impossible. The only approach that can offer continuous improvement is the channel
reuse according to a cellular pattern. Using smaller cells increases capacity, but it also
makes radio resource management a more complex challenge.

In most of the literature, radio resource management in WLAN 802.11 networks is
studied as part of the design of multicellular infrastructure-based WLANs. A good de-
sign is achieved if two basic requirements are met: full coverage of the required area and
a capacity suitable for supporting the offered traffic is provided without service degrada-
tion as the number of users increases. Although there is an endless list of parameters to
consider, the requirements mentioned above can be met using an exhaustive selection of
AP locations and the proper set of channels and power levels. Many authors have con-
tributed to solving this problem by developing different algorithms [292]. Rodrigues [260]
and Hills [161] pioneered the application of these techniques to IEEE 802.11 WLANs.
Since then, most of the work has been based on a thorough knowledge of the scenario:
traffic demand in the different areas to cover, orography and obstacles, etc. An offline
calculation is then made to evaluate certain parameters and configure the APs before they
are deployed. In [197, 260] these optimization problems are described in terms of Integer
Linear Programming (ILP), but other heuristics can be found in the literature, since the
optimization problem is usually NP -hard. For example, in [199] authors try to minimize
the effective channel utilization (portion of time that an AP finds the channel busy) at
the bottleneck AP.

In a more realistic scenario, the possible interfering sources are unpredictable, and
the number of APs, client nodes and the traffic demand vary randomly. Thus, the ini-
tial settings should be adapted dynamically to fit the new environment. Therefore, the
frequency assignment problem requires a new mechanism capable of evolving according
to new conditions and supporting the various WLANs in a given area. Planning is an
effective solution for the deployment of a sole multicellular network: in [162] and [291] first
fixed AP locations are set and subsequently, frequency channels are assigned. In the real
world, however, network administrators know neither when nor where a new interfering
node is going to appear.

These premises make the implementation of centralized schemes difficult, as discussed
in [125]. Therefore, a distributed mechanism in which all nodes involved participate
may be preferable. For example, in [211], each AP chooses its working channel by itself,
minimizing the number of co-channel neighbors. Authors in [107] simplify this approach
to allow each AP to set a new channel asynchronously. In [224] APs uncoordinately
perform a “slow” frequency hopping in order to improve fairness among APs that will
hence share the time spent in “bad” channels. However, this frequency hopping entails
frequent reassignments and a consequent performance decrease. These kind of solutions
provide local optimums; if cooperation is enabled among the APs, better assignments are
obtained [259].

The algorithms for the Frequency Assignment Problem (FAP) can be classified accord-
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ing to their objective. When the purpose is to find a feasible solution that fits certain re-
strictions, we use the feasible frequency assignment problem (F-FAP) or maximum service
FAP (Max-FAP) variants. This is the method most widely used in 802.11 networks; assign-
ments that satisfy the 5-channel separation for adjacent cells are found [197,215,260]; [203]
provides a Max-FAP solution, maximizing performance by minimizing co-channel interfer-
ence. Optimizing the number of channels (MO-FAP: minimum order FAP) or the area of
the frequency spectrum used (MS-FAP: minimum span FAP) does not make sense, since
the entire ISM band is freely available. For these reasons, we argue that the most appro-
priate approach for the WLAN 802.11 distributed coordination function is the one that
minimizes interference between cells, thereby improving the performance of each cell. This
strategy has been used in [108], but this scheme is able to avoid interference by changing
the AP placement. Moreover, the model used captures very roughly the interference and
does not take into account the evident effect of utilization. The FAP formulation which
aims to minimize interference is known as minimum interference FAP (MI-FAP), and is
usually modeled using interference graphs G = (V,E). The interference graph G consists
of a set of vertices V , representing the WLAN cells in a region, interconnected by a set of
edges E. The existence of an edge between two vertices indicates that the two cells are
overlapping. There are various methods for solving these graphs [41, 42], many of which
are designed to find optimal solutions. However, they all involve a large computational
effort. The graph coloring heuristic methods stand out due to their simplicity and low
computational overhead [109,186]. Graph coloring tries to assign “colors” to the vertices
of a graph so that neighboring vertices (i.e. those connected by an edge) have different
“colors”. The DSATUR algorithm [77], which was also used in [215,259], provides a fast,
simple heuristic. It establishes the order in which vertices are colored and the colors
assigned. At each iteration, the vertex with the highest saturation degree (i.e. having
the largest number of colored neighbors) is selected to be colored. If two or more vertices
have the same saturation degree, the one with the highest ordinary degree (i.e. having
the largest number of neighbors) is selected; if the draw persists, then a random selection
is performed. Since the assignment may be computed on several different devices, all
of which must obtain the same result, all nondeterministic steps must be replaced; e.g.
in [215] ties are broken using the physical addresses. The color assigned to the selected
vertex is the lowest channel not being used on any of the vertex’s neighbors. The steps
are summarized as follows:

1. Arrange the vertices by decreasing order of degrees.

2. Color a vertex of maximal degree with color 1.

3. Choose a vertex with a maximal saturation degree. If there is an equality, choose
any vertex of maximal ordinary degree in the uncolored subgraph.

4. Color the chosen vertex with the least possible (lowest numbered) color.

5. If all the vertices are colored, stop. Otherwise, return to 3.
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When there is a high density of nodes and edges (e.g. when the graph contains a clique
of 4, as in Fig. 4.9, and we have just 3 colors), this algorithm is not useful since it tries
to solve a problem that has no feasible solution. That is to say, like F-FAP, it is limited
by the use of just three colors (i.e. three non-interfering channels) in 802.11b/g networks.
To overcome this limitation, authors in [103] and [76] allow the use of “forbidden” colors
by evaluating a certain cost. In [222], for example, the cost is limited to the number of
clients in conflict (i.e. affected by interference from neighboring cells), but the degree
of the interference is not evaluated. The idea of adding costs led us to the conclusion
that partially overlapping channels could be used in IEEE 802.11 WLANs [134], once the
effects of interference are studied. Later, in [258] authors also allowed partially overlapping
channels by simply applying a straightforward table-based mapping. Even though in [179]
the authors assume nonoverlapping channels, their formulation can be extended to the case
of overlapping channels by taking into account the received power between interfering pairs
of APs. Similarly, in the recent [112], use of overlapping frequencies is penalized depending
on the channel distance and the distance between AP pairs (not taking into account
utilization or transmitted power). In [46], a so-called overlapping channel interference
factor is used to minimize inter-AP interference. However, according to their model,
channel utilization has no impact on the interference computation, and adjacent channel
interference is always preferable to co-channel interference.
In conclusion, a more accurate interference characterization was still needed to support
the idea of using overlapping channels. In this regard, results in [129, 225] provided the
key to open the whole ISM band for IEEE WLANs (see Section 3.3 for full details).

5.2 Proposed approach

As mentioned before, the main contribution of our approach lies in the fact that we
make use of all the available spectrum, including partially overlapping channels. We first
introduced this idea in [134] and later it was further developed and extended in [138].

Besides the interference-aware concept, we must provide a solution for a distributed
and cooperative environment (i.e. each AP is capable of choosing the appropriate chan-
nel in cooperation with other nodes), and a centralized solution for the operator-centric
approach of [243,244]. In both cases, assignments must be dynamically provided in order
to fit the frequency configuration into the varying nature of the radio environment. For
these reasons, the proposed algorithm must be fast in providing new assignments and
hence there is an inherent trade-off between the goodness of the channel set (the optimal
solution may be expensive in terms of time and/or resources) and the level of adaptation
to the rapidly changing environment.
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5.2.1 Partially overlapping channels

Partially overlapped channels are a useful resort when the number of non-overlapping
channels available is small. Thus, its applicability is mainly focused on the 2.4 GHz band,
for both 802.11b’s DSSS and 802.11g’s OFDM; recall that although not all the channels
defined in the 5 GHz band are non-overlapping, the number of non-overlapping channels
in this band is large in contrast to that of the 2.4 GHz band (near 20 for 5 GHz and 3 or
4 for 2.4 GHz, depending on the regulatory domain).

A simple experiment can be carried out to illustrate why the use of partially overlapped
channels could have a positive effect. The scenario consists of two totally overlapping
WLAN cells, each composed of one 11b AP and one client station. Cell A reaches the
saturation state (i.e. there is always a frame ready to be sent in the transmission buffer).
Cell B’s offered throughput is increased from 0 to saturation. Figure 5.1(a) shows the
carried throughput in A, measured at the application layer for different channel settings:
while A remains in channel 1, B moves from 1 to 6. In Figure 5.1(b), the same experi-
ment is repeated after moving one of the cells 10 m away to an adjacent room. It is clear
that co-channel interference can be worse than adjacent-channel interference, depending
on the cell utilization and on the interfering signal level. For example, in the case that
4 or 5 channel separation is not possible due to a high density of WLANs, in the first
scenario (Figure 5.1(a)), a network administrator would choose the same channel for both
cells before setting partially overlapping channels. However, in the second scenario (Fig-
ure 5.1(b)) the received co-channel interference is still above Pth (−76 < Pth < −80 dBm),
while a reduction of the interfering signal has led to an improved BER performance for
adjacent-channel interference, to the point that a channel distance of 3 would be the
best choice herein. For the same reason a channel distance of 1 (c = 1) performs better
than c = 2 in the first scenario, but c = 2 outperforms c = 1 in the second. Thus, it is
sometimes preferable to use partially overlapping channels.

Given that the power of a signal received at a distance of d can be computed as
Prx[dB] = G(c) + Ptx− k 10 log10(d), where Ptx is the transmitted power, k a factor that
depends on the environment (k = 2 for open space), and G(c) a factor that captures the
effect of different gain/loss elements (including tx/rx filters and antennas), isolating d:

d(c) = 10
G(c)+Ptx−Prx

10k (5.1)

we obtain dth when Prx = Pth, i.e. dth, which is also known as the carrier sense
range, is the minimum distance between two nodes required to prevent the carrier sense
mechanism from reporting a channel occupied when the other station is transmitting.
Note that d(c) decreases with c, which means that the minimum distance required to
avoid interference between two transmitters (due to CSMA/CA), is reduced by increasing
the channel distance (dth(0) > dth(1) > . . . > dth(c)). Again we can say that it can
be preferable to use partially overlapped channels before a channel that is already in
use. Let us describe a new scenario to depict these statements. The scenario in Fig. 5.2
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(a) both cells in the same room (b) cells in adjacent rooms

Figure 5.1: Measured throughput in A with interference from different (partially overlap-
ping) channels

contains four .11b tx/rx pairs. All transmitters are within carrier sense range of each
other (dxy < dth(0)). Receivers are only within range of their corresponding transmitter.
Hence, the best channel assignment for this scenario (with max(dxy) < dth(0)) will be that
using channels 1, 5, 9 and 13. Observe that in this case, the use of partially overlapped
channels avoids the exposed node problem (more on the exposed node problem in 3.3.5).

5.2.2 Algorithm

The two main requirements for our channel allocation algorithm are fast adaptation to
changes and a low degree of complexity, thus allowing the algorithm to be run in low-
featured devices (e.g. the AP itself). Therefore, our algorithm must work in a timely
manner at a low computational cost. Moreover, the algorithm must be able to maximize
the network capacity by making use of all the available channels. For these reasons we
adapt the DSATUR with costs to fit the particularities of IEEE WLANs. This algorithm
does not always provide the optimal solution, but it is fast and requires few resources.
However, as mentioned above, if we use overlapping channels in interfering cells, per-
formance degradation occurs. We therefore made some modifications to the algorithm
in order to reflect the effects of interference. In our approach, the cost is based on the
capacity estimations presented in Section 4.3.

The saturation degree retains its definition from the original DSATUR: number of
colored neighbors. The concept of ordinary degree is modified: the new ordinary degree
evaluates the interference of a node seen from its neighbors, including its utilization, as
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Figure 5.2: Avoiding exposed node problem in 2.4 GHz WLAN

explained in Section 3.3.4. In the simplest case study, let us assume that each vertex of
the graph corresponds to an AP, that is, V represents the set of APs; an edge between
two vertices denotes that the two APs are within reach of each other. To compute an
interference-based cost, we then use a matrix C whose elements c[i][j] are defined as
follows:

1. c[i][j] ∀i, j ∈ V represent an average of the signal level received in AP j from the
cell of AP i.

2. c[i][j] = 0 means that in graph G = (V,E), the edge (i, j) /∈ E.

3. c[i][i] = 0 ∀i ∈ V .

The sum of the elements of the ith row of C gives the total interference caused by node
i and is used in our algorithm as the ordinary degree. The interference level received by a
node could also be used likewise, obtaining similar results. Also note that all uncontrolled
APs in the graph (not participating in the process) must be considered as colored nodes
from the beginning. The idea is represented in algorithm 1.

First of all, the nodes are arranged by decreasing order of degree; the degree of a node
is decided by two criteria: 1. saturation degree and 2. new ordinary degree. Then all
APs in V are colored in order. We define f(v) as the channel assigned to the AP v. The
function bestChannel() assigns a channel to v such that the capacity of the colored cells
is maximized. In this way, we do not define any “blocked colors” and so there is always
a feasible solution, in contrast to other versions of DSATUR. Capacity estimations are
based on a simplification of equation 4.17. The function bestChannel() can be written
as:

bestChannel(v,G) = argmaxf∈F
∑

i∈V :f(i) �=0

Si (5.2)
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Algorithm 1 channel assignment for IEEE 802.11 WLANs

Require: (G,C, F )
Ensure: f(v) �= 0∀v ∈ V
while !(f(v) �= 0∀v ∈ V ) do
select v with f(v) = 0 and MAX Sat. degree
if there is a tie then
select v with f(v) = 0 and MAX Ord. degree

end if
f(v) = bestChannel(v,G)
update Sat. degree ∀v ∈ V

end while

where F is the set of available channels and Si is obtained from eq. 4.17, but only
taking APs and their cross-interference into account in this case. Here, the values uj are
known in advance, so the specific heuristic explained in Section 4.3.2 need not be applied.
Note that the sum of Si does not actually represent network capacity unless all nodes are
driven to saturation.
It turns out that the choice of the first channel assigned has considerable impact on the
quality of the assignment. Since no generally good rule could be identified as to which
channel should be assigned first, the algorithm is actually run |F | times, each time starting
with a different channel, and finally the best assignment is chosen.

5.2.2.1 Client-driven enhancement

Two distant APs (out of decodable range of each other) can belong to interfering cells if
there is a client station within transmission range of both APs. In an AP-only approach,
the graph will not reflect the actual interference. However, it should be recalled that the
original cost function obtained with equation 4.17 also includes interference as seen by
clients. The forthcoming IEEE 802.11k amendment will allow APs to request from their
clients a list of in-range APs and other radio measurements that better describe the actual
interference. Moreover, the optimization metric will be more accurate once we include
the information provided by the clients. The next section presents more details on this
issue.

5.2.3 Implementation issues

As mentioned above, the channel allocation mechanism is implemented in two ways: cen-
tralized and distributed. Due to the great diversity of WLAN networks that may coexist
in a given area, it may be difficult to coordinate all nodes in order to obtain optimal
frequency assignments [45]. This makes centralized management solutions difficult to im-
plement (cf. [125]). A distributed system of some sort would therefore be appropriate, but
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this would require additional intelligence for the participating devices. This requirement
is supported by current technology trends, which are expected to keep producing devices
with improved features, i.e. new APs will have faster CPUs, greater storage/memory ca-
pacity, etc. Nevertheless, it must be remembered that current off-the-shelf APs still have
limited features. Therefore, we take several steps to reduce the complexity of our algo-
rithms so that the computational cost will be affordable enough for execution in commer-
cial APs. For example, although capacity estimations are accurate enough for our needs,
some errors are introduced due to the assumptions made in the model. Consequently,
there is no need to fully implement the complexity introduced by Bianchi’s formulation
in the function Sth() (see Section 4.3.2). In fact, Sth() returns tabulated values from a
matrix whose coordinates represent the average PER and the number of contenders. As a
result, the computational cost is reduced without further affecting accuracy. This makes
the algorithm run faster, which allows several executions for a given scenario, introducing
and evaluating small variations in the solution set. Thus, the algorithm is able to produce
better assignments. These variations are deterministic in a distributed implementation
and random in a centralized architecture, as with simulated annealing optimizations.

In contrast, centralized management systems rely on a central entity capable of running
complicated processes without hindering the normal operation of the managed devices.
Centralized solutions simplify many issues that are still immature in the distributed so-
lutions (e.g. security, communication among members, etc.). The next subsections will
focus on the implementation of the distributed and centralized mechanism. We then dis-
cuss various client-driven techniques that are valid for both centralized and distributed
management.

Either way, the central manager (in a centralized scheme), or the APs (in a distributed
solution) need to build the interference graph in order to run the algorithm. In both cases,
whoever is in charge of performing the channel assignment must be able to write out a
text representation of the interference graph. This graph will be read and interpreted by
the piece of software implementing the allocation algorithm. The text representation for
interference graphs used in our implementation is an extension of the Discrete Mathemat-
ics and Theoretical Computer Science (DIMACS) format1. Figure 5.3 shows an example
of graph and its text representation. The line beginning with n specifies the number of
nodes in the graph, u the utilization of each AP (in %), f the initial channel with which
each AP is configured. The e lines describe the edges of the graph: e 0 1−60−65 denotes
that there is interference between node 0 and 1 ; 1 receives 0 ’s beacons at -60 dBm, and 0
receives -65 dBm from 1. A utilization or interference level is zero when it is not known.

The information required to build the graph is shared among the APs or sent to a
central entity by means of some sort of signaling mechanism. This issue is discussed in
the following sub-sections and detailed in Chapter 7.

1http://dimacs.rutgers.edu
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Figure 5.3: Text representation of an interference graph

5.2.3.1 Distributed architecture

In order to run the simplified version of the capacity estimation algorithm explained above,
an interference graph must be built in all APs. To do so, all APs must send information
to all other members, including their own utilization and the signal power they receive
from neighboring cells (without any filter).
The problem of adding signaling capacity to a group of elements that cooperate to utilize
a shared resource better was studied in [127] and is discussed in Section 7.3.2. We argue
that, although most WLAN networks are infrastructure-based (use of APs), from an
inter-network point of view, their behavior could be compared to that of ad hoc networks.
Following this idea, our scenario consists of a varying number of APs that can appear and
disappear unpredictably in a region. Although its immediate application is limited by the
boundaries of a single administrative domain, cooperation among independent domains
ruled by different owners is also desirable when they share resources, as with the unlicensed
ISM frequency bands used in IEEE 802.11 WLANs. In these cases, cooperation allows
better resource utilization than greedy behavior by the competing domains. However,
inter-domain cooperative resource management is difficult to establish due to the potential
for malpractice and other security issues.

In [133], we implemented the simplest solution: all APs are connected to a common
wired broadcast domain, but if the infrastructure is expensive to use or there is no common
infrastructure at all, this solution is not suitable. The possible lack of a common wired
distribution system makes us “think wireless”, so we propose using APs with more than
one wireless interface: one is devoted to keep working as an AP, and the others can be
used to join a wireless mesh network for inter-AP communication. It is a good idea to
use a different technology/frequency band for the extra interfaces in order to avoid new
interference (e.g. IEEE 802.11g for AP service and 802.11a for signaling). In addition
to signaling, inter-AP communication could also be used to build a wireless backbone, as
proposed in [299], which would allow the additional cost introduced by the extra interface
to be redeemed.
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Moreover, the lack of wires makes it easier to rapidly satisfy communication needs in
temporary locations such as emergency sites, sporting events, etc.

To allow new custom software to be developed and tested in commercial APs, these
devices should incorporate an open-source development environment. The main problems
found during implementation were due to differences between driver developers, which are
often inevitable due to differences between manufacturers in the way the physical layer is
accessed. For example, signal levels provided by different firmwares are usually represented
in different scales with non-standard units. This makes interference calculation difficult
and causes erroneous results. In addition, not all models can perform frequency scans
when acting as an AP or even report any type of signal measurement. Chapter 7 provides
more arguments and expands this discussion.

5.2.3.2 Centralized architecture

The dynamic channel assignment strategy detailed in this chapter was included in the
project UMTS-Assisted Mesh Network (UAMN) [243, 244] (see Section 7.2.3). This ap-
proach consists of a centralized architecture, where all APs are used to provide Internet
access to Wi-Fi clients following the traditional infrastructure-based mode. However, APs
are inter-connected through a wireless mesh network, which is in turn connected to a cel-
lular operator through a UMTS or GPRS interface. On the operator side there is a server
devoted to centralizing different management services, including frequency assignments.

In this centralized architecture, the required signaling is limited to the reports sent
from the APs to the central unit. These reports are contained in UDP datagrams that
are sent either periodically or triggered by changes in the interference graph. As in the
previous section, the required information that is sent by the APs to the central unit
include the current utilization of the cell, the list of APs in range and the received signal
power.

If the central unit detects that a channel switch could improve the capacity of the
network by a preset threshold, it sends the new channel assignment to each AP.

5.2.3.3 Client-driven

Next-generation networks are distributing core functionalities towards the boundaries of
the operator. Like the authors of [223], we argue that terminals may hold the key to
improving resource management. In our case, interaction with client devices is justified
by the need to build a complete interference graph. Ideally, client devices should send
information, including the interference received from both neighboring clients and APs
within range, to the management system. Recall that IEEE 802.11k-enabled devices will
be able to send these interference reports to their APs. With this information, we can
use the original formulation instead of the simplified version used previously. The work
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in [243, 244] proposed an alternative to 802.11k, which was under development at that
time: UMTS-Wi-Fi hybrid terminals could use the UMTS interface to exchange signaling
with a central unit in order to assist in various key management functions.

Client-network cooperation is also required to smooth AP channel switching. We
noticed that a sudden channel change can be traumatic for active clients (c.f. [64]). After
the AP performs a channel change, active clients do not receive layer 2 ACKs, so they
use up their maximum number of trials and activate the RTS/CTS mechanism, assuming
there is a hidden node problem. If no answer is received, the clients start an active
scan until the AP is reached. The transmissions are then resumed without repeating the
association and authentication process. The total duration of connectivity loss is between
200 and 450 ms, depending on the card manufacturer, the traffic load, and the channel
distance. IEEE 802.11h amendment establishes new mechanisms that an AP can use to
announce a channel switch to all of its clients before it is actually performed (more details
in Section 7.1.1). This synchronization will prevent harmful connectivity losses.

5.2.4 Evaluation

The RRM strategy detailed in this chapter logically improves the network performance,
since it effectively reduces the harmful effects of interference. As detailed in the following
sections, the improvement becomes more evident as the number of active users and their
load increase.

First, we evaluate the losses of the chosen heuristic, comparing the output of our
algorithm against the optimal solution. The results support our decision to sacrifice the
optimal solution, obtained at a high cost, by a “good” solution that is rapidly obtained
at a lower cost.
Next, the improvements provided by our approach are quantified by means of simulations
and measurements in a small testbed.

5.2.4.1 Algorithm performance

First of all, in order to evaluate the goodness of the algorithm, a C program was made to
generate random graphs. By solving a large number of these graphs, we verify that if a
feasible solution is obtained with original DSATUR (i.e. up to three channels are needed
to avoid interferences), it will also be obtained using our modification with exactly the
same cost. When DSATUR cannot provide a feasible solution (e.g. the graph is not
3-colorable), the use of all possible channels always results in a less interfered system. As
argued in Sections 3.3.4 and 5.2.1 and shown in the following paragraphs, this effectively
translates into an improved capacity.

In addition, the assignments provided by the proposed algorithm are compared with
the optimal solution (obtained using a branch-and-cut method) in order to measure its
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effectiveness and efficiency. Paper [45] uses statistics gathered in different US cities to
provide useful hints for building WLAN interference graphs. Those statistics present
extreme values, e.g. graphs with more than 8000 nodes, and nodes with a degree higher
than 80 (i.e. an AP with more than 80 neighbors). However, the graphs are not connected,
and even though the maximum connected component can have a size of hundreds of APs,
the average connected graph has 10 to 16 APs. Moreover, more than half of the nodes
have only two neighbors or less, which gives a low graph density. The graph density,
represented by D (0 ≤ D ≤ 1), is defined in eq. 5.3 as the number of edges in the graph
under study (|E|) divided by the number of edges in a complete graph with |V | vertices.
A density D = 1 means that the graph is a complete graph where every pair of distinct
nodes is connected by an edge.

D =
2 · |E|

|V | · (|V | − 1)
(5.3)

Therefore, to represent real-life dense scenarios, we build random connected graphs
with 10 ≤ |V | ≤ 30 and 3/(|V | − 1) ≤ D ≤ 8/(|V | − 1), so that the APs have 3 to 8
neighbors on average. The results show that our algorithm obtains the optimal solution
in almost 40% of the tests (see Fig. 5.4); in 90% of the tests the error is below 10%. Here
the error is defined as follows: if a is the capacity estimation obtained with the optimal
set and b is the metric obtained with our algorithm, the error is (a − b)/a. Logically,
a ≥ b. An error of 0 means that the algorithm provided the optimal solution.

On the other hand, our algorithm is able to provide a solution set in 1 - 3 s running on
a commercial AP2 while the optimal set takes from 1-2 minutes for small graphs, to more
than 10 hours for graphs with 20 or more nodes, when the branch-and-cut algorithm runs
on a server station3.

5.2.4.2 Practical measurements

The improvements obtained using a channel assignment strategy aimed at increasing the
available capacity per station was previously proved in [133, 134] by means of practical
measurements and implementing an early version of our mechanism: in a small testbed
with 4 APs we obtain from 10 to 16% of increased capacity.

Measurements taken in the first testbed are devoted to showing the significance of
cell utilization, as against frequency management schemes that only take received signal
strength into account. The configuration of the testbed, represented in Figure 5.5(a),
is the simplest topology where interferences cannot be avoided: a clique of four nodes.
It is not solvable with F-FAP and three colors (i.e. three non-overlapping channels).
The testbed consists of four APs and one client associated to each AP. Coverage areas

2CPU MIPS 400 MHz, RAM 64 MB
32xCPU Intel Xeon DC 2.4 GHz, RAM 2 GB



112 CHAPTER 5. DYNAMIC FREQUENCY ASSIGNMENTS IN WLANS

Figure 5.4: Cumulative distribution of the error of the proposed algorithm, against the
optimal solution

(a) 1st frequency assignment testbed (b) 2nd frequency assignment testbed

Figure 5.5: Interference graphs for practical measurements

of the eight nodes are overlapped, i.e. every node “sees” all the others. The results
and configurations of the tested scenarios are summarized in Table 5.1. In the initial
situation, one of the APs transmits at a high power level and generates low traffic, while
the rest of the APs radiate low power but are affected by a high traffic load. If only
received power levels are taken into account, the best assignment would minimize the
interference caused by AP1 (1st assignment). Considering not only power levels, but also
traffic load, the assignment provided by our algorithm improves the global throughput
(2nd assignment). Then, the behavior of the nodes is altered in the following way: AP1’s
transmitted power is reduced and its traffic is increased; the rest of nodes lower their
traffic but their transmitted power remains unchanged. The previous assignment may
not be the best in the new situation (1st assignment of scenario 2), so a new assignment
is computed, by which a better performance is achieved (2nd assignment scenario 2).

A second set of measurements demonstrates the advantages of dynamically tunning
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Scenario 1 1st assignment 2nd assignment

AP Mbps Power Node Chanel Carried traffic AP Chanel Carried traffic

1 0.1 High 1 1

10.18 Mbps

1 1

11.79 Mbps
2 4.0 Middle 2 6 2 1

3 4.0 Middle 3 11 3 11

4 4.0 Middle 4 6 4 6

Scenario 2 1st assignment 2nd assignment

AP Mbps Power Node Chanel Carried traffic AP Chanel Carried traffic

1 4.0 Low 1 1

7.66 Mbps

1 1

8.46 Mbps
2 2.5 Middle 2 1 2 6

3 2.5 Middle 3 11 3 11

4 2.5 Middle 4 6 4 6

Table 5.1: Configuration and results of 1st frequency assignment testbed

channel frequencies in a scenario where not all the APs participate in the frequency man-
agement. The testbed consists of three IEEE 802.11b APs implementing our frequency
management scheme following a distributed architecture (c.f. [133]). Two of them are
commercial devices (Linksys WRT54G, see section 1.2), whereas the other AP is built
with a Pentium II 350MHz PC with a WLAN NIC based on Prism 2.5 chipset allowing
master mode under Linux. A fourth distant AP completes the scenario. This fourth AP
emulates an AP which is not under our control. The graph representation of the testbed
is shown in Figure 5.5(b). AP1 and AP3 are commercial devices, AP2 the PC and AP4
the “uncontrolled” AP.

Initially, only AP4 is up and operates on channel 11, following a randomly variable
traffic pattern. Then AP1 is turned on. It does not detect any interfering AP and decides
to work on channel 1. Then, a client is associated and starts to generate traffic causing
the utilization of AP1 to increase up to 75%4. AP2 initiates and after detecting AP1, it
decides to use channel 6. A client is then associated to AP2 causing a 75% utilization.
Next, AP3 is started; it detects 3 APs using the three non-overlapping channels. It decides
to set channel 11, since it receives less interference from AP4. A client is connected to AP3
and the total throughput is measured. Throughput of cell 4 is “not known” to us, and
hence not used in our calculation. Results and configuration are summarized in Table 5.2.
After these measurements, obtained following a distributed but non-cooperative frequency
selection, AP1, AP2 and AP3 collect the required information to build the complete graph
and run the algorithm. After the new assignment, throughput is increased (see Table 5.2).

475% utilization is equivalent to 4.3 Mbps of UDP CBR traffic
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Scenario 1 1st assignment 2nd assignment

AP Mbps Power Node Chanel Carried traffic AP Chanel Carried traffic

1 4.30 Middle 1 1 4.30 Mbps 1 1 4.30 Mbps

2 4.30 Middle 2 6 4.05 Mbps 2 11 4.13 Mbps

3 4.30 Middle 3 11 3.52 Mbps 3 6 3.98 Mbps

4 ? Low 4 11 ? Mbps 4 11 ? Mbps

Table 5.2: Configuration and results of 2nd frequency assignment testbed

5.2.4.3 Simulations

Here we present a more complete study in which the benefits of our approach are evaluated
through a vast number of independent simulations, providing small confidence intervals,
which are therefore not shown in the figures. The simulator used, SIPTE11, implements
all the details specified in the IEEE 802.11 standard, including the effect of interference
in a multicellular environment, as detailed in Section 3.4.2.
The simulated scenario consisted of a 250x250 m2 area where 20 APs and a varying
number of randomly placed client stations. Using a semi-open urban propagation model
(see Section 3.1), with all stations (APs and STAs) transmitting 15 dBm with omni-
directional antennas, the transmission range varies from 25 to 30 m due to the randomness
introduced by the propagation model. Thirteen channels were made available, only 3 of
which were non-overlapping. The load offered by each station was also set at random.

In the first set of simulations, we set the ratio of saturated stations (always having
1500 byte frames in the transmission queue) to 10%. In this case, all four solutions
tested (random allocations, the proposed algorithm, 3-coloring and 4-coloring scheme)
were able to carry the offered traffic. However, the harmful effects of interference became
more noticeable as the number of active users increased (see Fig. 5.6). The proposed
solution minimized both adjacent channel interference (thus improving PER) and co-
channel interference (reducing collision probability). With random allocations, the PER
was very high, but on the other hand, collision probability was better than with 3- or
4-coloring because the number of cells using the same channel was low.

If all stations try to obtain the maximum possible throughput (100% saturation), a
frequency management strategy aimed at reducing interference increases carried traffic
by about 18%, as shown in Fig. 5.7; i.e. a higher cost means a higher capacity (cf.
Section 4.3). Note that even a random allocation improves the network performance
obtained with the traditional 3-coloring.

With low loads, the presence of radio resource management is not noticeable; hence,
network performance is the same for all channel allocation strategies. As the network
load increases, the need for good radio resource management becomes critical. In these
scenarios, the performance of our proposal stands out. Although our channel assignment
mechanism supports the coordination of APs from different domains (cf. [127]), in the



CHAPTER 5. DYNAMIC FREQUENCY ASSIGNMENTS IN WLANS 115

(a) PER vs Number of active users (b) Collision probability vs number of active users

Figure 5.6: Co-channel and adjacent channel interference mitigation (10% sat.)

real world, the presence of interfering cells from outside of the managed set of APs is
inevitable. From the managed network’s point of view, these sources are treated as a
fixed-channel node in the interference graph. Logically, performance improves as the
number of managed APs increases, but as shown in Fig. 5.8, under low load conditions
(low ratio of saturated users, e.g. “10% SAT”), controlling 40-50% of the APs is enough
to optimize network performance. With higher loads, at least 70% of the APs should
participate in frequency management.

Finally, client-driven enhancements are verified in the last set of simulations. Fig-
ure 5.9 shows the carried traffic with different a number of saturated stations (10, 50 and
100%), using both the basic (AP-based) and client-driven algorithms. These improve-
ments, which reach a maximum of 6%, are most visible when the network load is high.

5.3 Conclusions

In this chapter, we have introduced a new mechanism that solves the frequency assign-
ment problem in IEEE 802.11 WLANs. We use all available channels, rather than just
the traditional non-overlapping three, in order to effectively reduce both co-channel and
adjacent channel interference.

We justify the use of the entire available spectrum, including partially overlapping
channels, by studying the effects of adjacent channel interference through practical mea-
surements in a small testbed. Based on the capacity estimations derived in the previous
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Figure 5.7: Carried traffic in saturation conditions

chapter (section 4.3), we build a cost function that can accurately evaluate different
channel assignments. Recall that these estimations take into account the effects of co-
channel and adjacent-channel interference adequately for a multi-cell WLAN scenario.
We demonstrate that optimizing our cost function effectively reduces both types of inter-
ference, which logically increases the capacity of the whole network. This improvement
becomes more noticeable as the load is intensified.

The benefits of good frequency management can be further amplified by integrating the
role of client devices into the system thanks to the valuable information they can provide to
build a complete interference graph. Both approaches-basic (AP-based) and client-driven
enhancement-can be implemented following either centralized or distributed paradigms.
In fact, all possible architectures have been implemented as proof of concept [134,244].
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Figure 5.8: Carried traffic with varying number of managed APs and saturation levels

Figure 5.9: Client-driven enhancements on carried throughput
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Chapter 6

Load Balancing in WLANs

Various studies have shown that WLAN user service demands are highly dynamic and vary
for each type of network, although certain long-term patterns can be identified [56, 57].
These studies conclude that users tend to be concentrated both temporally and spatially,
creating highly congested areas known as Hot Spots. For example, the volume of wireless
Internet access in a convention center increases during coffee-breaks at the APs located
close to the area where the coffee-break takes place. Therefore, the load is unevenly
distributed across a small number of APs in the WLAN. Moreover, although mobility is
increasing as users get into the habit of using wireless access, the mobility pattern can
still be considered quasi-static [158] in the sense that users tend to remain in the same
location for long periods.

This situation is compounded by the fact that the associations are determined by
the client devices on the basis of signal level measurements, which means that users are
generally associated with the closest AP. In other words, although a Hot Spot is served
by several APs, most of the users will be connected through the AP that provides the
strongest signal. Note that the maximum traffic carried by an IEEE 802.11 AP is limited
and that this limit decreases as the number of active users increases due to the higher
collision probability.

Following these considerations, we argue that by implementing different load balancing
policies it will be possible to improve network efficiency and increase network ability to
satisfy QoS requirements. First of all, it is essential that we define the concept of load.
The next section provides an in-depth study of load metrics, concluding with the selection
of the most complete definition: the Available Admission Capacity (AAC). This concept,
published in [126,131], captures the effects of increasing the number of active users, varying
the offered traffic and the channel quality. Furthermore, the AAC can be measured in real-
time on actual commercial devices, as detailed below. Once the load is determined, two
different load balancing techniques are proposed. First a client-driven approach published
in [128], and in a second approach, load balancing is achieved by means of cell breathing
techniques as detailed in [137].
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6.1 Load Metrics

Load balancing in overlapping areas has traditionally been used in circuit-switched cellular
networks. Since each user in these types of networks represents an identical utilization of
available resources, load balancing could be applied by using call level information, i.e. a
load balancing scheme will try to balance the number of active calls between neighboring
base stations (BS).

Nevertheless, call level information is not sufficient for modeling the actual load car-
ried by a BS in current wireless packet networks, given that users may have different
traffic profiles. This assertion is valid for IEEE 802.11 WLANs and is corroborated by
different empirical studies [56, 57, 158], which state that a new metric based on packet
level information is required.

6.1.1 Number of active users

As shown in Fig. 4.5, the number of active users still provides valuable information in
networks that use CSMA-based access: more collisions occur as the number of active users
increases, which leads to decreased performance. In [122, 124], the number of associated
STAs is announced by the AP. The number of competing stations, n, can be calculated
from any station by using the formulation given in [71]:

n = 1 +
log(1− p)

log(1− τ)
(6.1)

where p is the probability that a packet collides and τ the probability that a STA
transmits a packet in a randomly chosen slot time. Both parameters were previously
defined in section 4.2. Each STA is able to derive this value if p (which is the same for all
members of the same cell) is known. Recall that τ can be obtained as a function of p (see
eq. 4.8). However, this parameter can only be used to estimate the saturation throughput
of a cell and does not provide information about the actual load.

6.1.2 Packet loss

Different load metrics based on packet level information have been proposed. The authors
of [105] used the number of retransmission attempts needed to successfully transmit a
single packet, which can be derived if all hidden STAs are known. The same concept, but
following a different formulation, was also used in [72] to derive the Gross Load (GL).
The PER of any STA i may be known to the AP from the SNR (see section 3.2). Then
the probability that STA i transmits a frame after j unsuccessful attempts is given by:

P succ
i (j) = (1− PERi)PERj

i (6.2)
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Figure 6.1: Gross Load (GL) vs. number of saturated users

According to these authors, the load contributed by STA i, gi represents the number
of slots needed for a successful transmission from i. Finally, the total load GL is the sum
of all individual loads:

gi = 1 +
PERi

1− PERi

(6.3)

GL =
n∑

i=1

gi = n+
n∑

i=1

PERi

1− PERi

(6.4)

Figure 6.1 shows the evolution of the GL as the number of saturated users is increased.
Transmission errors are not considered and thus PERi = p ∀i ∈ N . Reference [72] also
suggests using the packet loss (PL) estimation as a new load metric. More precisely,
they evaluate the cost, in terms of packet loss, of adding a new STA. Even though its
computation is not trivial, it can be obtained from GL. In this way we can simplify the
formulation assuming that all STAs have the same PER (PEReq = 1 − N/GL). The
average PL in a cell with M available slots and n STAs (M = n+ k) is:

PL(N, k) =
1

n

n∑
i=1

i(1− PEReq)
n−iPERi

eq

(
n+ k
n− i

)
(6.5)

In [123], besides the number of associated STAs, the authors include the effect of
packet loss in client-driven association decisions. STAs infer the value of PER from
RSSI local measurements following the empirical equation 6.6 (δ denotes the effect of
channel distance and received power from interference source). Then the load of an AP
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is (1− PER)/n.

PER = 20000

(
7RSSI δ

8
+ 94

)−3.8531
(6.6)

6.1.3 Carried traffic

Traffic (in bytes/s) was used as a load metric in [55] and [48], where the absolute load
is computed as the measured carried throughput divided by the saturation throughput;
in [55], if this value exceeds a given threshold, the cell is considered to be overloaded.
In [48], ILP is used to minimize the congestion of the most congested AP. In [280] and [167],
the authors use relative load values by means of Jain’s fairness index [168]. An AP is
overloaded or underutilized depending on its neighbors’ carried traffic. However, fairness
in CSMA access entails the so-called “performance anomaly” [160] in the presence of
multi-rate stations. We should bear in mind that the IEEE 802.11 standards define
several modulations with different physical bit rates (e.g. 1, 2, 5.5 and 11 Mbps for
802.11b); in this case an AP could be congested when carrying traffic of 1 Mbps if there
are associated stations transmitting at the slowest bit rate. On the other hand, the same
AP could also be considered under-utilized with a load of 3 Mbps if all of its clients use
faster modulations. Therefore, carried traffic is not a valid representation of the load on
an AP in a multi-rate scenario.

Instead, in [281] authors propose the Multi-rate Performance Index, with which trans-
missions at different bitrates are taken into account. In [60] the measure of busy time is
proposed as the representative load metric (see next section). More precisely, the network
congestion level is estimated by using channel occupation time and by monitoring the
occupation of the AP’s buffer queue. Note that the AP queue size does not represent the
overall network congestion level in the case of asymmetric traffic load since it does not
depend on the uplink traffic, which also contributes to the resource saturation. However,
downlink traffic generally overrides uplink traffic in many Internet applications.

The concept of fairness is also used in [190] as part of their strategy to balance load in
an IEEE 802.11 WLAN. In this case, the authors seek a fair share of available bandwidth
instead of a balanced load among APs. They try to optimize the function Ω(A) that
depends logarithmically on the throughput of the n STAs:

Ω(A) =
m∑
i=1

ln (θi(A)) (6.7)

where θi(A) represents the saturation throughput for STA i in the solution set A.

6.1.4 Load information in IEEE 802.11 standards

The IEEE 802.11k group (Radio Resource Measurement) recently released a new amend-
ment intended to improve the provision of data from the physical and medium access
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layers by defining a series of measurement requests and reports that can be used in the
upper layers to carry different radio resource management mechanisms. There is more
information regarding the IEEE 802.11k in section 7.1.2.
The current IEEE 802.11 standard [24] and the new 11k define a set of load metrics that
are either broadcast by APs or measured directly by client stations:

Channel Load Report : any station accepting a Channel Load Request shall respond
with a Channel Load Report that is defined as the proportion of the time during which
either the physical carrier sense, the virtual carrier sense (Network Allocation Vector or
NAV) or both indicate that the channel is busy. This measurement is similar, although
not identical, to the CCA report added by the IEEE 802.11h.

Beacon Frames : these management frames are extended with three new elements that
provide information about the load of an AP.

• BSS Average Access Delay : average medium access delay (MAD) for any transmit-
ted frame measured from the time the frame is ready for transmission (i.e., begins
CSMA/CA access) until the actual frame transmission start time.

• BSS AC Access Delay : in QAPs (QoS enabled APs), average medium access delay
for each of the indicated Access Categories defined by the IEEE 802.11e (Best Effort,
Background, Video and Audio).

• BSS Load : contains information on the current STA population and traffic levels in
the BSS. Includes the following fields:

– Station Count : the number of stations currently associated with the AP.

– Channel Utilization: the percentage of time that the AP senses the medium is
busy, which is indicated by either the physical or NAV mechanism.

– Available Admission Capacity (AAC): the remaining amount of medium time
available via explicit admission control.

6.1.4.1 Service Time and Medium Access Delay

Service Time is usually defined as the time interval from the moment at which a frame
is at the head of its MAC queue ready for transmission until it is successfully received
at the destination. This definition includes lost time caused by collisions or transmission
errors. The value can be calculated by using analytical models [85,91,257]. Nevertheless,
the simplest definition can be derived from Bianchi’s formulation [70] for saturation con-
ditions: Service Time is the interval between two consecutive, successful transmissions
performed by the same station in a cell with n active nodes:

Tserv = N
Es

PtrPs

(6.8)
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where Es is the average length of a renewal interval, defined as the time between two
consecutive transmissions or the time between two consecutive backoff decrements, taking
into account collisions, transmission errors, idle time and data transmission time. Ptr is
the conditional probability that at least one transmission occurs in a randomly chosen
slot time and Ps the conditional probability that this transmission is successful. See [70]
and section 4.2 for further details. From eq. 6.8 it is clear that Tserv is proportional to the
number of active users, but note that Es and the product PtrPs also depend on n. The
dependency on n can be seen in Figure 6.3(a), where the effects of packet size are also
noticeable, as expected. The figure is also useful for comparing analytical values -solid
lines- with simulations -markers- (refer to section 3.4.2 for more details on the simulation
environment).
The average service time is equal for all stations in the same cell due to the long-term
fairness provided by the CSMA/CA access scheme, so any given station can estimate the
average service time from local measurements.

Similar to the above parameter, 11k defines Medium Access Delay (MAD) as the
average time a frame is held in the transmission buffer queue. MAD is measured from the
time at which the DCF frame is ready for transmission (i.e. CSMA/CA access begins)
until the actual frame transmission start time. If a frame needs to be retransmitted
(because it has not been acknowledged) the value of MAD is calculated by averaging the
waiting times of the r retransmission attempts (see Fig. 6.2):

MAD =

∑r
i=0 MADi

r + 1
(6.9)

The conceptual differences between the two parameters are clearly shown in Fig. 6.2:
the first parameter comprises the time needed to successfully send a frame, and MAD is
the average time a frame is held in transmission buffers due to contention. Figure 6.3(b)
shows the difference between Service Time and Medium Access Delay as the number of
users is increased. The figure was obtained from the analytical model based on stations
in saturation state (eq. 6.8) using 48 Mbps modulation and a packet size of 1024 Bytes.
MAD was also derived from eq. 6.8 with the average number of retransmissions (eq. 6.3).

As stated in [282], these parameters capture the effects of multi-rate STAs and the
number of active users, and are therefore useful in gauging the effective load of a cell.
However, they can lead to misguided conclusions, since some scenarios with very different
number of users may result in a similar load, according to these metrics. For example, as
shown in Fig. 6.4, the MAD value in a cell with two active STAs only differs from the case
with twenty when the offered traffic approaches saturation levels. Furthermore, in a cell
with only one or two active STAs, MAD and service time measurements do not change
noticeably as the offered traffic is increased.
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Figure 6.2: Service Time (Tserv) and Medium Access Delay (MAD)

(a) Tserv for different number of STAs and packet
sizes

(b) MAD, Tserv vs. number of saturated STAs

Figure 6.3: Service Time (Tserv) and Medium Access Delay (MAD) with increasing num-
ber of active STAs

6.1.4.2 Channel busy time

Another metric for the load in an IEEE 802.11 WLAN cell is the channel busy time.
Channel busy time is the percentage of time during which the medium is sensed as busy,
either due to a successful transmission or due to a collision. It provides more valuable
information on the load when STAs transmit at different rates.

The medium is under-utilized when there are a small number of competing stations
due to the backoff mechanism used in the IEEE 802.11 CSMA/CA implementation (refer
to section 2.3 for more information). On the other hand, a larger number of competing
stations will decrease the probability of finding an idle slot. Busy Time can be modeled
using the formulation defined in section 4.2 for saturation conditions, as in the previous
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Figure 6.4: MAD with increasing offered traffic in a IEEE 802.11g cell

section:

Tbusy = 1− (1− Ptr)σ

Es

(6.10)

Es and Ptr have already been defined; σ is the slot time unit defined by IEEE 802.11
standards (20 μs for .11b and 9 μs for .11a/g).
Figure 6.5 illustrates these efficiency issues and shows how busy time is affected by the
number of active users, the average frame size and the offered traffic. The figure is
obtained from simulations using IEEE 802.11g standard values at 48 Mbps in a single-cell
scenario. Figure 6.5 shows the evolution of this load metric as a function of different
parameters; Fig. 6.5(a) is obtained through analytical models in saturation conditions
and Fig. 6.5(b) is obtained from simulations, fixing a packet size of 1024 Bytes. In both
figures IEEE 802.11g and 48 Mbps are used.

Although channel busy time provides a good representation of the cell load even in a
multi-rate scenario, it is not a valuable metric in the presence of greedy applications, that
is, applications that use as much banddwidth as possible (e.g. bulk FTP transfers). For
example, a channel busy time of 85% is achieved with a single greedy station (Fig. 6.5(a)),
but also with 20 users, each of which is loading the cell with 1.1 Mbps (Fig. 6.5(b)).
However, a new station will get much more bandwidth if it only has to compete with one
user than if it has to share the medium with 20 other stations.

A slightly different metric is used in [63]. It provides the same information although
its definition differs from busy time: the load contributed by a STA i is the time that
takes for an AP to provide STA i one unit of traffic. Thus, the load induced by STA i,
Li is computed Li = 1/ri (ri being the physical rate at which STA i is associated). The
total load is then the sum of all Li using the AP. In [110,111], the same concept is used,
but the authors include the effect of co-channel interference.
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(a) Busy Time for different number of STAs and
packet sizes

(b) Busy Time vs. offered traffic

Figure 6.5: Busy Time variations with number of users, offered load and packet size

6.1.4.3 Available Admission Capacity

The IEEE 802.11e standard defines Available Admission Capacity (AAC) as the remaining
amount of medium time available in units of 32 μs, although it does not specify how it
should be calculated. We propose a new load metric based on a more precise definition
of Available Capacity. We expand the current definition of AAC to be used in non QoS
802.11 WLANs: AAC is the proportion of time a new station can take up if it is associated
with the AP at a given physical rate. This concept has recently been used in [195] under
the name of Estimated aVailable bAndwidth (EVA).
This new metric provides a vision of cell load that takes into account the effect of multi-
rate stations, the presence of greedy users, the average frame size and the number of
active users. We provide a more detailed explanation in the following sections.

6.1.5 Available Admission Capacity

In this section, the computation of AAC is explained. As defined above, AAC represents
the proportion of time a new station can take up if it is associated with the AP at a given
physical rate. From this value, it is easy to predict the saturation throughput that that
STA would obtain.
We argue that AAC values can be used to describe the load of an IEEE 802.11 cell,
since this parameter depends on the number of active users, their offered traffic, the
modulations used and the channel conditions.

Straightforward measurements can be used to derive the throughput that is currently
devoted to a station with ongoing data transmissions. However, more detailed study
is required to determine how to predict the throughput that a new station will obtain
before it actually starts to transmit, or the maximum bandwidth that can be allocated to a
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station if it increases its offered traffic in a multi-rate cell. There are strategies that obtain
those estimations by sending small amounts of probe traffic periodically (e.g. see [264]),
but they are usually based on client-server applications. In a previous work [131], we
proposed an algorithm that can accurately calculate the throughput available to a new
station in a multi-rate WLAN environment. The process is totally transparent to the
user and does not produce extra load. Amendments to this approach were added in [126],
in which a comprehensive evaluation was also provided. Our definition of the AAC has
been used as load metric in our work [128], [137], and also in other unrelated proposals
by different researchers (e.g. [235] and [147]).

The information required to carry out the estimation of the AAC are easily available
at the AP. This way, the AP is able to compute its own AAC by itself.

6.1.5.1 Definitions

This algorithm is based on the assumption that the IEEE 802.11 MAC maintains fairness
in terms of access probability independently of the rate and bandwidth requirements of
each station. It also takes into account the inherent “performance anomaly” [160] in multi-
rate CSMA/CA networks. Based on these statements, we define Tcycle as the average time
required to send one frame from each of the competing stations:

ti = DIFS + Tdata(i) + SIFS + TACK (6.11)

Tcycle = max(TBOi) +
n∑

i=1

ti (6.12)

Note that ti is defined for a basic CSMA/CA access; if RTS/CTS handshake is used,
2·SIFS, TRTS and TCTS must be added to ti. The duration of the data frame is Tdata.
TBOi represents the average time during which a station i waits for the backoff timer to
expire before attempting to transmit. Note that under saturation conditions, backoff slots
are shared. Therefore, the idle time spent on backoff within a Tcycle is equivalent to the
largest average backoff in the cell. Without saturation, stations are not “synchronized”,
and the probability that two stations share their backoff periods (or a part of them) is
lower. Consequently, without saturation, our approximation introduces some error. In
the next section we show that the error introduced is small.
TBOi depends on the number of previous transmission attempts. The average value of
the backoff interval after j consecutive transmissions is given by:

TBO(j) =

{
2j(CWmin+1)−1

2
Tslot 0 ≤ j ≤ 6

CWmax

2
Tslot j ≥ 6

(6.13)

We consider that the number of packet retransmissions required to successfully trans-
mit a single packet is a geometrically distributed random variable. If Pi is defined as
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the probability that a frame sent by i has to be retransmitted (including the effects of
collisions and channel errors), the average backoff interval for station i is:

TBOi =
∞∑
j=0

TBO(j)(1− Pi)P
j
i (6.14)

Note that from eq. 6.14 we have to compute an infinite series. However, its operation
can be stopped when the required precision is met. For example, for typical Pi values
ranging from 0.1 to 0.2 and a required precision of 1 μs, 6 to 10 iterations are enough.
Tdata can be further decomposed into1:

Tdata(i) = Tpreamble +
8 (HMAC +MSDUi)

ri
(6.15)

where ri is the physical bit rate at which node i sends data frames with a payload of
MSDU bytes. The remaining values vary according to the standard and the modulation
used. We define the overhead produced in layers 1 and 2 of a node i as:

OHi =
ri ti

8 MSDUi

(6.16)

In order to calculate the actual TO (traffic offered) it is necessary to consider this
overhead and the possible retransmissions given the traffic offered by the upper layers
(TOapp):

TOi =
OHi

1− Pi

TOapp(i) (6.17)

6.1.5.2 Algorithm

Resource distribution in WLAN provides a Max-min fairness in which small flows receive
the volume they demand and larger flows share the remaining capacity equally. In other
words, all stations whose traffic (TOi) is equal to or smaller than the bandwidth that
should be allocated under saturation conditions will be able to carry all of their offered
traffic (TOapp). Saturated stations will share their corresponding bandwidth and the
excess time that is not used by the non-saturated nodes. The process of finding the
carried throughput for any station in a cell with N stations is represented in algorithm 2.

Sj is the throughput that station j would obtain in saturation conditions. The pa-
rameter δi is defined as the proportion of the maximum throughput that can be achieved
by station i which is actually used: δi = TOi/Si. Before the first execution, stations
are ordered according to increasing value of the parameter δ. Stations with δi ≤ 1 use

1case of DSSS-CCK modulations, for more details on OFDM see [252].
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Algorithm 2 AAC estimation

Require: (Tcycle, δi, ri, TOi ∀i ∈ N)
Ensure: Li, Si ≥ 0 ∀i ∈ N
T ′cycle ← Tcycle

OrderIncr(N , δ)
for all i ∈ N do
if δi ≤ 1 then
Li ← TOi/ri
Texc ← (1− δi)/ri
T ′cycle ← T ′cycle − 1/ri
for all i ∈ N and δi > 1 do
Li ← Li(1 + Texc/T

′
cycle)

Si ← Liri
δi ← TOi/Si

end for
end if

end for

fewer resources (or an equal number) than those that would be allocated under saturation
conditions, and their TOapp will therefore be carried. The proportion of time that is not
used by non-saturated stations (Texc) will be divided fairly between the remaining stations
according to a new time T ′cycle in which the stations that have already been served are not
considered. Note that greedy applications are modeled with δj > 1 regardless of the value
of the Sj parameter. The TO of a new station is not known in advance and the maximum
throughput it can potentially achieve is therefore calculated in saturation. The value of
Li represents the individual load contributed by node i defined as the proportion of Tcycle

used by the ith node.

By using this formulation it is possible to perform the capacity estimation in real time,
assuming that the required statistics are updated regularly by the firmware/driver of the
wireless interface. Consequently, this estimation can handle varying traffic demands and
varying channel conditions, since it also takes into account the effect of collisions and
errors produced by noise and interference.

6.1.5.3 Evaluation

In the following paragraphs, the throughput and AAC estimations provided by the al-
gorithm described above are evaluated by means of analytical models, simulations and
practical measurements. Results led to the conclusion that the assumptions made in our
models can be held without affecting the accuracy.



CHAPTER 6. LOAD BALANCING IN WLANS 131

6.1.5.3.1 Analytical models The well-known Bianchi model [70] allows an accurate
evaluation of the saturation throughput of IEEE 802.11 DCF networks under the assump-
tion of ideal channel conditions, and considering unlimited retransmissions, by employing
a Markov chain (see section 4.2).

As mentioned above, in equations 6.11 and 6.12 we are introducing errors since we
consider that the backoff slots are always shared among the stations. This is true under
saturation conditions, that is, when all stations have always one or more frames ready
for transmission. In this situation, all stations decrement their backoff timer at the same
time and the one whose timer expires first gains the access; the remaining stations will
decrement the remaining backoff time during the next idle period. Figure 6.6(a) shows
the results provided by our algorithm (dotted lines) and results obtained with Bianchi’s
model (markers). Note that Bianchi’s model imposes the following constraints for the
scenario: no packet errors, no hidden nodes, and all stations use the same modulation.
Throughput values are obtained for the four modulations used in IEEE 802.11b. The
MSDU is 1500 Bytes. The average relative error is below 1%.

Chatzmisios et. al. introduced the effects of packet errors within Bianchi’s model [90].
In Fig. 6.6(b) we show the results provided by our algorithm (dotted lines) and results
obtained with Chatzimisios’ model (markers) for different values of the PER.
The graph is obtained with 10 stations and frame size of 1500 Bytes. Recall that Pi is the
probability that a frame is not successfully transmitted due to either errors or collisions.
In this way, the relationship between Pi - equations 6.14, 6.17 - and PER is:

Pi = PER + Pc − PER Pc (6.18)

where Pc is the collision probability. In this case, the relative error is also below 1%.

6.1.5.3.2 Simulations As shown in the previous sub-section, backoff slots are shared
among saturated stations, but in a more general case, the presence of unsaturated sta-
tions avoids such a “synchronization”. Two stations will share their backoff slots (or a
part of them) only if a packet arrives at both transmission queues at the same time, or
during a third station’s transmission, or during each other’s backoff period (given that the
remaining time is greater than DIFS). The probability of this event is low for low offered
loads and is increased as we approach saturation and the number of users is increased.
That is to say, the error introduced in our approach is larger with low loaded cells.

The previous evaluation based on analytical models was limited in many ways: it
can only be done under saturation conditions, no multi-rate environment and no hid-
den stations. Conversely, simulations allow a more comprehensive evaluation. Refer to
Section 3.4.2 for more details on the simulation environment. The scenario consists of
one IEEE 802.11g AP serving various clients. The physical rate used for transmissions
depends on the distance between the STA and its AP. Figure 6.7 shows the correlation
between rate and distance for the mandatory set and some optional 802.11ag modulations.
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(a) Saturation throughput with increasing STAs (b) Saturation throughput with errors

Figure 6.6: Throughput estimations with AAC algorithm (dotted lines) and saturation
models (markers)

The radii are obtained by using the propagation model for semi-open offices detailed in
Section 3.1.

Figure 6.7: AP’s coverage radius for different physical rates

The first set of simulations is intended to demonstrate that the “performance anomaly”
of CSMA/CA-based WLANs [160] is effectively captured by our model. The scenario
consists of a single IEEE 802.11g cell with an AP and three stations (A, B and C): A
uses a physical rate of 48 Mbps to carry the requirements of a greedy application (FTP),
B offers traffic described by a 7 Mbps UDP CBR source while transmitting at 24 Mbps,
and C increases its traffic demands linearly from 0 to 5 Mbps using a physical rate of
12 Mbps. Figure 6.8 shows the carried throughput measured at the application layer for
all three stations. Solid lines are drawn for values obtained by simulation and the dotted
lines are the values provided by our algorithm. In saturation conditions and according to
the algorithm presented in Section 6.1.5.2, the throughput that any of these three stations
will obtain (Sj) is about 5 Mbps, and this is the value to which each station converges, as
seen in Fig. 6.8. As C increases its offered traffic, not only is it clear that less capacity is
available for greedy stations, but also since C is the slowest station, the global throughput
is decreased as well.

However, the carried traffic can be obtained from direct measurements at the AP.
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Figure 6.8: Performance anomaly captured by the AAC algorithm

The contribution of the proposed algorithm lies in its capacity to predict the potential
throughput that a station will get if associated with a new AP. The next set of simulations
compares the predicted AAC with the throughput carried by the newly associated station
obtained through simulations. The AP is serving four saturated and mobile stations. In
the beginning, the four stations are placed together, 1 m away from the AP. At time 0.0 s
STA4 starts moving away from the AP, STA3 at 5.0 s, STA2 at 10.0 s and STA1 at
15.0 s (see Fig. 6.9(a)). All four STAs move at 1 m/s in opposite directions (N, S, E,
and W). As they move away from the AP, the SNR is decreased and the physical rate is
adapted dynamically according to the values shown in Fig. 6.7. Figure 6.9(b) shows the
evolution of this rate adaptation through the simulation. The stations stop moving when
they reach the border of the AP’s coverage (30 m).

The algorithm is executed every 0.5 s, providing an estimation of AAC. In parallel,
a new simulation is run now adding a fifth station associated with the AP at the same
instants as the AAC estimation is done. Then its saturation throughput is measured
twice: first, associated at 6 Mbps, and again at 48 Mbps. Estimations and simulation
results are shown in Fig. 6.10. Logically, the available throughput is decreased by steps
every time an associated STA adjusts its physical rate to a slower modulation, as shown in
Fig. 6.9. The relative error produced by the algorithm that was observed in this scenario
is always between 5% and 6%.

The next set of simulations is performed to show the accuracy of the model and the
algorithm in a cell with users with varying traffic demands. We define four modes for the
stations in a cell:

0. OFF : STA is inactive

1. LOW : MSDU 500 Bytes and 1 Mbps offered load

2. MED : MSDU 1000 Bytes and 2.5 Mbps offered load
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(a) Picture of the simulated scenario after 35.0 s (b) Effect of rate adaptation moving 1 m/s

Figure 6.9: Simulated scenario with mobile STAs

3. SAT : MSDU 1500 Bytes and saturation

In order to see the effects of different modulations, the next scenario consists of 6
stations, each of which is using a different modulation (48, 36, 24, 18, 12 and 6 Mbps);
their demands vary according to the behavior shown in Fig. 6.11(a).

STA1 starts transmitting in mode 1 at time 0.0, STA2 at 0.5, etc. Figure 6.11(b)
shows the AAC and simulation measurements for a seventh STA that is associated at
48 Mbps and 6 Mbps. In this case, the relative error is also in the range of 5 - 6%.

Finally, a large number of random simulations are performed with an increasing num-
ber of active users. The stations are placed randomly within the AP’s coverage area and
their physical rate is chosen according to Fig. 6.7. Their traffic profile is either LOW or
MED. Figure 6.12 compares the average aggregate throughput obtained through simula-
tions with the values provided by our model. This is the most complete set of simulations,
since the scenarios evaluated include hidden nodes, channel errors (as a function of each
transmission’s SINR), different modulations (according to Fig. 6.7) and different traffic
demands. Relative error is kept within small values (3 - 5%) for 20 or less stations, but
increases to 9% with a very large number of users per cell.

6.1.5.3.3 Practical measurements The algorithm is fast and its implementation
requires little resources. Therefore it is suitable for running on devices with limited fea-
tures, such as any commercial AP. In order to prove the viability of our proposal, we im-
plemented the algorithm in a commercial AP running a Linux-based OS: the 4G Systems
AccessCube. The algorithm presented in Section 6.1.5.2 was programmed in standard C



CHAPTER 6. LOAD BALANCING IN WLANS 135

Figure 6.10: AAC estimations for a new 11g STA in a cell with four moving STAs

for Linux and cross-compiled to run on the AccessCube’s MIPS architecture.
The AccessCube’s OS includes the HostAP driver for the Intersil Prism 2.5 based 802.11b
devices on board. This driver provides a helpful collection of statistics which are ac-
cessible to applications via the /proc filesystem. For each associated station, the driver
regularly updates information including the number of packets and the number of Bytes
sent/received by that station, the number of packets sent at a given rate, and the SNR
of the last received packet. The driver also provides information about the performance
of the AP itself, e.g. packet discards, retransmission attempts, etc. All these parameters
allow an application to fill in the variables needed to process the algorithm in a timely
manner, so the effects of varying flows and channel conditions can be taken into account.
The resources employed by a single run of the algorithm are insignificant in most cases.
In this way, the performance of the AP is not affected by the extra load, even though the
AP is serving a large amount of clients, since most of the AP functionality relies on the
wireless card firmware, which does not share resources with user space applications. In the
extreme that the AP has to inspect statistics of 50 associated stations, the AccessCube’s
CPU time usage needed to compute the capacity available for a single station ranges from
20 to 30 ms and the memory usage reported by the OS is below 1.1%

Here we present results obtained from measurements in a small testbed. The purpose
of these measurements is not only to validate the algorithm in a real scenario, but also to
demonstrate that the AAC estimations proposed in this section can be performed in real
time by commercial APs. The testbed topology is shown in Fig. 6.13(a); there are three
stations A, B and C, associated with the same IEEE 802.11b AP. All three stations have
different traffic profiles: A is the source of an MPEG-2 video stream. The MPEG-2 video
codec can be formatted as constant length packets of 188 Bytes (this is called Transport
Stream) that can build payloads of k x 188 Bytes. The transport of TS packets over
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(a) Variation of a STA’s traffic demands (b) AAC estimations for a new 11g STA in a cell
with 6 STAs

Figure 6.11: Simulated scenario with varying traffic demands

IP/UDP/RTP usually includes 7 TS packets = 1316+40 Bytes, in order to approach the
Ethernet MTU and maximize efficiency. A’s packets are spaced out so that a 2 Mbps
CBR stream is obtained. In B, a greedy application is always trying to send as many
1500 Byte UDP packets as possible, while C follows a bursty pattern: the average time
between consecutive bursts is 20 s, the average duration of a burst is 8 s; bursts consist
of 1000 Byte UDP packets in such a way that STA C reaches saturation.

The stream originated in A is sent to PC1 while PC2 is the destination of data flows
originated in B and C. PC1 and PC2 are directly connected to the AP by means of a
100 Mbps Ethernet segment, so we can guarantee that the bottleneck resides in the air
interface. A sends frames at 11 Mbps, C uses 1 Mbps and B decreases its bitrate one level
(modulation) every 20 s, starting with 11 Mbps. For this experiment, the AP runs the
algorithm once per second to provide an estimation of the maximum capacity available
for station A.

Measurements are shown in Fig. 6.13(b): during the first 10 s station A has to compete
with only one element, station B, which is sending frames at 11 Mbps. The measured
capacity is greater than A’s requirements so A can therefore carry all its offered traffic.
From 10 to 20 s, a burst of C’s packets makes the capacity measurements for A fall below
2 Mbps, which corresponds to the real throughput obtained by A’s flow. During the
period 20-28 s, B sends frames at 5.5 Mbps, and the capacity for A measured at the AP
is again greater than A’s offered traffic. As can be seen in the figure, the subsequent
measurements are representative of the actual throughput obtained in A’s transmissions.
This experiment shows that the implementation in a commercial AP of the algorithm
presented in previous sections is able to detect significant capacity fluctuations affecting a
given station. Note that the algorithm is slightly overestimating the actual capacity; the
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Figure 6.12: Aggregate throughput in random scenarios

values provided are, on average, less than 10% above the actual throughput measured at
the same time instant.

6.1.6 Conclusions

After studying many different metrics used in IEEE 802.11 to describe the load of a cell,
we conclude that none of them captured all the phenomena affecting the cell performance:
the number of active users is not enough in packet switched networks since users may have
different traffic profiles; packet loss can be high due to bad channel conditions, regardless
of the actual load; carried traffic does not take multi-rate STAs into account; service time,
MAD and busy time may not reflect the consequences of a high number of active users
(when their offered traffic is low). Therefore, a new metric was needed. Our definition of
the Available Admission Capacity (AAC) effectively meets all those requirements. The
lower the AAC offered by an AP, the higher its load.

In this section we present a formulation set and an algorithm intended to provide
capacity estimations in an IEEE 802.11 WLAN cell. The novelty of this approach is that
our scheme is able to provide the AAC of a cell, that is, the load that a newly associated
station could carry if associated to that AP. Moreover, we demonstrate that the AP is
able to carry out these estimations by itself.

Our model is based on several assumptions that may introduce some error in the
estimations. The most significant approximation appears when we consider that backoff
slots are shared among active stations. While this is true under saturation conditions,
the probability of two stations sharing a backoff slot decreases with decreasing load and
the number of users. In order to show that the error introduced is small, we performed



138 CHAPTER 6. LOAD BALANCING IN WLANS

(a) Testbed for real-time AAC measurements (b) Real-time AAC measurements

Figure 6.13: Testbed and real-time AAC measurements

a comprehensive evaluation of our approach in a wide range of scenarios. The evaluation
includes analytical and simulation results and also practical measurements. Our approach
is first compared with known analytical models to show that under saturation conditions
(no hidden nodes) with and without channel errors, our assumptions are correct (error <
1%). The simulations allowed us to test a greater variety of scenarios, including different
modulations and traffic demands. The proposed algorithm produces an average relative
error near 6%. Finally, the practical measurements are the proof that the algorithm can
be run in real time on a commercial AP.

6.2 Load Balancing techniques

There are different techniques intended to alleviate the effects of congestion in a WLAN
hot-spot like scenario. Probably, one of the most aggressive measures could be to apply
highly restrictive admission control policies. For example, when the load of a given AP
is reaching a pre-defined threshold level, no new users are admitted or even some of
the associated users are expelled. This solution effectively reduces congestion but may
produce an unfair situation, since some users with access rights are denied service. In our
opinion, redistributing the load among the APs become a more attractive choice. This
redistribution is achieved by applying load balancing techniques.

In this section we present two different approaches: a client-driven association scheme
based on the STA’s knowledge of the APs’ load previously published in [128]; and a cell
breathing mechanism that avoids modifying STA devices presented in [137]. Needless to
say, both approaches use the same concept of load detailed in Section 6.1.5: the AAC.
Recall that high loads entail low values of AAC and vice versa.
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6.2.1 Related work

In addition to the load metric chosen, the load balancing techniques found in the literature
can be classified according to the element in charge of taking association decisions [297].
Different approaches have been proposed in the literature that try to change the client-
driven nature of IEEE 802.11 association and roaming decisions. The authors of [55], [63]
and [167] propose network-controlled schemes in which client stations send the required
information to a central unit, which also has access to the load information for each cell.
The scheme proposed in [55] provides the best AP for association, and the network also
suggests roaming to APs located further away if nearby APs are considered unable to
cover the station’s requirements. In order to implement these solutions, it is necessary
to modify the client devices: firstly, they have to send new management frames before
they are actually associated; secondly, they will no longer be responsible for association
or roaming decisions. The first issue can be solved by using new radio measurements
(future IEEE 802.11k devices). There is no standardized procedure for solving the second
issue as yet, but it is expected to be revised by the IEEE 802.21 group, which will provide
new mechanisms intended to assist handovers, and by IEEE 802.11v, which is in the
development stage and will include management capabilities to allow network-directed
roaming.

It is not vital to solve the second of these issues, since it is also possible to perform
implicit admission control/association management. This involves actions taken on the
network side that induce the desired client behavior, and therefore leave the roaming
and association decisions to client stations so that hardware/software modifications are
not required. In [60] the APs accept or deny new association requests depending on
the respective load. When the first choice is rejected, the stations will send association
requests to the next AP in the signal strength-arranged list until they are admitted.
The algorithm proposed in [280] is more sophisticated but follows a similar logic. There
are three possible AP states: under-loaded (will accept any request), balanced (will not
accept extra load) and over-loaded (will expel the station on the assumption that it
will automatically request a less loaded neighboring AP). In addition, the same authors
propose in [283] to combine their load balancing with explicit admission control, based
on medium access delay measurements. While these techniques provide good admission
control and load balancing, they do not guarantee that all users with network access rights
will be fairly served.

Another way of implementing network-directed client-driven load balancing could be
achieved by using the concept of cell breathing. Cell breathing techniques consist in
dynamically modifying cell dimensions by increasing or reducing transmit power. Cell
breathing is a side effect in CDMA networks that reduces the cell coverage when more
users are supported, but this could be advantageous in load balancing techniques if optimal
strategies are applied. The concept of cell breathing for load balancing in WLANs is
explained in [78]: a highly congested AP reduces its coverage radius so that the furthest
stations lose connectivity and try to roam to less loaded APs. An under-utilized AP may
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increase its transmit power in order to expand its coverage. Consequently, new users will
roam to this AP and the load on neighboring APs will decrease. In [289], APs could
even build a custom radiation pattern to balance load, but besides a very specialized
RF hardware, this solution relies on the APs’ perfect knowledge of their own coverage
and the exact position of clients, which is hardly feasible. Reference [62] provides an
in-depth analysis of cell breathing in IEEE 802.11 WLANs and proposes a centralized
solution based on two different algorithms: one is aimed at reducing the load of the most
congested AP and the other tries to find the min-Max load balanced solution. In [54],
the authors provide five different versions of a cell breathing scheme, depending on the
presence of heterogeneous or non-heterogeneous traffic demands, and depending on the
availability of continuous power assignments as against a discrete set of power levels.
In the case of continuous power assignment, linear programming is used to maximize
throughput, while in the case of discrete values a greedy algorithm is used.
However, as stated in [136], the furthest stations may sometimes be expelled arbitrarily
in spite of the fact that they may be contributing an insignificant load, depending on the
applications they run. Reference [136] also gives an overview of different load balancing
techniques that can be applied by using IEEE 802.11k measurements and statistics.

If the stations were able to gather more information they would be able to perform
smarter associations and therefore maximize the network efficiency. In [237], clients per-
form different tests on all APs within range in order to determine the most suitable asso-
ciation. A preferable and less intrusive solution would be to introduce a trade-off between
the received signal strength and cell utilization. Client devices must choose an AP that
is close enough to allow frame exchange with the minimum received signal quality that
guarantees correct transmission at the highest possible bit rate. However, it is advisable
to avoid cell saturation by selecting the AP with the lowest load. A purely client-driven
and non-intrusive association scheme is proposed in [279]: a STA observes a skewed time
period of beacon frame receptions to estimate the available bandwidth. This method for
estimating available bandwidth introduces large delays due to the channel observation
time (several beacon intervals). In [242], the Probe Response messages sent by the APs
provide the number of associated stations and information about the received signal from
the requesting station. Clients use this information to calculate a weight for all reachable
APs and then associate with the AP with lowest weight. The authors in [147] and [124]
also propose including new load information in beacon frames so that association decisions
remain on the client side. Different commercial products (e.g. [19] and [17]) use similar
systems in which the APs announce their utilization in beacon frames. However, as with
all proprietary solutions, there are interoperability problems that could be solved by the
new IEEE 802.11k standard.
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6.2.2 Client-driven approach

In the Section 6.1.5 we defined an algorithm that can be implemented in APs to provide
a new load metric that is sent to requesting stations: the Available Admission Capacity
(AAC), which is based on a more precise definition of an existing 11e field. An analytical
study of the proposed metric was also presented in that section. In this section we describe
how this metric can be applied to a client-driven load balancing approach.

This proposal was previously applied to cellular networks and makes use of the over-
lapping areas between neighboring cells, i.e. areas under the coverage of more than one
base station (BS). Mobile stations in overlapping areas are able to reach several BSs, and
when a service is required the system can decide to offer it through the BS with more
available resources. The solution described in this section was first published in [128]: a
new client-driven load balancing scheme based on a smart AP selection. The method uses
the information available to client stations through the mechanisms and measurements
provided by the new IEEE standards: 802.11e, 802.11h and, principally, 802.11k. To the
best of our knowledge, this was the first practical application based on these new 802.11
functionalities, and the first time that some of the new radio measurements have been
evaluated (see Section 6.1).

Based on the knowledge of the AAC-based load of the APs in range, any STA will
choose an association with the AP that is able to provide the greater bandwidth to that
specific STA. In this way, as explained before, load includes the effects of multi-rate STAs,
carried traffic, number of users, collisions, RSSI and channel conditions. It has been shown
that these measurements can be made in commercial APs at a low computational cost.
The main drawback of this solution is that it requires changes on the “client side”. A
third issue: how STAs acquire the new load information from the APs can be easily
addressed by simply using unused fields in standard IEEE 802.11. Recall that the 11e
or 11k amendments add specific informational fields intended to carry load information.
The next section discusses all these implementation issues, and subsequently our proposal
is evaluated against other schemes.

6.2.2.1 Implementation details

It is essential to acquire the necessary parameters when implementing the proposed AAC
algorithm. The AP is the only node that is able to calculate the available bandwidth
for a given user in real time, since it maintains statistics from which all of the required
parameters can be derived, including the physical rate used by each station, the MSDU
size, etc. Nevertheless, obtaining Pi is not trivial, since the actual number of frames
sent (and lost) by its associated stations is not known by the AP without any kind of
information exchange. However, the AP knows the SNR at which it receives frames
from all its client nodes. From SNR values and the modulation used by the station for
its transmissions, the AP is able to derive the BER (and consequently, the PER) for a
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certain client, which can be obtained theoretically using the formulas given in Section 3.2.
The relationship between Pi and the PER is established in eq. 6.18.

The AP needs to know the amount of traffic contributed by each of its clients (TOi) or
the percentage of time devoted to each of its clients (Li), in addition to their association
rate. All of these parameters can be estimated by examining the AP’s MIB counters and
statistics. Please refer to Section 6.1.5 for more implementation details related to the
AAC estimation algorithm.

This association management is implemented by using out-of-band signaling (through
a cellular interface) which is described in the following, although we also discuss two
alternatives for a more general case. The AAC calculation requires the candidate station’s
rate, which is not known until the association process has been completed. In the absence
of out-of-band signaling, we distinguish two implementation approaches depending on
whether the new station’s rate is known by the AP or not, following an active or a passive
scan process. In the out-of-band approach, the association control can be managed from
the network side, whereas the active and passive scan solutions remain purely client-
driven.

6.2.2.1.1 Active scanning As explained in Section 2.2.2, the stations can perform
an active scan in order to find the APs within range. For each channel, the station
willing to associate with a new AP broadcasts a Probe Request frame. Any AP shall
respond with a Probe Response to the address of the station that generated the Probe
Request. Since the AP is able to measure the SNR of the received Probe Request, it
can predict the most suitable rate for the requesting station. The new Probe Response
frames include the AAC field; if the AP knows the best rate that the client is likely to
use in subsequent transmissions (ri) it can calculate a specific AAC for each request.
The requesting station also knows the best physical rate once it knows the signal quality
perceived by the AP, which can be transmitted using the RCPI (Received Channel Power
Indicator) information element present in the Probe Response (if 11h is enabled). The
AAC is then a 2-byte codification of Li. The requesting station i gathers all Li values
received from the APs within range and associates with the cell that will provide the best
throughput (Li·ri).

6.2.2.1.2 Passive scanning Stations that use passive scanning listen to each channel
and wait for beacon frames to identify all APs within range. Unlike in active scanning,
STAs do not generate any frame during a passive scan. As a result, APs are unable to
calculate specific AACs for all of the possible candidate stations. Conversely, APs can
set the AAC value broadcast through beacon frames with the available capacity that can
be allocated to a new STA that uses the fastest possible rate. These beacons produce
two important changes: STAs can select the most suitable rate by estimating the up-link
margin from the TPC (Transmit Power Control) Report included in 11k beacons; and
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stations can determine the best AP based on the value of AAC (normalized to 1) and the
number of associated stations (NSTA).

With eq. 6.19, STAs can estimate the average rate used in the cell (ravg) and are able
to find the specific AAC for their particular rate by applying the previous algorithm. Note
that eq. 6.19 is only valid under saturation conditions, and in such conditions it provides
the same values as those obtained through the active scan; otherwise, the results are
inconsistent with the current available capacity. If the associated STAs do not saturate
the cell or, more precisely, when the channel utilization field is approximately 1-AAC,
the available capacity can be directly calculated by multiplying the broadcast AAC by
the rate, although in some cases the assumptions made and the error produced affect the
capacity estimation, and there is no guarantee that the best AP will be selected.

ravg =
AAC NSTA

1− AAC
rmax (6.19)

This implementation provides approximate capacity estimations, so active scanning
is preferred. Nevertheless, the same results could be obtained by changing the definition
of beacon frames if the available capacity were calculated and broadcast for each of the
rates supported by the AP.

6.2.2.1.3 Out-of-band signaling (centralized) The number of dual-mode devices
(predominantly handsets) with WLAN/cellular network interfaces is growing exponen-
tially. Future devices will be released with several network interfaces due to VoIP services
and convergence driven by network operators. In this scenario, a feasible solution would be
to use the cellular interface as an out-of-band signaling tool, which would enable stations
to transmit information prior to WLAN association. In [244], we presented the design and
implementation of a novel management architecture for a wireless mesh network. Client
stations and network nodes (i.e. APs and gateways) use the cellular interface for signaling
purposes only. All signaling data is transmitted to a central management entity which
performs several tasks including Authentication, Authorization and Accounting (AAA),
mobility management, security key distributions and dynamic frequency allocation algo-
rithms (as detailed in Section 5.2.3).

In the case of stations, the WLAN interface is used to perform a passive scan of the
medium prior to association, which gathers information on the power level, channel and
BSSID of all APs within range. This information is transmitted to the management
entity, which estimates the most suitable association rates that the client is likely to use
with the different candidate APs, according to the power levels reported by the client.
The candidate APs will compute the AAC according to the algorithm in Section 6.1.5
upon request by the central manager and send the value to the central entity. The central
management entity then determines the best association for the requesting station and
sends a response via the cellular interface, which includes additional details required in
order to establish a successful association: the BSSID of the selected AP, channel, ESSID
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and encryption key. As a result, the station will be able to associate with the best AP
within the client’s transmission range.

The client software for association control is implemented in a Linux-based laptop
(Debian 4.0 distribution), with Intel ipw3945 802.11a/b/g chipset [30] and HSDPA/UMTS
PCMCIA card. The AAC module is installed on commercial APs (4G AccessCube) with
an embedded Linux distribution running a 2.4.27-r11 kernel. The APs’ wireless interface
is an 802.11b Prism 2.5 based card, supported by HostAP driver version 0.3.7 [217], which
uses the /proc filesystem to store a large number of statistics. The central entity is based
on a set of software modules that run on a PC with an Intel P4 3GHz dual core processor
with 2 GB of RAM and a Linux OS Debian 4.0 distribution with kernel version 2.6.18.

6.2.2.2 Evaluation

The new IEEE 802.11k APs will enable WLAN clients to select the best association
based on signal strength measurements, Medium Access Delay values, Channel Busy
time, number of associated STAs and available admission capacity. In our simulations we
compare four different association control schemes:

• RSSI: current default association scheme based on the Received Signal Strength
Indicator, i.e. stations select the AP that provides the strongest signal.

• NSTA: STAs select the AP within transmission range that serves the lowest number
of associated stations. Ties between APs with an equal number of associated STAs
are broken by RSSI decisions.

• MAD: STAs select the AP that provides the lowest MAD. Note that MAD is coded
with 1 byte, the values of which will be a logarithmically-scaled representation of
the current medium access delay. MAD is therefore more sensitive to low delay
measurements. For example, MAD = 1 represents an access delay of between 50 and
51 μs, but if MAD = 253 the delay varies between 4396 and 5498 μs. Ties between
APs broadcasting identical MAD values are broken by RSSI measurements.

• AAC: STAs select the AP that provides the highest AAC value following an active
scan.

6.2.2.2.1 Scenario Note that current multi-cell WLANs are designed with three or
four cell clusters due to spatial reuse restrictions, and only three non-overlapping channels
in the 2.4 GHz band. That is to say, in a well-planned ESS most users are able to obtain
services from up to four different APs. Therefore, the evaluation process we designed is
based on extensive simulations in a 60x60 m square indoor scenario with four IEEE 802.11g
APs, without losing generality. Thus, it is easy to scale the conclusions derived from our
results to larger scenarios. We performed the evaluation by using the simulation tool
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(a) Association following RSSI (b) Association following AAC

Figure 6.14: Random distribution and association of 18 STAs

detailed in Section 3.4.2. Using this tool allowed customized simulations with a short
time-to-deploy in which it was easy to define the new parameters to be measured. We
ran a large number of independent simulations and obtained small confidence intervals,
which are therefore not shown in the figures.

We assume that APs use non-interfering channels. As was stated in [56,57,158], users
are static and tend to be spatially concentrated. We simulate these characteristics by
placing users at random, but forcing 50% of users to be concentrated in an area of 30x30 m
around one of the APs (AP0). This ensures that it is possible to identify the benefits
of association management beyond signal strength measurements, but also a realistic
scenario is met. Figure 6.14(a) shows the possible user distribution and association when
the RSSI scheme is used; given the same user distribution across the scenario, Fig. 6.14(b)
shows the association according to AAC.

The physical rate used for transmissions depends on the distance between a STA and
its selected AP. Figure 6.7 (pag. 132) shows the correlation between rate and distance
when using the propagation model for semi-open offices, detailed in Section 3.1.

6.2.2.2.2 Saturation The first set of simulations are intended to recreate the worst-
case scenario, in which all stations are running greedy applications and there is always a
frame ready to be sent in every station’s transmission buffer. If a fixed rate is set for all the



146 CHAPTER 6. LOAD BALANCING IN WLANS

Figure 6.15: Throughput per AP fairness under saturation conditions

stations, there will be unnoticeable differences between the throughput carried by the APs,
but if we use MAD, Service Time or AAC to measure the load, an unbalanced situation is
revealed: 50% of the users are associated with AP0 when the traditional RSSI approach
is used, which is clearly the worst solution. In this specific case (saturation and fixed
rate), NSTA associations are slightly better than those using MAD and AAC, since all
stations represent the same load; i.e. balancing the number of stations implies balancing
load. The effect of load balancing can be seen when multiple rates are added, even if we
measure carried throughput (CT). Figure 6.15 shows the throughput balancing fairness
between the APs. Our approach improves the traditional RSSI scheme by 15%. Fairness
is measured by using the known Jain’s Index [168]: β is a value between 0 (unfair) and
1 (fair); if only k of n flows receive equal resources and others receive none, the index is
k/n. Si is the throughput achieved by STA i.

β =
(
∑n

i Si)
2

n
∑n

i S
2
i

; 0 ≤ β ≤ 1 (6.20)

However, it is easier to identify the benefits of our approach if we analyze the load from
the user perspective. Figure 6.16(a) shows the aggregate throughput of the whole network
as we increase the number of associated stations. It can be seen that the RSSI-based
scheme has the best performance, since it is the only approach that can guarantee that all
clients will always use the highest possible physical rate. In contrast, RSSI associations
give an unfair share of resources among users. Figure 6.16(b) shows that the RSSI-based
association scheme provides an imbalanced distribution of available throughput, and is
by far the most unfair solution (AAC scheme improves RSSI by more than 45% in the
worst case); conversely, MAD provides a high degree of fairness but low throughput.
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(a) Aggregate throughput vs. active users (b) Throughput fairness index

(c) Max. Tserv (μs) for a STA (d) Min. throughput for a STA

Figure 6.16: Evaluation of different association schemes under saturation conditions

Two useful parameters for measuring performance and fairness are the maximum
service time and the minimum throughput obtained by a given station (see Fig. 6.16(c)
and 6.16(d) respectively). By monitoring the evolution of these parameters, it can be seen
that our AAC proposal provides a clear improvement over the other solutions (up to 25%
and 35% respectively over RSSI). After reviewing this set of figures, we can conclude that
AAC has both a high fairness index and a good aggregate throughput under saturation
conditions.

6.2.2.2.3 Degree of saturation The next set of simulations was run under the same
conditions as described in the previous subsection, with the exception of user traffic load
profiles. In this case we define three different user types according to level 2 traffic
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(a) minMAX(AAC) ratio vs. % of saturated STAs (b) minMAX(Tserv) ratio

Figure 6.17: AAC and Tserv optimization through association control

demands:

• Saturated: greedy users. They always have frames ready to be sent (frame size:
1450 bytes).

• Medium: bursty traffic of up to 2.5 Mbps with an average frame size of 1024 Bytes.
This user type accounts for 70% of non-saturated users.

• Low: constant bit rate of up to 1 Mbps with a frame size of 500 Bytes. This user
type accounts for 30% of non-saturated users.

Since the differences in carried throughput between the four schemes are minimal, it
is interesting to show the level of balancing achieved with AAC (Fig. 6.17(a)) and MAD
(Fig. 6.17(b)). Both graphs show the minMAX ratio (the lowest value found on an AP
divided by the highest). It can be seen that RSSI provides the worst level of balancing in
all cases. The load (understood as the proportion of time during which the cell is busy)
which is translated into available capacity is better balanced when AAC is used, but it
is outperformed by MAD if we measure Tserv. However, the best balance measured in
terms of Tserv does not compensate for the poor performance of MAD if we also consider
the network capacity. Figures 6.18(a) and 6.18(b) show the aggregate throughput and
the fairness index as the number of saturated stations is increased (from 0 to 100%).
The Fairness Index has been redefined to include non-saturated stations. Note that the
presence of Low and Medium stations with eq. 6.20 would produce low fairness values
even though the stations are able to carry all of their offered traffic. The new fairness
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(a) Aggregate throughput vs. % of Sat. STAs (b) Throughput fairness index

Figure 6.18: Throughput optimization through association control

index is calculated as follows:

β = γ

(∑i∈Sat
i Si

)2
ns

∑i∈Sat
i S2

i

+ (1− γ)

(∑i/∈Sat
i Si/OTi

)2
(n− ns)

∑i/∈Sat
i (Si/OTi)

2
(6.21)

where γ is the proportion of saturated stations, Si is the throughput obtained by
station i and OTi is the traffic offered by station i; ns is the number of saturated STAs.

Although the differences between the various association schemes become clearer as
the number of saturated stations increases, we can draw almost the same conclusions as
under saturation conditions: RSSI scheme provides the best aggregate throughput at the
cost of providing the poorest fairness. AAC still provides good aggregate throughput (the
best for a small number of saturated STAs), while at the same time fairness is assured.

We argue that if the conclusions are the same as those for saturation conditions, there
is no need to apply more complex traffic generators. The use of more realistic traffic
patterns mainly affects the way in which new radio measurements are taken: the key
parameters that must be taken into account are the duration of the measurement, the
frequency with which they are taken, the number of repetitions and the time during which
the results remain valid, depending on the precision required. The authors of [218] suggest
using confidence intervals to optimize these parameters. See also reference [240].

6.2.2.2.4 Fairness vs. Throughput The AAC proposal could be improved in terms
of fairness. We propose a weighted combination of MAD and AAC metrics in order to
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Figure 6.19: Throughput vs. Fairness with different values of α

resolve the throughput/fairness trade-off: a STA compares AAC and MAD values received
from all APs in range; if AACj > αAACj−1 and MADj < MADj−1, then the STA selects
APj for association. Where α ∈ [0, 1], a value of 0 produces a pure MAD selection and
a value of 1 is based only on AAC. Figure 6.19 shows that the aggregate throughput
decreases as the fairness index is increased in the same scenario described in 6.2.2.2.3,
with 25 users and 40% of saturated STAs. Fairness decreases rapidly when α > 0.7, but
a slight loss of fairness in this region leads to a dramatic improvement in throughput: for
example, a 3% decrease in fairness is compensated by a 10% improvement in throughput.

6.2.2.2.5 Testbed Finally, we present practical measurements taken in a small testbed
that can be used as a proof of concept. These practical results agree with the conclusions
derived from the more comprehensive simulation study previously detailed. The scenario
consists of two IEEE 802.11b APs, A1 and A2. A1 serves one STA at 1 Mbps; A2 serves
two STAs, both using 11 Mbps. All STAs are in saturation, sending 1500 Byte UDP
frames. A fourth STA is activated, which receives signal from A1 with SNR = 20 dB and
from A2 with SNR = 11 dB; the new STA can be associated with A1 at 11 Mbps, while
it should use 5.5 Mbps if associated with A2. It is clear that following an association
based on RSSI, the number of associated stations, or either based on carried traffic, the
new station chooses A1. In saturation, competing against one STA at 1 Mbps, the new
client gets 766±30 kbps. However, if the new station associates with A2, the throughput
is increased to 1672±54 kbps, even though it has halved its physical rate. Those numbers
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correspond to the values of AAC: 766 and 1672 is the available throughput for a new
station in A1 and A2 respectively. Therefore, according to our proposed scheme, the new
STA chooses A2 obtaining more resources. Only when the three previously associated
STAs offer less than 400 kbps each (i.e. not in saturation), all four schemes coincide in
selecting A1.

6.2.3 Cell Breathing

In the previous subsections we have described the issues derived from the default STA↔AP
association scheme used in IEEE 802.11 WLANs: although a Hot Spot could be served
by several APs, most users will be connected through the AP that provides the strongest
signal. As an inherent consequence, over-loaded APs offer users in congested areas a very
low QoS, while nearby APs remain under-utilized. This behavior is determined by the
roaming process. Thus, at this stage it is necessary to recall the previously mentioned
mechanism (detailed in Section 2.2.2.2).

A STA keeps track of the Beacon frames received from its current AP. When the
quality of beacons drops below the cell search threshold (10 < CSTh < 30 dB), the
STA initiates an active scan and sends out Probe Request messages on all the available
channels. The APs receiving the Request will send a Probe Response back. When an AP
is found whose responses improve the current AP’s Beacons quality by at least ΔSNR
(usually 6 ≤ ΔSNR ≤ 8 dB), the STA initiates a cell switch. If a better candidate is
not found, the STA returns to the current AP’s channel and the scan sweep is repeated
periodically.

There are different solutions to the unfair situation explained above, the most evident
of which consists of using a different roaming criterion (e.g. AP load), as proposed in the
previous section, but it requires some changes in client devices. We now choose to keep any
modification transparent to the end user, who can be equipped with off-the-shelf devices.
For these reasons, in [137] we proposed a new AP-driven load balancing scheme based on
cell breathing, intended to alleviate the congestion in hot spots: congested APs reduce the
size of their cells; alternatively, under-utilized APs increase their cells to attract further
stations. In our approach, neighboring APs cooperate in order to improve performance
and fairness levels. With this aim, APs can make use of the information available to client
stations through the mechanisms provided by the new IEEE standards: 802.11e, 802.11h
and, principally, 802.11k. We can consider this solution as “network-directed”, but it still
respects the client-driven nature of standard IEEE 802.11 association policy.

In this section we describe a distributed algorithm, based on cell breathing, with which
the APs in an IEEE 802.11 ESS WLAN are able to tune their cell size according to their
load and also to their neighbor’s load. As shown in the performance evaluation, this
technique improves the fairness and the performance levels from the APs’ point of view,
but also from the end users’ perspective [137].
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The concept of load is inherited from the previous sections. We consider that the
capacity that an AP is able to offer to a new STA (AAC) is the best load metric, since
it captures all phenomena affecting the performance of an AP. Refer to Section 6.1.5 for
more details on the definition and estimation of the AAC.

6.2.3.1 Distributed load balancing algorithm with cell breathing

First of all, we have to distinguish between two independent types of transmitted power
management: cell dimension management (Cell Breathing) and transmitted power control
(TPC). As previously explained, Cell Breathing tries to improve load balancing among
neighboring APs, while TPC is aimed at reducing power consumption, interference and
the near-far effect [251].

From the client station’s point of view, the cell dimensions are determined by the
energy of received Beacon frames and Probe Responses. Then, an AP can set its optimal
cell dimension so that the farthest client that the AP must serve receives Beacons with
SNR > CSTh. However, as in [62], the power used to transmit data frames can be higher so
that the user’s experience is not degraded. Hence, an optimum TPC algorithm is assumed
(e.g. see [253,255]) for the exchange of data frames between an AP and its clients, using
the minimum power that does not degrade the performance of the communication. For
this reason we distinguish between tx range (determined by the maximum transmission
power allowed) and cell size (determined by beacons and Probe Responses).

In our approach, APs are responsible for computing their own load and let their
neighbors know about it by either periodic or triggered updates. Similar to [280], APs
can be in one of the following three states, according to their load, as compared with their
neighbors’:

• Fair: the AP’s load is similar to the average load in the neighborhood. An AP in
this state will not take any action regardless of its neighbor’s behavior.

• Gull: the AP’s load is larger than the average load in the neighborhood. An AP in
this state is willing to reduce its cell and will try ask its neighbors for help.

• Willing: the AP’s load is below the average load in the neighborhood. An AP in
this state is willing to increase its cell in response to a neighbor’s appeal.

In order to determine the AP’s load we propose the AAC metric, defined as the
capacity available for a new station that uses the fastest modulation (see Section 6.1.5.
Logically, as the congestion increases, the APs’ AAC decreases. Then, we consider that
an AP i is Gull if AACi < AAC i − δ, where AACi is the capacity available in AP i,
AAC i is the average capacity in i’s neighborhood and δ a threshold value used to add
hysteresis, thus improving the stability of the system. Analogously, an AP i is Willing
if AACi > AAC i + δ. If none of the previous conditions is met, the AP is in state Fair.
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The value of δ is set dynamically according to AAC i/3 (i.e. 33% of the average load).
Fairness worsens as δ increases, but a small value of δ produces an unstable system. The
optimum value was chosen after a simulation-based study. This 33% is the lowest value
that guarantees convergence. Finally, two APs are considered neighbors if there is at least
one client within transmission range of both APs.

Figure 6.20: Behavior of a) a Gull AP, and b) a Willing AP

The behavior of Gull and Willing APs is detailed in Figure 6.20. Note that initial and
final states are connected and that the process can be interrupted if the state of the AP
changes. The first action taken by an AP is to arrange its cell size according to its state.
Fair and Gull APs will run txPowerGull() to reduce the size of their cells so that the
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client receiving the poorest signal detects beacons with SNR > CSTh, or the minimum
transmission power is reached (see alg. 4 on pag. 160); Fair APs will not take any further
action. A Willing AP will run txPowerWill() increasing its cell size so that none of the
STAs associated to a neighboring AP roams to it, or the maximum transmission power is
reached (see alg. 3 in pag. 160).

We define S as the set of STAs (si) and A the set of APs (aj); Sas is the subset of
the elements of S that contains the STAs associated to a given AP aj, and Srg is the list
of STAs within aj’s range. Both lists are arranged in decreasing order according to the
SNR computed from aj’s beacons. SNRj,i is the SNR of aj’s beacons as seen from STA
si, while SNRi is the SNR of the beacons that si receives from its current AP. Then, for
any aj:

Sj
rg = {si∀i ∈ S ‖ SNRj,i > SNRmin} (6.22)

Sj
as = {si∀i ∈ S ‖ SNRj,i > SNRk,i∀k ∈ A} (6.23)

We assume that Sas and Srg are always updated thanks to the complete collection of
statistics provided by an independent process (see next section). A Gull AP will then
select the first si from its Sas that is able to roam to a Willing AP. The Gull AP will
send an SOS message to all APs within range of si. A Willing AP receiving a SOS
message will compute the AAC value for that particular STA and will forward this value
to the requesting Gull AP. This AAC is computed by taking into account the fact that
an optimal TPC is used for data exchange. The Gull AP then sends an acknowledgment
only to the best AP candidate and adjusts its cell size expelling the selected STA (si). In
turn, the adoptive AP adjusts its cell size to accommodate si. In order to avoid undesired
handovers, all APs receiving a SOS message will ban the announced si (e.g. via a black
list of MAC addresses) until the process is complete.

6.2.3.2 Implementation issues

Although the algorithm detailed in the previous section has not been fully implemented as
yet, some of the functionalities required have been previously tested in real scenarios. For
example, the signaling required to communicate neighboring APs could be easily carried
out by means of a common wired backbone. If there is no such common backbone, APs
could still participate in the distributed algorithm using a wireless distribution system
based on mesh concepts as proposed in [127] and discussed in Section 7.3.2.

As in [62] and [253], one of the requirements for the APs is the possibility to set the
transmission power in a per-packet manner. In this way, APs can arrange their cell size
adjusting the transmitted power for Beacons and Probe Responses and at the same time
running an effective TPC for data. The AAC computation adds another requirement
for the APs: an updated collection of statistics is required at application level in order
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to allow the AAC estimation in real time. The implementation issues regarding AAC
computation are detailed in Section 6.1.5.

Nevertheless, the information needed by the APs to run the algorithm described in
the previous section represents the main implementation issue. Any AP should know the
complete list of STAs within transmission range and the list of APs that any of these STAs
can reach, including SNR of beacons and potential SNR for data. The latest IEEE 802.11
standard [24], which includes the 802.11h amendments, together with the new 802.11k
standard will ease the acquisition of this information, as detailed next.

The potential SNR for data exchange between an AP and all the client STAs in range
can be obtained by means of an 11h’s TPC Request/Report or an 11k’s Link Measurement
Request/Report. These two mechanisms are similar and allow the estimation of the link
margins between two stations. The requesting AP announces the transmitted power
used to send the request (maximum allowed transmitted power) and the requested STA
responds with the link margin according to the SNR of the received request. The response
also includes the transmitted power used to send the frame. APs are also able to retrieve
information about the SNR of received beacons using the Beacon Request/Report defined
in 802.11k. A STA receiving a Beacon Request will respond with a Report containing
statistics, including SNR, power, channel and BSSID, of received Beacons and Probe
Responses.
The AP still has to know the potential SNR for data between its in-range STAs and the
neighboring APs. This could be solved either adding an extra signaling among APs or
independently, using the 802.11k frames: Measurement Pilot. Similarly to Beacons, these
frames are transmitted pseudo-periodically by APs at a small interval, but a Measurement
Pilot is smaller than a Beacon and is transmitted more often than a Beacon. STAs also
include statistics of received Measurement Pilots in Beacon Reports, so, if APs send these
frames at the maximum allowed transmission power, APs could finally gather all required
information.

However, our approach is also feasible with no 802.11k enabled devices. We have to
note that in this case, many of the parameters can only be approximated and that STAs
are required to perform active scans. In this way, all APs within the STA’s range are
able to obtain the uplink margin from Probe Request messages, and thus estimate the
downlink margin assuming that the path is symmetric and that the power used to send
the Probe message is known (max. allowed power). These assumptions also allow APs
to estimate the power of received Beacons (knowing the power of transmitted Beacons
and the estimated path loss). Furthermore, more signaling is required to exchange this
information among APs.

6.2.3.3 Performance evaluation

This section describes the evaluation process followed to obtain the network performance
in a hot-spot like scenario. The evaluation will show the improvements achieved when
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the load balancing mechanism is enabled.

6.2.3.3.1 Scenario The evaluation process we designed is based on extensive simula-
tions in a 380x380 m square indoor scenario with 16 IEEE 802.11b APs evenly distributed.
We ran a large number of independent simulations and obtained small confidence inter-
vals, which are therefore not shown in the figures. The throughput carried by an AP
and the throughput available to the STAs is computed by using the AAC algorithm (c.f.
Section 6.1.5).

Using a path loss PL(d) = 40−33log(d), where d is the distance between a transmitter
and a receiver, ptxMax = 15 dBm and ptxMin = 10 dBm (highest and lowest allowed
transmission power), we assume that with all APs transmitting at ptxMin, there is no
coverage gap in the scenario, and that transmitting at ptxMax no co-channel interference
is produced (using a 4-coloring scheme). As stated in [158], users are static and tend to
be spatially concentrated. We simulate these characteristics by placing users at random,
but forcing a given percentage of users, c%, to be concentrated in a randomly selected
area of 100x100 m. This ensures that a realistic scenario is met. The physical rate used
for data transmissions depends on the distance between a STA and its selected AP: if
d < 46 m, rate = 11 Mbps; if d < 61 m, rate = 5.5 Mbps; if d < 75 m, rate= 2 Mbps;
and if d < 92 m, rate = 1 Mbps. For d = 92 m SNRmin = 1 dB is not met. Finally
CSTh = 20 dB and ΔSNR = 7 dB.

Our approach (Distributed Cell Breathing - DCB) is compared against different mech-
anisms. The Centralized approach (CCB) of [62] is used as a reference since, as we un-
derstand, a complete knowledge of the scenario will allow better assignments. Both DCB
and CCB use AAC as the load metric. We call TPC the solution that implements solely
an optimal TPC for data exchange, but that keeps the size of the cells fixed. Finally, the
default behavior of current IEEE WLANs is also represented in the simulations.

6.2.3.3.2 Simulation results The first conclusion derived from the simulations is
that the proposed algorithm converges rapidly in the scenario depicted in the previous
subsection. Then we measure the aggregate throughput in different situations. Fig-
ure 6.21(a) and 6.21(b) are obtained in saturation conditions, that is, all STAs always
have buffered frames (1500 Bytes) ready for transmission. Figure 6.21(a) shows the ef-
fects of increasing the concentration (c %) with a fixed number of users (65), while 6.21(b)
has a fixed c (55%) and a varying number of users. It is not surprising that the TPC
solution presents the best results, since it always guarantees that all STAs use the best
possible rate. In the case where STAs have different traffic profiles (packet size from 500
to 1000 Bytes and offered load ranging from 0.2 to 2 Mbps), DCB outperforms the other
approaches (see Figure 6.21(c), but as the number of saturated users increase, it becomes
slightly worse. The aggregate throughput has a maximum when there are 3 or 4 STAs per
AP, and decreases with more users due to the increasing collision probability. Logically,
as c increases (more users use less APs), the aggregate throughput decreases.
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(a) Increasing c with 65 sat. STAs (b) Increasing the number of sat. STAs (c=55%)

(c) Increasing offered traffic (c=55%, 65 STAs)

Figure 6.21: Aggregated throughput in the presence of load balancing

However, a maximized aggregate throughput does not involve that the throughput of
all STAs is maximized. For this reason we also measure the fairness degree among STAs
and among APs. Fairness is measured by using the known Jain’s Index: β is a value
between 0 (unfair) and 1 (fair); if only k of n flows receive equal resources and others
receive none, the index is k/n (see eq. 6.20).

When we measure fairness among STAs, Si represents the traffic carried by STA i and
n is the number of STAs. When we measure fairness among APs, Si is substituted by AP
i’s AAC, and n is the number of APs. We observe that DCB presents the best fairness
values in all the cases, regardless of the number of users, the value of c, or number of
STAs in saturation (e.g. see Figure 6.22). Another measure of fairness can be provided
by measuring the smallest AAC announced by an AP, and the lower throughput carried
by a STA. In this case, since CCB is designed to maximize AACmin, its results are logically
the best (see Fig. 6.23(a)). But although CCB also provides the highest minimum carried
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(a) Jain’s fairness index among APs (b) Jain’s fairness index among STAs

Figure 6.22: Fairness among APs and STAs with increasing number of saturated users

throughput on average, (as shown in Fig. 6.23(b)), we have to note that DCB provides
the best results in most simulations.

6.2.4 Conclusions

The radio measurements and mechanisms introduced by the new IEEE 802.11 standards
provide valuable information that can be used by stations when they have to select the
most suitable AP for association. We introduce a new load metric that can be easily
estimated by the APs themselves in real-time. The new metric proposed is derived from a
more precise definition of the Available Admission Capacity field and takes into account
the influence of the main factors that affect the load of a WLAN: the number of users in
a cell, the user rate (modulation), the signal quality and the offered traffic.

In the worst-case scenario, which is in fact a realistic situation, a large number of
users are concentrated in a small area and traditional association schemes based on RSSI
measurements guarantee that the fastest physical rate is reached. However, this leads to
an uneven distribution of load, since most users will be associated with a small number of
APs and will therefore receive a poor service. This problem can be alleviated by means of
different load balancing techniques. After an in-depth state-of-the-art review, we propose
two different approaches: a client-driven association scheme based on the STA’s knowledge
of the APs’ load; and a cell breathing mechanism that avoids modifying STA devices.

In the first approach, the APs broadcast their load (AAC) in Beacon and Probe
Response frames. In this way, stations are still able to perform client-driven associations
and roaming in accordance with the operations defined in the IEEE standards. The new
AP selection method not only provides good network performance but also ensures an
even share of bandwidth among clients and a balanced load among APs. In other words,
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(a) minimum load (AAC) of an AP (b) minimum throughput carried by a STA

Figure 6.23: Other metrics for showing fairness

an association scheme based on available capacity ensures load balancing among the APs
of a given WLAN, increases the overall capacity and maintains fair resource sharing from
the user perspective. Our mechanisms are of great help in the provision of QoS, but
additional features are still required to guarantee any quality.

Moreover, in order to avoid any changes in client devices, we propose a different ap-
proach to improve load balancing using a network-directed mechanism. We present a new
distributed load balancing algorithm for IEEE 802.11 WLANs, based on the idea of cell
breathing. In this second approach, the APs have the ability to cooperate in order to
redistribute the load among neighboring cells, in a way that is transparent to the end
user, who can be equipped with standard devices. The most obvious conclusion that can
be derived from the evaluation is that the absence of any kind of power control reduces
the potential capacity of the network drastically. Applying an optimal TPC for data
exchange ensures a better utilization of the resources, and therefore the performance of
the network is improved. However, in scenarios with a high density of nodes, the average
user experience can be further improved, and the congestion level on APs alleviated, if
we introduce the ability to dynamically change the cell size according to the environment.
Our approach not only provides good network performance but also ensures an even share
of bandwidth among clients and a balanced load among APs.
Although it is not a strong requirement, the main implementation issue arises with the
need to exchange information between client stations and APs. Since the needed infor-
mation exchange is related to radio measurements, this requirement will be satisfied with
the advent of new IEEE standards: IEEE 802.11h and 802.11k
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Algorithm 3 txPowerWill at AP j

Require: Sj
rg, SNRi, SNRj,i ∀i ∈ Sj

rg

Ensure: Ptj
end← false
while !end do
if Ptj + step > PtMax then
end← true

end if
for all Si ∈ Sj

rg do
if (SNRi < CSTh) && (SNRj,i > SNRi +ΔSNR + step) then
end← true

end if
end for
if !end then
Ptj+ = step

end if
end while

Algorithm 4 txPowerGull at AP j

Require: Sj
as, SNRi, SNRj,i ∀i ∈ Sj

as

Ensure: Ptj
end← false
while !end do
if Ptj − step < PtMin then
end← true

end if
for all Si ∈ Sj

as do
MaxSNRi = argmaxk∈A(SNRk,i)
if (SNRi < CSTh) && (SNRj,i − step < MaxSNRi +ΔSNR) then
end← true

end if
end for
if !end then
Ptj− = step

end if
end while
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Chapter 7

Resource Management in WLANs

In the previous chapters we proposed different radio resource management techniques
intended to improve the network performance. Although some implementation issues
were already discussed, this chapter provides full details on how those techniques are
integrated within a management environment.

Nowadays, most IP data networks are managed by using the popular IETF’s Simple
Network Management Protocol (SNMP), while telecommunications networks tradition-
ally use the ITU-T’s recommended scheme known as Common Management Information
Protocol (CMIP). The current IEEE 802.11 specification implies that stations may be
managed via SNMP. However, the use of SNMP introduces the following problems: 1.
Only a reduced set of stations in the market include SNMP capabilities. 2. The use of
secure SNMP protocol (e.g. SNMPv3) requires significant pre-configuration of the sta-
tion. 3. Management of a station may be required prior to the establishment of an IP
connection. There are cases where a device must be managed because it cannot get IP
connectivity.
Besides, in [177], the performance of SNMP in radio-link networks is evaluated. According
to this study, the key parameter is the response delay, given its highly variability which
depends on the channel status, and network load. In the worst case scenario, this delay
limits the number of managed devices to 140.

Furthermore, administrators have no choice but to share the ISM band with devices
belonging to other networks; that is to say, not all the devices interacting with the network
are manageable. All these issues, together with the dynamism of the radio environment,
which would require a rapid adaptation regardless of the number of managed devices, are
changing the traditional centralized approach towards distributed architectures. Although
SNMP allows slightly distributed architectures, supporting the configuration of hierarchies
and delegation of tasks among managers of different levels (SNMPv2 and beyond), it still
follows a similar centralized paradigm and its efficiency depends on the capacity of the
manager entity.
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As the capabilities of network devices increases, more attention is paid to distributed
systems. The increasing decentralization produces noteworthy benefits [173]: reduces the
load on the bottlenecks (managers), both in traffic and in processing load; improves ro-
bustness since it reduces dependency on a single point of failure; and enables a faster
response to changes since the “managed” devices now have more autonomy to take their
own decisions.
The authors in [96] propose an analytical model that quantitatively assesses the efficiency
of different management schemes in terms of delays, computational load and security.
Centralized systems are outperformed by distributed schemes, and they can only be im-
proved with the use of hierarchies, delegating tasks to lower level managers; the more
evident the decentralization is, the better the performance in terms of delay and process
load. However, decentralization may be translated into increased signaling traffic.

All these arguments are not intended to promote the death of centralized management.
As a matter of fact, the centralized approach is dominant today and will remain so in the
future, mainly due to its simplicity and ease of implementation. The recent development
of CAPWAP, which is detailed later on this chapter, supports this thesis. For these
reasons we explored both ways and came up with two different approaches, which are
detailed in this chapter: a centralized scheme intended to leave all control in the network
operator’s hands, and a distributed approach, based on “smart” devices that cooperate.
The first approach, namely UAMN, was published in [243,244] and consists of a series of
WLAN APs interconnected through a mesh network with an additional cellular interface
that provides contact with a central manager within the operator’s domain. The second,
published in [127], involves a set of neighboring APs that are able to cooperate in order
to optimize the utilization of a shared resource. As mentioned above, the latter implies a
special attention to signaling.

Furthermore, new IEEE 802.11 standards provide interesting features as regards radio
resource management. Part of the required signaling could be solved by means of these
new functionalities. For this reason, we thought it would be interesting to begin this
chapter with the most relevant aspects of these standards: IEEE 802.11h, 802.11k and
802.11v.

7.1 Standardized Radio Resource Management

Since the early adoption of the IEEE 802.11 standard as the most popular WLAN tech-
nology, the idea of enabling radio resource management was in the administrators’ minds.
The first approach, the IEEE 802.11h, was intended to solve some regulatory constraints,
motivated by the use of frequency bands that may interfere with radar systems. However,
the new functionalities opened a wide range of new possibilities for enhancing spectrum
efficiency: 802.11h enables power control and facilitates dynamic channel management.

Later, the IEEE 802.11k provided a new means to exchange information related to
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radio related measurements. This is indeed an important feature that allows any resource
management application to provide better results, since more precise information on the
radio channel is available.

Finally, TGv is still working on an amendment that will allow, among other features,
the management of client devices from the network side.

7.1.1 IEEE 802.11h: Spectrum Managed

Spectrum management services are a special subset of station services. They are designed
to allow the wireless network to react to conditions and change radio settings dynami-
cally. The development of the IEEE 802.11h [14], now included as part of the current
802.11 standard [24], follows an ITU recommendation that was motivated by the Euro-
pean Radiocommunications Office (ERO)1 demands of minimizing the impact of opening
the 5 GHz band, generally used for military systems, to ISM applications [16]. The
ETSI regulatory domain required the inclusion of new features not found in the initial
802.11a products brought to market. Two services were defined in 802.11h to help meet
those regulatory requirements: Transmit Power Control (TPC) and Dynamic Frequency
Selection (DFS). Both features were handled quite well by the HiperLAN 2 specifica-
tion [7], a technology that was in competition with 802.11a.
In 2004, the FCC opened up the frequencies between 5.470 and 5.725 GHz, provided that
DFS and TPC are implemented properly.

7.1.1.1 TPC

TPC allows the transmission power of a STA to be dynamically adjusted. APs will be
able to use the TPC operations to advertise the maximum permissible power, and reject
associations from clients that do not comply with the local radio regulations. Although
designed to satisfy regulatory requirements, transmit power control may have additional
benefits. For example, an efficient TPC will hold transmit power to the lowest possible
productive level. In this way, clients can use TPC to adjust power of transmitted frames
so as to reduce interference and save battery, while at the same time the quality of the
transmitted signal is enough to guarantee a correct reception using a “fast” modulation.
Power control also helps to simplify the electronics in the AP because all signals will be
received at roughly the same level.

Regulatory maximum power may be configured into an AP or STA, or it may be
learned from Beacon frames containing Country elements. The Country element specifies
the regulatory maximum power, and the Power Constraint element can be used to specify
a lower maximum transmission power specific to the network.

1http://www.ero.dk
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However, the greatest advantage of TPC is that it allows dynamic transmitted power
selection on a per-packet basis. For each frame, the receiver may compute the link margin.
The link margin is defined as the difference between the received power and the minimum
acceptable value (which varies with the modulation in use). It provides a safety margin
that guarantees that the minimum received power is met with a high probability in spite
of detrimental changes in the propagation path. IEEE 802.11h provides means to make
informed changes to transmission power attending the desired link margin. New Action
frames are defined by the 802.11h to allow a STA to request a transmission report. The
receiving STA responds with a TPC Report with the measurements necessary to make
uplink and downlink margin estimations.

7.1.1.2 DFS

The second service, DFS, was developed mainly to avoid interfering with some 5 GHz radar
systems in use in Europe. Although originally developed to satisfy European regulators,
the underlying principles have been required by other regulators as well. To this aim,
DFS will periodically test the channel for potential interference from other radio systems
(most notably radar systems, but also other ISM applications). Whenever radar signals
are detected, the network must switch to another channel to avoid interference.

DFS includes a way for the AP to quieten the channel so that any STA in its cell can
search for other radio activity without interference. It also defines a process to reassign
the cell’s channel on the fly, based on those interference measurements. The availability
of such a feature simplifies the implementation of dynamic frequency assignments. But
probably the most significant part of DFS is the way it allows requesting and reporting
of radio measurements, settling the principles on which the latter IEEE 802.11k is based
(see section 7.1.2).

Measurements can be requested and handled by any STA, at any moment. Those
on-demand measurements can be particularly useful for any radio resource management.
The AP may ask other STAs to make a measurement. Note that those requested reports
from stations are likely to come from a variety of different geographical locations, thus
allowing the AP to learn about the state of wireless medium beyond its coverage area.
Inquiries for radio information are sent using Measurement Request frames. In addition
to the polled operation, in which the AP (or other STAs) ask for measurements, it is
possible to report statistics spontaneously by sending unsolicited Measurement Report
frames triggered by certain events. Measurements may be taken either during a quiet
period or while the radio is in service.

As mentioned above, quiet periods or quiet intervals are used to perform measurements
on the radio channel. In an ad hoc network, the quiet period scheduling is chosen when
the network is created, whereas in an infrastructure WLAN this scheduling is completely
under the control of the AP. Quite intervals are announced by the AP using the Quiet
information element present in Beacon and Probe Response frames.
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During a quiet interval all STAs in the BSS must cease their transmissions. This is
achieved by setting the STAs’ NAV to the length of the quiet period. As explained in
section 2.3.2, the NAV is used for virtual carrier sensing to defer transmissions as if the
medium were busy. When the quiet period resumes, all stations must contend for access
to the radio channel again. There is no preservation of channel access across a quiet
period.

Another interesting feature provided by the DFS service is the channel switching
mechanism; that is, 802.11h enable a network to move seamlessly to another channel.
A channel switch may be produced by either the presence of a radar in the channel in
use, or because an overlaying channel assignment mechanism has decided to change the
frequency plan (e.g. see chapter 5). The APs (in case of infrastructure WLANs) or a
selected STA (in case of IBSS) inform associated STAs of the impending switch by using
the Channel Switch Announcement information element in management frames, as well
as Action frames.
As detailed in Section 5.2.3, in the absence of this mechanism, an uncoordinated channel
switch by the AP may cause associated STAs to loose connectivity for long periods, before
they realize that the BSS has moved to another channel.

7.1.1.3 Action Frames

The IEEE 802.11h amendment added a new management message subtype, Action frames.
There are five different Action frames: Measurement Request, Measurement Report, TPC
Request, TPC Report and Channel Switch Announcement.

Measurement Request/Report a Measurement Request frame is used to request that
a station make measurements and send the results to the sender through a Mea-
surement Response. The requesting STA may specify the moment at which the
measurement should start, and its duration. Periodic responses set by a single
request are also allowed. Three different types of measurements can be requested:

Basic Measurement for a given channel, the requested STA responds with a series
of flags determining whether it has detected a valid frame or not, an OFDM
preamble, radar presence, or any unidentified signal source exceeding a given
threshold.

Clear Channel Assessment (CCA) describes the fraction of time on which the
requested STA’s CCA function was set to busy (see section 2.3.2 for more
details on the CCA mechanism).

Receive Power Indication (RPI) Histogram is used to report the spread of
received power on an interface. The histogram contains eight fields, each of
which represents a range of received power. Each field has a value representing
the fraction of detected signals that falls into its power range.
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TPC Request/Report message exchange enables a STA to estimate uplink and down-
link margins. The responding STA reports the amount of energy by which the
received TPC Request exceeds the minimum acceptable value (i.e. the uplink mar-
gin), and also contains the transmit power used to send the report frame. Based on
this information, the requesting STA can estimate the path loss of the radio link.

Channel Switch Announcement is used to announce the time at which the network
will switch to a new channel, and of course it includes the new channel. The AP
may send the Channel Switch Announcement frame without performing a backoff,
after determining the medium is idle for one PCF Interframe Space (PIFS) period.
In this way, the announcement gets a higher priority than any new atomic exchange
on the medium.

7.1.1.4 New information in management frames

Besides defining new types of frames, the IEEE 802.11h also added new information
elements in previously existing frames.

Beacon and Probe Response frames are used by the AP to define the regulatory domain
and the power constraints that apply on its cell. The AP also includes a TPC Report
element that is sent without the corresponding request. In this case, the link margin field
is set to zero and must be ignored. Additionally, Beacons and Probe Responses are used
to announce quiet periods and channel switches.

Furthermore, STAs use the Association and Reassociation Request frames to inform
the requested AP of their power capabilities and the list of supported channels. More
precisely, the power capability element specifies the minimum and maximum transmit
powers with which a STA is capable of transmitting in the current channel.

7.1.2 IEEE 802.11k: Radio Measurements

The work of the TGk group (Radio Resource Measurement) resulted in the IEEE 802.11k
amendment [36], released in December 2008. According to their own words, Radio Re-
source Measurement addresses some of the existing issues in using unlicensed radio en-
vironments to meet the requirements of emerging technologies. IEEE 802.11k provides
knowledge about the radio environment to improve performance and reliability. This im-
proved knowledge is achieved by means of standardized radio measurements. The scope
of TGk was therefore to define those radio measurements and to provide mechanisms to
higher layers for radio and network statistics. In other words, the proposed Radio Re-
source Measurement approach is to extend the capability, reliability, and maintainability
of WLANs through measurements and provide that information to upper layers in the
communications stack.
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The measurement of radio parameters in a WLAN allows an automatic and dynamic
adjustment to the wireless environment at application level. In 802.11k enabled WLANs
radio measurements are not only carried out locally, the standard allows any STA to send
measurement requests to other STAs. The measurement results are made available to
upper layers for any purpose, making them especially useful for RRM. That is to say,
802.11k is responsible for providing useful information on various radio parameters, any
RRM mechanism definition is out of its scope. In summary, the new services that TGk
added to the 802.11 provide the following:

• Ability to conduct radio measurements in supported channels.

• Ability to make requests and report radio measurements via the wireless interface.

• An interface for upper layer applications to retrieve radio measurements, whether
it be using MAC Sublayer Management Entity (MLME) primitives and/or MIB
access.

• Provision of information about nearby APs.

In order to provide the ability to request or report a collection of radio measure-
ments, IEEE 802.11k inherits mechanisms that were previously defined by the TGh (see
section 7.1.1 for more details). For example, 802.11k uses 802.11h’s Measurement Re-
quest/Report Action frames. More precisely, it extends the family of Action frames with
the definition of two new categories: Radio Measurement, and Public Action frames.
Furthermore, the 802.11k amendment extends previously existing management frames to
include diverse radio measurements.

The implementation of the IEEE 802.11k specifications involves extending the SNMP
MIB to provide access to new objects describing radio link parameters.

7.1.2.1 New responsibilities for the old STAs

As mentioned before, with 802.11k the STAs gain the ability to perform radio measure-
ments on the channel. The resulting information can be made available to either local
upper-layer entities or to other neighboring STAs after a request.

Radio measurements can take place in the working channel, so that ongoing data
sessions are not disrupted. These kinds of measurements are called concurrent measure-
ments. However, radio measurements can also be carried out in different channels (called
dedicated measurements). In this case, the STA must save state information in order to
maintain the current association with a BSS or an IBSS before it switches to the channel
where the measurements take place. For this reason, dedicated measurements should be
requested less often and for shorter durations.



168 CHAPTER 7. RESOURCE MANAGEMENT IN WLANS

The standard allows the duration of the measurement to be defined in the request message.
This duration can be mandatory or either a “recommended” time that the measuring STA
will try to meet as far as possible. The requested STA will try to start the measurement
immediately after the request, although in some cases it is advisable to apply a random
delay prior to the measurement or between consecutive measurements in order to prevent
flooding of responses after a multicast/broadcast request.

Requests can be sent either to individual STAs or to a group of STAs (multicast/broadcast)
in the same BSS or IBSS. In an infrastructure-based BSS, non-AP STAs are only allowed
to send measurement requests to their AP. When a STA has more than one pending
measurement, it will give higher priority to unicast requests, given that multicast mea-
surement requests might already have received a response from other STAs. Similarly,
upon refusal to perform any requested measurement (e.g. the STA is unable to perform
the measurement), the requested STA must inform the requesting STA, but only in the
case of unicast requests.

As with 802.11h, STAs are also allowed to send measurement reports asynchronously
(without a previous explicit request). These unsolicited reports are triggered when a
particular parameter under measurement exceeds a given threshold. The thresholds that
trigger an automatic report are set out in an initial request and can be modified in
subsequent requests. The automatic reporting is stopped when the reporting STA moves
to another BSS or after an explicit request.

7.1.2.2 Action frames

The IEEE 802.11k amendment added new management messages within the Action sub-
type intended to request and report specific radio measurements. There are two new
categories of Action frames: Radio Measurement, and Public. In the first group, there
are Radio Measurement Request/Report, Link Measurement Request/Report and Neighbor
Report Request/Response. In the second group, a new frame is included: Measurement
Pilot.

Measurement Pilot frames are compact Action frames that are transmitted pseudo-
periodically by an AP to the broadcast address, similarly to Beacon frames. The
difference between Measurement Pilots and Beacon frames is that the latter pro-
vide much more information and are transmitted less frequently. The purpose of the
Measurement Pilot frame is to help STAs to quickly detect APs in the area without
an active scan (see section 2.2.2.1 for more details on the 802.11 scanning process).
The AP includes very little information on a Measurement Pilot frame although, as
in other frames, the standard allows additional optional and vendor-specific infor-
mation to be included.

Neighbor Request/Report are used to facilitate handover decisions taken by client
STAs. A non-AP STA may request a list of APs in the area by means of a Neighbor
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Request. This request is sent to the AP to which the STA is currently associated.
In response, the AP sends the list of neighboring APs (members of the same ESS)
stored in the newly defined dot11RRMNeighborReportTable of the MIB. The stan-
dard does not define how this table should be updated. It may have been set by
hand by an administrator, in which case it may contain stale information.
For each AP in the list, the reporting AP includes:

• BSSID

• AP’s capabilities (e.g. 11e QoS enabled, 11h spectrum management, etc.)

• AP reachability (from the requesting STA) for a possible pre-authentication

• AP’s working channel

• Supported PHYs

• Other optional and vendor-specific information

Link Measurement Request/Report allows a STA to assess propagation losses in the
path to another STA. The STA sending a Link Margin Request includes the power
(in dBm) used for transmitting the request message. Then, a station receiving the
request shall include in its response the power and SNR at which the request mes-
sage was received. It also includes information on the transmission and reception
antennas and an 802.11h’s TPC Report element (see section 7.1.1.3). Briefly, a
request/reply exchange of this kind allows two STAs to assess the minimum trans-
mitted power required to maintain a bidirectional communication.

Radio Measurement Request/Report is the generic message exchange used to re-
quest and report one or more radio measurements. The list of available measure-
ments comprises a wide collection of parameters that provide comprehensive in-
formation on the channel status. In addition to the measurements described in
the following paragraphs, Radio Measurement Action frames can be used to obtain
802.11h’s Basic, CCA and RPI histogram measurements.

Beacon Report is used to obtain information on the signal level of received Bea-
con, Measurement Pilot or Probe Response frames. These frames are collected
from one or more BSSs found in one or more channels. This report may assist
in identifying potential AP candidates for an eventual handover. Sending a
report of this type may be conditioned upon receipt of power above or below
a given threshold. Among other information, for each Beacon detected, the
Beacon Report includes the following:

• Received power (dBm) and SNR (dB)

• Frequency channel

• PHY type

• The body, or a portion of the frame (as explicitly detailed in the request)



170 CHAPTER 7. RESOURCE MANAGEMENT IN WLANS

A Beacon Report may be created in three different ways: Passive, Active or
Table-based. In the first case, the requested STA passively listens for Beacon
and Probe Response frames. In the second, the requested STA forces the trans-
mission of Probe Response frames by broadcasting Probe Request messages. In
the latter case, the STA sends stored data obtained in previous measurements.

Frame Report enables different measurements based on any frame received from
a particular STA or from a group of STAs. However, the standard only de-
fines the Frame Count Report. The STA that performs such a measurement
observes the traffic on a given channel and makes a summary for each different
transmitter detected during the measurement. Similar to the Beacon Report,
for each transmitter, the requested STA informs of received power, SNR, etc.
A Frame Count Report includes the number of data or management frames
received from a given STA.

Channel Load Report provides the load metric of a given channel based on the
measurement of busy time (see Section 6.1.4.2). More precisely, channel busy
time is defined as the proportion of the time during which either the physical
carrier sense, the virtual carrier sense (NAV) or both indicate that the channel
is busy. This measurement is similar, although not identical, to the CCA report
added by the IEEE 802.11h. The latter does not use NAV information.

Noise Histogram Report presents a measurement of received power detected
while the carrier sense mechanism indicates a free medium.
The histogram consists of ten different levels (between -92 and -55 dBm) and
is drawn by taking into account the portion of time in which noise is detected
in each of the ten levels. This measurement is similar in conception to the
802.11h’s RPI Histogram, but besides the power densities, the Noise Histogram
Report shall include the average noise plus interference power on the measured
channel at the antenna connector during the measurement duration.

STA Statistics Report is not actually a radio measurement per se. Upon re-
ceipt of a STA Statistics Request, the requested STA sends information stored
in different MIB objects. Some of them belong to the current definition
of the 802.11 standard (including the 802.11e amendment): dot11Counters
(OID: .1.2.840.10036.2.2), dot11MacStatistics (OID: .1.2.840.10036.5.1.4) and
11e’s dot11QosCountersTable (OID: .1.2.840.10036.2.6). In addition to the
mentioned statistics, the report may include measured MAD values (see Sec-
tion 6.1.4.1).

Location Configuration Information Report is used to provide presence in-
formation. Requests can be either Local, or Remote. Using the first type of
request, a STA seeks to obtain its own location (i.e. requesting STA says -
where am I?). The second request is used to obtain another STA location (i.e.
- where are you?).
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These reports include Latitude, Longitude, Altitude, and optional Azimuth
information of a given STA, following the format described in RFC3825.

Transmit Stream/Category Report consists of measurements of the quality
provided to a given Traffic Stream (TS) or Traffic Category (TC). Obviously,
this measurement only applies to QoS-capable STAs. The measurement is per-
formed on the traffic between the requested STA and a target STA (specified in
the request). The quality is measured in terms of delay, transmission attempts,
frame loss, etc.

7.1.2.3 New information in management frames

Besides the TPC element, already introduced by 802.11h, an IEEE 802.11k enabled AP
includes the following information in Beacons and Probe Responses :

• AP Channel Report : list of channels where an AP is likely to be found (according
to the MIB element dot11APChannelReportTable).

• BSS Average Access Delay : MAD load metric, as defined in section 6.1.4.1.

• BSS AC Access Delay : in QAPs, MAD values measured for the four different ACs
(Best Effort, Background, Video and Audio).

• BSS Available Admission Capacity : in QAPs, the remaining amount of medium
time available via explicit admission control (i.e. the original definition of AAC).

• Antenna Information: information on the antenna used to send that frame.

It is worth mentioning that early versions of the IEEE 802.11k standard also added
the BSS Load element in Beacon and Probe Responses. However, TGe went ahead and
included this information element on their amendment (released three years before). The
BSS Load element, which has been previously defined (see section 6.1.4), provides inter-
esting information for the mechanisms discussed in Chapter 6. An in-depth analysis of
those parameters can be found in [268].

Another interesting feature added previously by the 802.11d and included in the cur-
rent standard [24] is that a STA can request any information element in a Probe Request
frame. The AP will then respond with a Probe Response carrying the requested infor-
mation, which may include any new element (i.e. radio measurement) introduced by the
IEEE 802.11k.

No new changes are made to Association Request frames with respect to the 802.11h
definition, which included information about the minimum and maximum transmit powers
with which a STA is capable of transmitting in the current channel. In contrast, the
Association Response now bears information about the power and SNR at which the
request was received. The uplink margin is thereby assessed by the requesting STA
without the need of a Neighbor Request/Report exchange.
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7.1.3 IEEE 802.11v: Network management

This amendment is still in the early stages of development. A first draft emerged in July
2007, but the final 802.11v standard is not expected until July 2010. The current version
of the Draft document is v3.01 [37] (at the time of writing), but like other IEEE 802.11
working documents, it is not publicly available. For this reason, the contents of this
section may be outdated or may not reflect the actual definition of all IEEE 802.11v’s
processes and mechanisms.

As stated by the TGv, the IEEE 802.11v amendment defines mechanisms for wireless
network management of non-AP STAs, including BSS transition management, co-located
interference reporting, diagnostic and event reporting, a traffic filtering service, power
saving enhancements and presence. To this end, IEEE 802.11v defines a new set of
Action frames: Wireless Network Management Action frames.

7.1.3.1 Power saving and traffic filtering

One of the most publicized new features added by 802.11v is the improved Power Saving
Mode (PSM). In the current IEEE 802.11 standard, a STA using PSM only leaves the
dormant state to send frames or to wake up periodically in order to receive frames. Uni-
cast packets directed to a STA in PSM are buffered in the AP; each STA has its own time
interval to wake up and see if there is anything in its buffer. However this mechanism
showed some limitations. The limitations of PSM motivated the development of several
improvements, some of which are gathered under the Wi-Fi Multimedia Power Save certi-
fication (WMM-PSTM)2. WMM-PSTM includes the Unscheduled Automatic Power Save
Delivery (U-APSD) to achieve a reduction in latency and overhead in unicast frame de-
livery. However, these improvements do not change the legacy PSM multicast/broadcast
frame delivery mechanism. This mechanism unnecessarily forces STAs to wake from doze
state in order to deliver multicast/broadcast frames even though the station is not inter-
ested in them. The upcoming 802.11v will allow STAs to define the multicast traffic they
are interested in, and therefore they will only wake up when necessary. More precisely,
a STA may send a Traffic Filtering Service Request Action frame to the AP to request
the specified traffic filtering. The request includes an octet string that is compared to the
frame content so as to decide whether this downlink frame is delivered or not. Moreover
802.11v includes the definition of an ARP Proxy mechanism that filters Address Resolu-
tion Protocol (ARP) requests (sent to the broadcast address). Those broadcast requests
wake up all dormant STAs regardless of the intended destination.

7.1.3.2 Measurement, event and diagnostic reporting

IEEE 802.11k radio measurements are extended by the TGv to add the new Multicast Di-
agnostic Report. This mechanism allows an AP to receive statistics of broadcast/multicast

2http://www.wi-fi.org/knowledge center/wmm
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traffic at associated STAs. Any STA accepting such a request shall count the number of
received MSDUs with the specified multicast address during the requested duration. An-
other interesting measurement is provided by the Co-located Interference reporting. It
allows a requesting STA to receive information concerning the co-located interference be-
ing experienced by another STA on the operating channel. The requested STA sends
a Co-located Interference Response frame to the requesting STA if it detects that a co-
located radio or another co-located interferer is causing performance degradation to its
WLAN receiver. This report may include the periodicity, level of interference, accuracy of
the reported interference level, interference center frequency and interference bandwidth.

Besides radio measurements, 802.11v also enables the reporting of different MAC level
events through the Event Request/Report exchange. By using this feature, an AP is
able to request its associated STAs information about recent or past transition events
(i.e. handovers), RSNA events regarding authentication parameters, etc. Finally, a STA
experiencing network problems may be queried at any time for its current set of vendor-
specific syslog messages (in human readable form).

An AP can also use Diagnostic Request/Report protocol as a means of diagnosing and
debugging complex network issues. For example, an AP may use Diagnostic Requests to
discover the range of capabilities available to an associated STA or to discover various
important operating settings currently in use by an associated STA. These capabilities or
settings include available and current data rates, supported channels, the SSID, antenna
type and gain, and even the firmware version or the manufacturer, model and serial num-
ber.
There are other Diagnostic Requests that involve some actions carried out by the re-
quested STA. For example an Authentication Diagnostic or an Association Diagnostic
is used to determine whether a STA is able to perform an IEEE 802.11 authentication
(or association) with a designated BSS. This requires the authentication or association
processes to be completed by the STA with a specific AP.

7.1.3.3 Presence procedures

An attractive new capability added by 802.11v is the requesting and reporting of location-
related information. Regarding this feature, we have to note that IEEE 802.11v is only
intended to standardize the way location information is exchanged or advertised, and
it does not automatically add location capabilities to WLAN devices. STAs supporting
location services need additional hardware (e.g. a GPS) or an enabled interface to an
external location information source. However, the exchange of Radio Information (an-
tenna gain, transmit power, etc.) together with Timing Measurement enables distance
estimations between neighboring STAs based on either received power measurements or
round trip time calculations. Additionally, STAs can inform about their mobility (e.g.
stationary, in motion and the speed).
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The Presence Request/Report procedure allows any STA to request either its own
location information or the remote STA’s location, from a peer STA that supports location
services. Furthermore, any STA may periodically advertise its presence without a previous
request since presence information may be included in Beacons and Probe Responses, in
the case of APs, or in (Re)Association Requests and Presence Requests/Responses, in the
case of non-AP STAs.

7.1.3.4 Association control

There is still another new feature that is of special interest for load balancing schemes, as
explained in Chapter 6. Recall that associations between STAs and an APs are decided
and handled by the STAs based on signal strength measurements of received Beacon (and
Probe Response) frames. The BSS Transition Management mechanism defined by the
IEEE 802.11v provides means to perform network-driven association management. That is
to say, the network is now able to decide the AP to which a given STA must be associated,
based on load balancing criteria. The BSS Transition Management Request is sent from
an AP to ask a STA to move to another (less loaded) AP. The request may include a list
of candidate APs in the form of 802.11k’s Neighbor Reports (see section 7.1.2). Those
Neighbor Reports are extended by IEEE 802.11v to include cell load information, enabling
client-driven load balancing. What is more, 802.11v not only enables network-directed
load balancing, but also promotes and improves the traditional client-driven association
scheme since any STA may request information from the AP through a BSS Transition
Management Query to determine the timeliness of an intended handover.

7.2 Centralized management architectures

Centralized WLAN architectures indeed simplify the deployment of large-scale networks
by enabling network-wide monitoring and by improving configurability.

For these reasons, centralized management has been traditionally used for both the
wired and the wireless worlds, since the advent of the SNMP protocol. As a matter of fact,
there are several commercial solutions on the market for the centralized monitoring and
configuration of large-scale WLANs. For example, Aruba Networks’ AirWave [28] or En-
terasys Wireless Management Suite [40] offer a management environment for multi-vendor
WLAN devices based on SNMP. Besides traffic monitoring, user location and tracking,
and security alarms, these solutions are claimed to optimize APs’ radio parameters. How-
ever, no hints are given on what exactly they optimize or how it is done.

In [169], the authors provided the basis for the development of an SNMP-based man-
agement application, specifically designed for 802.11 WLANs. In [298], SNMP is used to
implement a network-driven load balancing mechanism: clients request an association to
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a central manager, which maintains load statistics from the controlled APs by means of
SNMP.

Strongly related to SNMP, other proposals use the newly CAPWAP architecture for
radio resource optimizations. Cisco, precursor of the IETF CAPWAP initiative provides
the Wireless Control System [29] to manage a collection of light-weight APs (although it
also supports a limited set of standalone “thick” APs). In [200] and [66], simple wireless
network resource management functions are proposed to investigate the applicability of
CAPWAP. In [44], a similar approach is proposed, based on the same idea of managing
“thin” APs.

In the following sections, we describe the basic operation of SNMP, since it is still the
“de facto” standard for (centralized) network management. Besides, given its recentness
and the fact that it presents an alternative to our vision of “intelligent” devices, we
considered that an introduction to CAPWAP was also worth providing. Finally, our
centralized approach is explained. We have to note that the UAMN is not intended to
substitute or compete against SNMP or CAPWAP, since it is not a management protocol.
UAMN is a novel architecture which includes a management framework for APs that
makes use of 802.11 and cellular interfaces.

7.2.1 SNMP

Simple Network Management Protocol (SNMP) is a component of the Internet Protocol
Suite defined by the Internet Engineering Task Force (IETF) in several RFCs. It is
considered nowadays as the de facto standard for management and administration of
IP networks. The most recent version of SNMP is known as SNMPv3 [87]. The set of
standards comprised within the SNMP management scheme include the definition of an
application layer protocol, a database schema, and a set of data objects. These objects are
in fact configuration parameters and statistics that are exposed in the form of variables
on the managed systems. These variables can then be queried (and sometimes set) by
managing applications.

SNMP defines a centralized architecture [153] (see Fig. 7.1), where one or more network
managers handle several network devices through their SNMP agents.
The network manager can be described as an application software used to monitor and
control managed devices. This entity allows the centralized management of the network
and thus provides the bulk of the processing and memory resources required for those
processes. The SNMP agents are the entities that actually interact directly with the
devices. An SNMP agent is a software module running in every managed device and
is in charge of managing local information and configuration parameters according to
the network manager’s indications. Managed devices also contain managed objects. As
explained before, those objects can be used to represent hardware modules, to define
configuration parameters or to store statistics and other data. The objects, in the form of
variables, are made accessible via SNMP by the agents and are organized in hierarchies.
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Figure 7.1: Architecture for SNMP frameworks

These hierarchies, and other metadata (such as type and description of the variable), are
described by Management Information Bases (MIBs).

Communication is needed between agents and managers to access the objects stored
in the MIB. SNMP uses UDP as the transport protocol, and therefore it assumes that
this communication is not connection oriented, so there is no guarantee that an SNMP
message has been successfully delivered. This makes the network manager take the re-
sponsibility for all reliability issues. SNMP dialogue follows a request-response scheme,
but it also defines an event-driven mechanism. SNMP Agents are allowed to report an
alert or other asynchronous event to the manager, even though it has not been previously
requested. Such events can be of different nature, e.g. a given statistic exceeds a given
threshold, the managed device has just recovered after a power-off, etc.. This type of
asynchronous message is called trap (in SNMPv1 [88]) or notification (in SNMPv3).
The event-driven communication between agents and managers puts forward interest-
ing applications. For example, in [132] we presented a centralized location system for
IEEE 802.11 WLANs that used SNMP traps. Every time an AP completes the associa-
tion of a new STA, it sends a trap reporting the association. Then, the manager receiving
those traps knows the AP (and hence the room) to which a STA is associated.

Following this Manager/Agent paradigm, managed objects must be accessible so that
their information can be either retrieved or modified. The Structure of Management
Information (SMI) is defined by the IETF in RFCs 1155 [261], and 1212 [262]. The SMI
establishes how the information is organized, named and described in order to allow a
logical access.
Each object has a unique object identifier (OID) consisting of a series of numbers sepa-
rated by periods that depend on the object’s position within the tree defined by the SMI
(see Fig. 7.2); for example, the standard group objects related to TCP/IP stack can be
found under the OID group .1.3.6.1. According to the SMI, the structure of such objects
is described according to ITU’s Abstract Syntax Notation One (ASN.1). The mentioned
notation describes data structures for representing, encoding, transmitting, and decoding
data. It provides a set of formal rules for describing the structure of objects that are
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Figure 7.2: SMI tree for ieee802dot11 group

independent of machine-specific encoding techniques. A MIB is then a collection of defi-
nitions that specify the properties of objects in a managed device. The device maintains
a database of values for each object defined in the MIB.
The base MIB, which defines the most important objects used to define the TCP/IP
stack, is known as MIB-II and is defined in RFC 1213 [220]. Of course, each different
type of device may contain a set of particular objects, in addition to the common objects
of the MIB-II. There are a number of RFCs that define specific MIBs for certain devices.

The IEEE 802.11 contains an extensive collection of management functions. The
complexity of the additional variables added by the 802.11 has been organized in a specific
MIB whose formal description is detailed in Annex D of the IEEE 802.11 specification [24].
The different amendments of the standard update this structure by modifying or adding
new parameters.
The specific group of objects devoted to specific 802.11 layer 1 and layer 2 parameters is
located under the OID .1.2.840.10036 (see Fig. 7.2). This MIB is described and discussed
in detail in [142]. The four main groups are briefly described below.

1. dot11smt : contains objects related to the station management and the local config-
uration. Includes global configuration parameters that are not part of the MAC itself
(e.g. ESSID, multi-domain capability, infrastructure mode, ad-hoc, etc.), authenti-
cation, and privacy, and provide a means for automated notification of significant
events.

2. dot11mac: this group provides access to objects that allow tuning and monitoring
MAC layer parameters. It contains useful statistics (transmitted fragments, FCS
errors, etc.). It also allows the multicast processing at layer 2 to be configured.

3. dot11res : contains objects that describe available resources. The standard does
not define any accessible objects it is rather intended to provide room for MIB
extensions defined for a specific model, or a particular manufacturer.
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4. dot11phy : This group contains information about different physical layers (DSSS,
FHSS, OFDM, and Infra-Red). The information provided for DSSS and OFDM
PHY is very limited; it includes information on the frequency channel, CCA mode,
or the use of short or long preamble in HR-DSSS. It also provides support for
antenna diversity and setting of transmission power (in 8 levels). Also there is
space for specific objects of certain products and manufacturers.

In brief, even after extending the IEEE 802.11 MIB with the amendments defined
by the TGh [14], there is little information related to radio resources. In addition to
this, there is a lack of uniformity in the provision of such parameters among different
manufacturers. As mentioned, the IEEE 802.11 left room for private MIBs to fill dot11res
or dot11phy groups, and in consequence, a given parameter may have different names
and be in different units, depending on the device manufacturer. Therefore, SNMP is
not powerful enough by itself to enable an improved radio resource management, unless a
comprehensive collection of RRM manageable objects and statistics is standardized and
implemented by manufacturers.

7.2.2 CAPWAP

The Control and Provisioning of Wireless Access Points (CAPWAP) IETF group3 is on
the point of finalizing (at the time of writing) the standardization process of a new pro-
tocol and a set of mechanisms intended to solve the problems of implementing large-scale
WLANs.
The problems introduced by the large-scale deployment of 802.11 WLANs in enterprise
networks were analyzed in RFC 3990 [238]. In that document, four basic issues are put
forward: first, that each AP is a new networking device requiring management, monitoring
and control; the second point states that distributing and maintaining a consistent config-
uration among a large number of APs (may include a great variety of manufacturers and
vendors) is a difficult task, because, although part of this configuration is unchanged in
the long run (IP address, ESSID, etc.), another part is completely dynamic and requires
a constant attention hindering the provision of a unique and consistent configuration;
thirdly, coping with the dynamic nature of the wireless medium requires a coordinated
control for maximizing network performance; finally, there are evident security issues,
so there is also a need to provide safe access to the network and prevent installation of
unauthorized APs.

CAPWAP inherits many concepts from its predecessor, Cisco’s Light Weight Access
Point Protocol (LWAPP) [82], maintaining its philosophy. The idea is not only to main-
tain a centralized management of a series of “light” APs, but also to move part of their
“intelligence” to a central controller. According to the RFC 4118 [296], an IEEE 802.11 ac-
cess network is divided into two device categories: Wireless Termination Points (WTPs),

3http://www.ietf.org/html.charters/capwap-charter.html
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which in fact represent those “light”’ APs, and Access Controllers (ACs). An AC central-
izes the management of several WTPs. The functionality of the AC is not limited to the
provision of network configuration; it can also manage WTP firmware loading, authen-
tication and radio resource allocation through RF monitoring and setup, which provides
means to optimize global network performance. The goals of this architecture explicitly
stated in the current CAPWAP specifications are threefold:

• Centralize authentication and policy enforcement functions for a wireless network
and, in some cases, bridging and encryption of user data.

• Move processing away from the WTPs, leaving there only time critical functions
and protecting the most critical network parameters in the remote AC.

• Provide a generic encapsulation and transport mechanism for control and man-
agement messages, enabling the operation of CAPWAP regardless of the wireless
technology.

RFC 4118 proposes three different network architectures, depending on the central-
ization level of the control operations. The architectures are called Split MAC, Local
MAC and Remote MAC. The CAPWAP specifications do not assume any specific wire-
less technology. However, the RFC 5416 [80] defines the binding for IEEE 802.11 WLANs.
Specifically, RFC 5416 details two architectures (Split MAC and Local MAC ) for the case
of 802.11 networks. In both cases, the services with strict timing requirements (e.g. bea-
con generation and probe responses) are kept in the WTP. In a Split MAC architecture,
Distribution and Integration services (see section 2.2 for a description of these services)
reside on the AC, whereas all MAC functionalities are entirely left to the WTP in the
Local MAC architecture. In the latter case, the AC is responsible for WTP configura-
tions and access policy definitions. That is to say, following a Split MAC architecture, the
WTP is only devoted to the tunneling of data and management frames (except beacon,
probe response and power management frames) to and from the AC.

These advanced control functions require a frequent exchange of management messages
between the AC and the managed WTPs. As defined in RFC 5415 [81], CAPWAP control
and data messages are sent using UDP, and are secured using Datagram Transport Layer
Security (DTLS). Resilience is achieved using a request/response scheme, where timeouts
cause retransmissions when a response does not follow a certain request.

The CAPWAP protocol also defines a discovery protocol that enables automatic as-
sociation of WTPs to the AC. Whenever a new WTP is initiated, it sends a Discovery
Request message and waits for an AC Discovery Response. Once the AC is selected, a
secure DTLS session is established and both devices exchange their configuration and
capabilities.
At the end of configuration phase, the WTP is ready to send and receive CAPWAP mes-
sages. Data frames collected by the new WTP are then forwarded to the AC using the
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Figure 7.3: CAPWAP network architecture

CAPWAP data message encapsulation rules: IEEE 802.11 header (excluding FCS) and
payload are encapsulated and sent to the AC. According to the IEEE 802.11 binding [80],
wireless frames encapsulated by the WTP may also include a CAPWAP optional header
with information on the RSSI, SNR and data rate used by the sending wireless STA. When
the frame is encapsulated by the AC, the CAPWAP header may include information on
the WLAN identification to be used when sending the frame to the wireless medium.

Besides data exchange, WTPs and the AC exchange control frames for different man-
agement purposes. These control messages can be triggered as a result of either a manual
configuration update or automatically generated to dynamically adapt WTP configura-
tion. Control messages allow the AC not only to configure the WTP but also to modify
station session state on a WTP (including QoS specifications). The protocol also specifies
messages that can be sent asynchronously by the WTPs to notify the AC of certain events
(similar to the SNMP traps). Nevertheless, all control messages intended to manage radio
resource related parameters are in fact used to read or set ieee802dot11 MIB objects as
defined in [24], and therefore the CAPWAP protocol does not provide an added value in
this regard. For example Direct Sequence message is used in CAPWAP to set the values
of the dot11PhyDSSSTable (OID .1.2.840.10036.4.5), which allows the frequency channel
to be set in a DSSS PHY; the same operation in an OFDM PHY is achieved by means
of the CAPWAP’s OFDM Control, used to set the values of the dot11PhyOFDMTable
(OID .1.2.840.10036.4.11). Transmission power of a WTP’s radio is set through the
CAPWAP’s Tx Power, used to update the value of dot11CurrentTxPowerLevel (OID
1.2.840.10036.4.3.1.10).
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It is also worth mentioning that CAPWAP extends the WTPs’ SMI by adding two new
MIBs: the CAPWAP Protocol Base MIB [266] and CAPWAP Protocol Binding MIB for
IEEE 802.11 [267]. However, these new MIBs only add CAPWAP’s specific timers and
variables.

7.2.3 UAMN

Wireless Mesh Networks (WMNs) have been used by the army or in emergency situations
due to their robustness and easy deployment. Furthermore, community networks use
mesh concepts to skip ownership and the operator’s control. These examples do not
envisage any commercial exploitation. In [243, 244], our research group studied possible
applications of cellular networks in overcoming the limitations of mesh networks, which
mainly include security and QoS issues. The project, set up between UPC, Vodafone and
Swisscom defines a UMTS/GPRS assisted mesh network (UAMN).

As mentioned earlier, this proposal is not intended to substitute SNMP or CAPWAP,
since it covers a wider scope. In fact, UAMN could use SNMP or CAPWAP to remotely
configure some mesh node parameters, but on the other hand, none of them cover all the
requirements of the whole system.

7.2.3.1 Architecture

The WLAN network consists of several devices that are able to work as APs and as mesh
nodes at the same time. To do so, these devices use two different air interfaces: standard
IEEE 802.11b/g for the AP interface (provides access to client STAs), and IEEE 802.11a
for the backhaul (participates in the mesh network). The mesh network carries traffic
between attached users or either between WLAN users and other users/servers in the
Internet. This functionality requires the presence of gateway nodes, which are mesh
nodes with an additional interface to the cellular network (UMTS or GPRS), or to the
wired network (Ethernet, xDSL). Fig. 7.4 shows an example of the architecture of such a
network.

If more than one gateway is present, not only reliability and robustness is increased,
but also more bandwidth may be offered to the WLAN users. However, if gateways’ WAN
connection to Internet is built upon cellular links, they become the network bottleneck.
In order to mitigate this problem, gateway nodes offer traffic optimization functionali-
ties (e.g., load balancing between gateways and proxy services) which reduce the traffic
through the UMTS/GPRS interface.

The UMTS/GPRS network offers a wide coverage and a trusted relation with the
user. These two features allow the main drawbacks of mesh networks to be solved. The
UMTS/GPRS interface can be used to connect different parts of the same mesh network,
manage nodes and monitor the performance of the deployed mesh nodes.
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Figure 7.4: UAMN network architecture

User devices and mesh nodes may have a cellular connection in addition to the WLAN
interface. This is not a hard requirement on the design but, if present, it eases the
implementation of a centralized management scheme. The cellular connection is used by
the user and the mesh nodes for signaling, and as mentioned earlier, it may also be used by
the gateway nodes for data transmission. The term “network signaling” is used to describe
all the messages involved in the user authentication process, accounting and management
mechanisms. On the other hand, routing signaling information is only exchanged through
the wireless mesh interfaces.

Our aim in this section is to detail the mechanisms related to radio resource manage-
ment. Nevertheless, this architecture allows us to cope with other requirements, as briefly
discussed in the following paragraphs.

Security : as the mesh network can be seen as an extension of the UMTS/GPRS network,
the UAMN should offer network authentication and privacy to the user and user
authentication and authorization to the network operator. Besides, mesh nodes
must be authenticated, and routing information should be sufficiently protected
in order to prevent malicious nodes from introducing erroneous information about
routes. Additionally, the network should provide self security mechanisms that react
upon detecting an attack (e.g., changing functional parameters or avoiding certain
routes).
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Mobility : the mesh network should be transparent to the user, who will see its con-
nection to the UAMN as a standard WLAN ESS. Therefore, the user must be able
to move from one AP to another, ignoring that those APs are in fact, mesh nodes.
However, client STAs need to support the security features listed above. For exam-
ple, the user is only authenticated once, through the cellular interface, so no new
re-authentication is needed when the client device carries out a handoff between two
mesh nodes. Furthermore, APs (i.e. mesh nodes) are also mobile. This mobility is
supported by ad-hoc routing.

Quality of Service : for the same reasoning applied to the security requirements, the
UAMN should provide QoS in a similar way as it is provided by the UMTS/GPRS
network, but with the additional problem brought by the node mobility and the
usage of an unlicensed band. The QoS mechanisms are implemented in mesh nodes
and gateways, where the different traffic flows should be transmitted using different
paths and the appropriate link quality metrics used in the routing protocol. In
order to distribute the traffic efficiently between gateways and perform an adequate
admission control, nodes should periodically report (through the cellular interface)
information, such as load conditions and link capacity estimations.

Self-configuration : the main advantages of the mesh network are an easy deployment
and self-healing capabilities. A node acquires its operational parameters through a
dialogue with a central server, but they also learn from the information provided by
neighboring nodes. The self-configuring abilities include the frequency assignment
mechanism detailed in Section 5.2, load balancing between gateways and mesh path
selection.

Protocol Optimization : as mentioned, the mesh network is connected to the Internet
using gateway nodes. The GPRS or even the UMTS interface may be the source of
some undesired effects on “chatty” protocols, such as Hypertext Transfer Protocol
(HTTP), due to long Round Trip Times (RTTs). This behavior degrades the per-
formance of the transmission. This problem can be mitigated with the utilization
of protocols that are optimized through the radio interface. In the proposed archi-
tecture this functionality is located on gateway nodes, thus requiring minor changes
on user terminals.

7.2.3.2 Resource management within UAMN

Two mechanisms presented in this thesis were included in the UAMN set of functionali-
ties: channel assignment (c.f. 5.2) and client-driven load balancing (c.f. 6.2.2). Frequency
management requires signaling between APs and the central manager, whereas load bal-
ancing involves a signaling exchange between clients and the manager. As detailed in the
architecture sub-section, this signaling uses UMTS/GPRS cellular interfaces.
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7.2.3.2.1 Load balancing When a new user’s device is initiated, it first contacts
the central control (CC) through the cellular interface and provides the identities, SINR
information and working channel of all APs within reach of its WLAN interface. The
central control is then responsible for selecting the best candidate. Note that with all this
information the user:

• Provides a list of all APs from other networks that may interfere with that node.
This list helps the CC to perform a better frequency allocation algorithm.

• Provides a list of APs that belong to the operator (i.e. the mesh nodes), which are
candidates to receive a handover when the client moves from one AP to another.
This information can also be used for sending clients’ authentication profiles to these
neighboring APs, so as to minimize the handover time.

With this information, the CC chooses the AP providing the highest AAC for that
particular node. In previous sections (c.f. 6.1.5), we argued that AAC was the best load
metric for IEEE 802.11, since it captures the effects of all phenomena affecting an AP’s
load. Each AP computes its own AAC, which is sent to the CC. Then, the CC sends a
response to the client (through the cellular interface) with the SSID, channel, encryption
key and MAC address of the AP (in addition to the IP addresses and gateway address
for the client’s WLAN interface configuration).

7.2.3.2.2 Frequency assignment The availability of a GPRS/UMTS interface sim-
plifies the signaling between the CC and the managed APs. The CC receives interference
and utilization information that both the APs, and the clients send through the cellular
interface. In this way, it is possible to utilize the CC to coordinate the channel allocation
management. As previously detailed, the CC receives interference information during the
user authentication phase, but also when clients detect a link degradation. Moreover, the
mesh nodes send measurement reports in a similar way. After a mesh node is activated
and validated against the CC via the GPRS/UMTS interface, the CC sends a message to
the AP with channel configuration information. Given a scenario like the one depicted in
Fig. 5.3, Fig. 7.5 shows the message sequence sent via UMTS/GPRS between the mesh
nodes and the CC, when a new node 2 joins the WMN; nodes 0 and 1 are already
operational on channels 1 and 6, respectively. After the first assignment, node 3 (non
manageable) is initiated on channel 11:

• INFO MSG : Periodic message reported every Tinfo seconds by the mesh nodes,
including information about their identity (MACx), current channel (Cx), load con-
ditions (Ux) and interference information (Sxy). The packet format is depicted in
Fig. 7.6.

• NEW CHANNEL MSG : unicast message sent by the CC to each of the managed
APs with the channel assigned to that node.
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Figure 7.5: Example of signaling exchange for channel assignments in UAMN

All this information allows the CC to build the interference graph, which is required to
run the algorithm defined in Section 5.2.2. The CC runs the algorithm periodically (every
Tvalid ch alloc seconds). If the CC detects that a channel switch could improve the capacity
of the network by a preset threshold, it sends the new channel assignment to each AP
(only to those APs whose assigned channel must change in the new assignment).

7.3 Distributed management

As discussed earlier, centralized management systems are a good solution for medium-
sized networks under a single administrator domain. But they are losing their position
due to their poor scalability, and lower levels of robustness and dynamism. Further-
more, more intelligence is continuously being added to all network elements, so they are
gaining autonomy and increasing their decision capacity. Next generation networks are
distributing core functionalities towards the boundaries of the operator, to the point that
4G anticipates that even client devices will participate [121]. In a scenario where the re-
sponsibilities are getting distributed, it is reasonably expected that any problem is faced
by promoting the cooperation between the elements that comprise the network. But
a distributed and cooperative mechanism always involves some kind of communication
between the participant entities; this is the problem we will try to depict in this Section.
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Different paradigms exist in the literature for the distributed management. These
paradigms include the idea of mobile code [86] and its related application known as Man-
agement by Delegation (MbD) [201]. The concept of intelligent agents was also brought
to network management [94], and later applied to IEEE 802.11 WLANs in [125]. However,
a concrete definition suitable for the WLAN radio management environment was lacking.
For this reason, we developed two new distributed resource management strategies, which
are analyzed in this section. These approaches cover the requirements of a channel allo-
cation algorithm (as detailed in Section 5.2) and a distributed load balancing technique
based on cell breathing (as detailed in Section 6.2.3). The new communications needs that
arise are analyzed. Although we will concentrate on the two mentioned mechanisms, we
provide conclusions that remain valid for other distributed resource management strate-
gies.

7.3.1 Requirements for communications

We try to solve the problems of adding signaling capacity to a group of elements which
cooperate to obtain a better use of a shared resource. Signaling is a means by which the
network elements exchange information to provide control management and performance
monitoring (in contrast to user information transfer).

Although the major number of WLAN networks are infrastructure based (use of APs),
from an inter-network point of view, its behavior could be compared to that of ad-hoc
networks. That is to say, our scenario consists of a varying number of access points that
can unpredictably appear and disappear in a region. Moreover, future wireless networks
(4G) are expected to have an ad-hoc, dynamic structure with ubiquitous nodes that must
have the individual ability to self-configure and promote a collective awareness. Con-
trolling such a network means coping with uncertainty. For this reason, a new approach
to the control and coordination of future networks will be needed, replacing centralized
with highly decentralized control. A widely accepted approach consists of self-organizing
systems found on the interaction of smart but simple nodes providing network-wide co-
ordination. Nevertheless, there is no need to imagine uncertain future scenarios; solving
distributed resource management issues in the field of IEEE WLANs is a challenging field
of research not only because it is a nearby 4G testbed, but also for actual current appli-
cations. Therefore we consider the IEEE 802.11 APs as the entities exchanging signaling
information in a distributed manner.

All these arguments led to the implementation and deployment of different distributed
resource management strategies in an IEEE 802.11 WLAN ESS. We first considered the
necessity of communication among APs when we wanted to implement the distributed
algorithm for the frequency assignment problem presented in Section 5.2. For the proper
operation of the algorithm, it was necessary to exchange information regarding interference
and utilization of every cell, so that all participants know the interference levels between
each pair of neighboring APs. Thus, not only is the information exchanged locally among
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close devices, but we must also provide the means for certain information to travel to the
furthest element if needed. In consequence, the elements of the signaling network must
be able to forward or route the information in order to reach any AP.

Although its immediate application is limited by the boundaries of a single adminis-
trative domain, cooperation among independent domains ruled by different owners is also
desirable when they share the same resources, as is the case with the unlicensed 2.4 and
5 GHz frequency bands used in 802.11 WLANs. In these cases, it is clear that coopera-
tion brings a better utilization of the resources than a greedy behavior by the competing
domains. But inter-domain cooperative resource management is difficult to establish due
to potential mal-practices and other security issues that are out of our scope. We will
try to provide means to communicate different domains, although we are aware that the
emergent security problems involved are left open.

A load balancing mechanism was also implemented developing the concepts of cell
breathing, as detailed in Section 6.2.3. In this case, inter-AP communications are limited
to the neighboring set of a congested AP. That is to say, it does not make sense that
messages announcing a cell resizing traverse multiple hops. Once the signaling problem is
solved for the channel allocation algorithm, it will be easy to add a new message exchange
to support the cell breathing technique. The amount of information bytes required for
the load balancing is also insignificant compared to the signaling involved in the channel
allocation system.

However, the chosen solution should also be suitable for a future use of other resource
management mechanisms such as fault recovery, rogue node detection, etc. To sum up,
the specific requirements for the signaling protocol are:

• Allows communications between APs in different domains.

• Must follow a distributed architecture.

• Self-configurable, adaptable to changing conditions.

• Should allow all-nodes broadcast and unicast.

• Suitable for different resource management mechanisms.

7.3.2 Feasible solutions

First of all, the lack of a common wired distribution system makes us “think wireless”,
i.e. we propose the use of APs with more than one wireless interface: one is devoted
to keep working as an AP, and the others can be used to join an ad-hoc network for
inter-AP communication. As well as for signaling, inter-AP communication could also be
used to build a wireless backbone, as proposed in [299]; in this way, the additional cost
introduced by the extra interface could be redeemed. There are solutions that build both



188 CHAPTER 7. RESOURCE MANAGEMENT IN WLANS

a mesh-based WDS and an infrastructure-based WLAN access network by using single
radio devices, as is the case for the products from Firetide and Tropos4. However, this
approach entails serious performance issues [106].
Furthermore, the absence of wires eases the rapid coverage of communications needs in
provisional and temporary locations such as emergencies, sport events, etc.

In the long term, we may be using solutions provided by current standardization
efforts. The 802.11s group is creating a standard that will provide mesh features to
APs: they will be capable of forwarding data using multi-hop transmissions within an
ESS; new IEEE standards, such as 802.11k and 802.11v will enhance management by
adopting new measurements and information exchange across layer 2 mechanisms. In
a similar way, the current 802.11h amendment offers useful mechanisms for frequency
and power management in order to avoid interference with radar systems, but it is not
intended to provide communication between distant APs. IEEE 802.11F standard [11]
recommends the use of IAPP to provide communication between APs, but since it is
mainly focused on the roaming of mobile users and also requires layer 3 mechanisms
to route its packets, it will not be considered. Following a different approach, IETF
CAPWAP Working Group focuses its efforts in developing a standard for control and
provisioning of APs. As detailed in Section 7.2.2, CAPWAP aims to redefine the concept
of AP by transferring part of the AP’s logic to a centralized Access Controller from
which many of these light APs are managed, but this architecture contrasts with the
widely accepted future perspectives already discussed. In [133] the simplest solution
is implemented: a common wired broadcast domain to which all APs are connected.
However, as stated before, if the use of the infrastructure is expensive or there is no
common infrastructure at all, this solution is not suitable. The authors in [43] provide
the details of an Inter-AP protocol with the aim of implementing a channel assignment
mechanism. Their protocol allows this mechanism to be distributed, centralized or semi-
centralized (based on clustering). However, they also rely on a common wired backbone.

7.3.2.1 Layer 2 mechanism

Our first proposal is based on a layer 2 mechanism. Each node sends its signaling in-
formation in a broadcast frame so it reaches all its one-hop neighbors (i.e. APs within
reach of each other). Note that two APs can have overlapped coverage areas and still be
out of range of each other; this discussion have been settled in section 5.2.2.1. When a
node receives information that needs to be forwarded, it is added at the end of the re-
ceiving node’s frames and broadcasted again in order to reach the origin node’s two-hops
neighbors, and so forth.

For the channel allocation application, a new packet is exchanged. The new packet
format (see Fig. 7.6) is similar to that presented in [259]: for every neighbor each node
detects, they must include a unique identifier (e.g. MAC address), its current channel and

4TROPOS Networks http://www.tropos.com
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Figure 7.6: New packet format for channel allocation signaling (INFO MSG)

signal received; we also need cell utilization in order to obtain a more realistic interference
assessment (c.f. 5.2). This information is present in the signaling frames as described in
the following.
Type field describes the kind of signaling contained in the frame. For a channel allocation
frame, the originator node includes its own cell utilization, and the number of interfering
neighbors. Next, ID, channel, utilization and signal received from each of its neighbors is
included.

Every AP keeps track of all cells and their interference in order to run the channel
allocation algorithm. When a new AP is detected, its information is forwarded until it
is known by the rest of the APs. Note that this solution does not provide end to end
communication beyond one hop neighbors; for that reason it uses flooding at layer 2. In
a multi-hop scenario, the flooding of frequency assignment frames could be substituted
by the IEEE 802.11s broadcast/multicast services in the near future (see Section 2.5).

The load balancing mechanism requires three different messages: SOS, AAC and ACK
(see details in Section 6.2.3) which does not require any further parameter. Since the
information is only relevant to 1-hop neighbors there is no need to include any additional
field to support forwarding.

7.3.2.2 Layer 3 mechanism

A layer 3 mechanism entails IP level routing, since we must grant communication between
IP entities. We can take advantage of current ad-hoc state of the art due to the obvious
ad-hoc nature of the problem, so a priori, any well known ad-hoc routing protocol would
fit. How quick our scenario changes is the main matter which will settle the choice between
the two principal paradigms: proactive (table-driven) or reactive (on demand). The nodes
of our ad-hoc signaling network are WLAN APs; and these networks are assumed to be
quite stationary systems. They are also connected to fixed power sources, so energy
efficiency is not a key issue to solve. With these premises, the choice becomes proactive.
Moreover, since we need to exchange information regarding link status of all neighboring
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pairs of nodes (APs) in order to run the channel allocation algorithm, the use of a link
state routing protocol may save efforts. All these considerations and a major number of
implementations led us to Optimized Link State Routing Protocol (OLSR) [102] rather
than other alternatives, such as Cisco’s Open Shortest Path First (OSPF) extensions for
ad-hoc networks [89] or the Topology Dissemination Based on Reverse-Path Forwarding
(TBRPF) protocol [102].
Within the OLSR solution, two different approaches are followed: altering OLSR’s own
mechanisms to include signal information, or creating a completely new functionality that
uses OLSR as a means to route information.

As a link state protocol, OLSR already exchanges information about certain links
periodically, but this information only states whether a link exists or not, so we should
modify OLSR messages to add signal and utilization data. Furthermore, due to the
normal OLSR behavior, not all the existing links are announced through the network.
Thus, it will also be necessary to alter the default values of some specific parameters in
order to guarantee that all link information arrives at all nodes. In OLSR, each node
selects a reduced set of neighbors as “multipoint relays” (MPRs) so that they can reach
any 2-hop neighbor using the minimum number of relays. We can add redundancy by
configuring more than one MPR for each 2-hop neighbor. This can be done by setting
MPRCoverage > 1. MPRs are also responsible for forwarding topology information. By
default, MPRs only declare link-state information of their MPR selectors (i.e. an MPR
only informs about the links with the nodes that have selected it as MPR). The parameter
TCRedundancy can be modified to force MPRs to announce all their links, not just the
links with MPR selectors. This option implies the modification of the standard, and it
turns out to be too specific for the channel allocation application (i.e. hardly suitable for
other mechanisms).

The second option is based on a new type of OLSR message and the new mechanisms
required for dealing with those messages, while the system remains RFC compliant. Every
node broadcasts its neighbor information over a standard OLSR enabled network. Even
though this kind of message is unknown for a node, it will be forwarded thanks to the
default forwarding rule of OLSR. Besides IP and OLSR common headers, the new packet
contains the fields depicted in Fig. 7.6 except for Type field, whose information would be
carried in the OLSR header. Source MAC and channel should also be included, since it
could only be detected by one hop neighbors but it must be known by all nodes.

7.3.2.3 Implementation Details

Two of the proposed solutions were implemented in a practical scenario using commer-
cial Linux-embedded APs (4GSystems AccessCube with two WLAN interfaces; see sec-
tion 1.2): the layer 2 flooding-based protocol and the layer 3 OLSR functionality. Even
though both solutions are implemented following different mechanisms, both are based on
the same guiding principles. Figure 7.7 shows the common behavior for both implemen-
tations. The first thing to do when the protocol is initiated is to perform a channel scan
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Figure 7.7: Simplified Activity Diagram for graph exchange protocol

in order to obtain information about neighboring cells. Note that two distant APs (out of
the decodable range of each other) can belong to interfering cells if there is a client station
that is in the transmission range of both APs. In this case, the graph (c.f. section 5.2.3)
will not reflect the actual interference, but this issue can be solved by using IEEE 802.11k
enabled STAs. Recall that 802.11k allows the APs to request their clients the list of APs
in range and other radio measurements that will better describe the actual interference
(see Section 7.1.2). If there are two interfering cells whose APs cannot communicate with
each other because they are out of each other’s transmission range, the needed information
will still be shared if there is a path through the signaling network that communicates
both APs. If both interfering APs belong to different and independent graphs (i.e. there
is no path connecting them), then they will be treated as a non-configurable AP (i.e. it
does not run the protocol) in each other’s graph.

Recall that frequency spectrum is a scarce resource and a wireless distribution system
would add interference to AP radios, but the new signaling channel and the AP inter-
face (devoted to provide connectivity to mobile clients) could use different technologies,
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and different frequency bands; e.g. IEEE 802.11g for AP cells and 802.11a for inter-AP
communications.

Once the ad-hoc signaling network has been detected and configured, a message con-
taining information, as depicted in Fig. 7.6, is broadcasted. Then, periodic scans are
re-scheduled so that the information is maintained up-to-date. New messages can be
sent asynchronously if the local information has changed significantly (e.g. a new AP
is detected, utilization grows above a given threshold, etc.). In parallel, the application
remains waiting for other APs’ messages. Upon the arrival of a protocol message, the re-
ceiving AP updates its interference graph (used by the frequency assignment algorithm),
and if new relevant information is learned from that message, a new broadcast message
is sent.

In the layer 3 case, a new message containing just local information is sent only when
a new AP is discovered in the received message; thus, the new AP gets information about
all existing APs’ interference. OLSR is responsible for routing these messages to all mem-
bers.
The absence of a routing protocol in the layer 2 mechanism requires a different behav-
ior to ensure the delivery of information beyond one-hop neighbors. Either when new
information is learned from a protocol message, or when known information has signifi-
cantly changed, besides local information, the next message sent must contain all changes
detected in the graph.

The load balancing mechanism for both implementations follows the diagram shown
in Fig. 6.20.

7.3.2.3.1 Layer 2 mechanism The layer 2 protocol was implemented in C using
the Linux networking socket layer’s low level packet user interface. Type SOCK RAW
sockets of AF PACKET family are used to receive or send raw packets at the device
driver level. These sockets allow the user to implement protocol modules in user space on
top of the physical layer. All incoming packets of that protocol type will be passed to the
socket before they are passed to the OS kernel. Therefore, the kernel task of generating
and interpreting physical and link layer headers must now be carried out by the user
application. Packets are then queued unmodified to the network driver of the interface
defined by the destination address.

Figure 7.8 represents the message sequence that the layer 2 mechanism will follow in
the scenario depicted in Figure 7.10.2. In this example, cell B is ruled by an AP which
is not implementing the protocol and is tuned to channel 11. When C is initialized, it
first performs a frequency scan after which it decides to select channel 1, since no other
neighboring cell has been detected. The next AP to start up is A; after the scan, A
broadcasts information about its cell utilization (UA) and the signal level received from
cells B and C (SBA and SCA). This message is responded to by C, thus completing all
the required information regarding A↔C link. A selects channel 6 (1 and 11 are in use



CHAPTER 7. RESOURCE MANAGEMENT IN WLANS 193

Figure 7.8: Example of signaling message sequence for L2 protocol

by its neighbors). Since C does not know of any other node that is not included in A’s
message, there is no need to forward that information. D is initiated; after a scan, D
realizes that all non-overlapping channels are in use, selects channel 11 and broadcasts
information about its three links; the message is responded to by A and C. The absence
of messages from B makes the rest of the nodes tie B with channel 11. At this point,
knowing the interference graph, the channel allocation algorithm assigns channel 6 to A,
channel 11 to B (fixed), channel 11 to C and channel 1 to D, avoiding all interference
among the cells of the graph. If a new AP appears creating one link D↔E, D would be
responsible for forwarding information about nodes that are not linked with E.

7.3.2.3.2 Layer 3 mechanism Unik-OLSR5 is one of the most popular open source
OLSR implementations. The code is structured in such a way that allows the program-
ming of new functionalities by adding plugins. These plugins are dynamically linked
libraries (DLL), known as .so in UNIX systems. The basis of this implementation is the
OLSR service daemon, olsrd. The modular design of the various olsrd entities provides
an easy way to add special functionalities into most aspects of the protocol. This main
feature really comes to the fore when working with plugins (see Fig. 7.9). New function-
alities are added by registering custom functions with the socket parser or the packet
parser. The scheduler module is used to periodically broadcast the required information.
More details of Unik-OLSR plugin interface can be found in [275].

The implementation of this inter-AP signaling using OLSR is detailed in [116]. The
plugin designed for this implementation has been written in C, though it could be done in

5http://www.olsr.org
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Figure 7.9: OLSR plugin interaction interfaces

any language that can be compiled as a dynamic library. OLSR plugins are used to achieve
two main goals: creating new messages to add new functionalities, or changing the normal
OLSR behavior. Our plugin has been developed to create a new type of OLSR packet
that is broadcasted across the network, using the olsrd. In this case a new functionality is
needed, and a new message must be created, following the OLSR standardized structure.
OLSR messages are identified by a number in the header: numbers 0 to 127 are restricted,
but 128 to 255 are free and available for additional new features. This new type of message
will transport the information described in Section 7.3.2.2.

For the channel assignment mechanism, the AP creates a message with information
about the configuration and utilization of its own cell, along with data including inter-
ference power received from its neighboring nodes. These messages will be forwarded by
any node using standard OLSR mechanisms, so developers do not need to bother about
implementing this functionality. Besides the periodic broadcast of local information, the
OLSR daemon with our plugin follows a simple workflow upon reception of this new type
of message. AP first checks whether it contains information about a new AP or not. If
it does, a neighbor scan is performed in order to know if the new cell is an interferer, in
that case, a new broadcast is triggered so all APs know the new interference link. If the
new node is not an interferer, a unicast message is sent to that AP so it can build the
complete graph.

7.3.3 Performance tests

With the purpose of evaluating the performance of the formerly proposed solutions (i.e.
layer 2 and layer 3 distributed mechanisms), we measured the amount of signaling infor-
mation as the number of participating APs is increased. Results were obtained through
simulation and, due to their simplicity, two of the proposed solutions were fully developed
and tested. Besides practical results, the implementations helped to show more precisely
the hardware, software and knowledge requirements for the deployment of different solu-
tions; those details were discussed in Section 7.3.2.3. From now on we will concentrate
on interference information exchange to improve channel allocations, since as it detailed
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Figure 7.10: All possible topologies built from a connected graph with 4 nodes

through previous sections, it involves a greater complexity than the cell breathing mech-
anism, due to the need of multihop forwarding and a variable message size.

A first set of simulations was intended to study the feasibility of the OLSR-based ap-
proach (modification of standard parameters and standard messages). Several topologies
were created and simulated using OOLSR simulation tool developed by Hipercom at IN-
RIA6. At first, it was logical to think that, depending on the topology, not all interference
links would be announced through the network even though we tune TCRedundancy and
MPRCoverage. For example, let the topology under test be like that in Fig. 7.10.4: all
nodes chose B as their MPR. Theoretically, with a TCRedundancy set to 2, B broadcasts
topology control messages announcing its entire link set (A↔B ; B↔C and B↔D). Thus,
the link A↔C will not be known by D, causing a malfunction of the channel allocation
algorithm. But in the practice, those simulations (and practical testbeds too) showed
that all interference links were actually announced throughout the network, due to the
fact that all nodes, independently of their MPR condition, sent TC messages announc-
ing all their links. We have to note that this fact was interpreted as an “inconsistency”
of OOLSR implementation, but it was later verified using Unik-OLSR implementation.
Anyway, the cost of signaling is increased severely since the efficiency gained with the use
of MPRs is lost due to the excess of redundancy.

In order to measure the amount of signaling information, a simulator developed in Java
was implemented. This tool simulates the exchange of signaling messages following the
Layer 2 broadcast mechanism, the OLSR plugin and a Layer 3 broadcast over a common
wired distribution system, as introduced in [133]. The application randomly places the
APs over a flat grid so that an undirected and connected interference graph is achieved. An
undirected graph is considered connected when there is a path between every pair of nodes.
If the interference graph were not connected, it could be decomposed in independent sub-
graphs which could be solved separately. Then, following a random sequence, each node
of the graph is activated, starting the signaling protocol. The amount of Bytes sent and
received by all nodes is measured at application layer, taking into account the payload
carried by MAC frames (i.e. IP, and UDP headers are counted in L3 broadcast; and
IP, UDP and OLSR headers in OLSR plugin approach). Also note that inherent OLSR
signaling (i.e. Hello and TC messages), which is not an explicit component of our protocol,
is not considered. Its addition would increase the bytes of signaling information, but the

6http://hipercom.inria.fr
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(a) Bytes sent by each AP (b) Bytes received at each AP

Figure 7.11: Signaling Bytes for 10 APs as a function of density

general trends observed in the figures would remain without variation.

Simulations with 10 nodes and a varying density were run. In Figure 7.3.3, different
densities are represented in %, which is interpreted as the portion of edges the generated
graph has, compared to a complete graph with the same number of nodes. In a complete
graph, there is an edge connecting every pair of nodes (1-hop path between every pair
of nodes). The number of edges in a complete graph with n nodes can be computed
as n(n − 1)/2. A density of 20% with 10 nodes means that there are 9 edges in the
interference graph.
From the figures it is clear that the L2 mechanism is the most efficient solution with lower
densities, but it is the worst under higher densities. In contrast, the OLSR mechanism
improves if density is increased due to the reduction in the number of hops needed to
communicate distant nodes. Even though there is always a single hop through the common
wired distribution system in the L3 broadcast, it is outperformed by the OLSR mechanism,
using a multi-hop topology, thanks to the use of unicast for certain messages, as explained
in Section 7.3.2.3. Recall that in the wired distribution system all messages are sent to
the broadcast address.

Fixing a density of 65% (similar performance for 10 nodes in all three solutions) and
varying the number of participant APs, new simulations were executed (see Figure 7.3.3).
It is again evident that L2 broadcast mechanism is the best solution for small networks,
and at the same time, the lack of scalability is noticeable. Therefore, some modifications
of the algorithm should be studied for its implementation in large scale scenarios. It
was also found that the total number of broadcast messages sent in the L3 broadcast
mechanism and the total unicast messages sent in the OLSR mechanism grow as O(n2),
while the number of broadcast sent through OLSR increases linearly with the number of
edges, hence producing a lesser impact.
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(a) Bytes sent by each AP (b) Bytes received at each AP

Figure 7.12: Signaling Bytes for fixed density (65%) as a function of the number of APs

Note that these results represent the signaling cost produced during the constitution of
the mesh network. Once the network is established, the signaling is reduced. Signalling
messages are triggered by events such as mobility, the presence of new APs and their
removal. According to [45], such events rarely occur and therefore small differences are
observed between the different solutions in the long run. In the event of a topology change,
the wire-based Layer 3 broadcast requires fewer bytes to spread the news than the other
solutions, followed by the OLSR plugin.

Finally, a testbed, consisting of 4 overlapping cells was built. Different topologies
were tested (see Fig. 7.10) in order to compare convergence times of the three solutions.
The time was measured after the last AP was activated, and until all of them were able
to build the entire interference graph. As expected, the L3 broadcast over a common
wired distribution system outperforms the other two. In the other two solutions, the
information traverses multiple hops, adding an extra delay. Moreover, the OLSR plugin
needs a previous convergence of the routing protocol so that all APs are reachable. The
average times for different scenarios are: 4.5s for L3 broadcast, 5.8s for L2 broadcast and
8.2s for OLSR plugin. Measured convergence times are fast enough if we consider that
interference does not vary significantly for long periods, and hence channel assignments
remain valid for intervals of tens of seconds or even minutes. As argued in Section 5.2, the
exchange of information was crucial to dynamically tune to the best assignment, obtaining
throughput improvements of 15-20%.

7.4 Conclusions

In order to bring the radio resource management techniques described in previous chapters
into practice, a study on the different management architectures was needed.
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First of all, we could take advantage of new functionalities that are already present,
or planned, on newer IEEE 802.11 devices. For this reason, this chapter provides a study
on the new IEEE 802.11 standards.

Then, a centralized and a distributed approach are discussed. In the first case, APs
are managed from a central point under the control of the network operator. Signaling is
exchanged by using a UMTS/GPRS cellular interface. Note that this approach uses the
cellular interface as a highly available Internet connection that allows the communication
with the central unit; i.e. the system is independent of the cellular network operator and in
consequence it can be implemented by any kind of provider. Nevertheless, the project also
considers the possibility of taking advantage of the operator’s AAA mechanisms through
additional agreements.

Centralized management mechanisms are well known and do not involve extra com-
plexity. These paradigms are therefore easy to implement. However, given the great
diversity of WLAN networks that may coexist, it may be difficult to coordinate all nodes
in order to optimize the utilization of radio resources. This makes centralized management
solutions difficult to put into practice. A distributed system of some sort would therefore
be appropriate, but this would require additional intelligence for the participating devices.
This requirement is supported by current technology trends, which are expected to keep
producing devices with improved features, i.e. new APs will have faster CPUs, greater
storage/memory capacity, etc.

Distributed management also raises the requirement of signaling among the partici-
pant nodes. A signaling protocol could assist many resource management mechanisms
to improve the performance of a network. We have introduced a key issue involved in
providing means for a distributed resource management algorithm for WLANs that can-
not be connected through a common wired distribution system. Signaling among APs
is mainly achieved by adding an extra wireless interface for ad-hoc communications. We
have also detailed three possible solutions whose performance is evaluated by means of
simulation, implementation on commercial APs and practical results. The use of OLSR
plugins eases the development of a signaling protocol and has been verified as the most
efficient solution, even though it has the slowest convergence time. A layer 2 approach
performs well in the presence of a small number of cells, but it should be revised to fit
into large scale scenarios.
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Chapter 8

Final discussion

The present chapter concludes this dissertation and is therefore intended to summarize not
only the course of this project, but also to foresee future steps. More precisely, this chapter
presents the concluding remarks of the research developed during this thesis, including
our main contributions. Furthermore, some future lines of research are anticipated by
means of a brief state of the art review.

8.1 Conclusions

From the introduction and until the end of Chapter 7, one thing is made clear: IEEE 802.11
WLANs were not designed to bear their own success. This means that the processes and
mechanisms that the IEEE 802.11 standards defined were not conceived for the highly
competitive and overloaded environment in which they are usually deployed. This is
further compounded by the use of unlicensed frequency bands (ISM). In consequence,
IEEE 802.11 WLANs do not perform efficiently in dense scenarios, mainly due to con-
tention and interference. There are two possible ways to cope with these issues: by
re-defining the PHY and MAC layers, and by implementing radio resource management
mechanisms. Refurbishing the standards was out of our scope, so we chose to define new
radio resource management strategies in order to minimize the impact of interference and
the effects of a high level of contention. Throughout this thesis we have explored several
ways of reducing such harmful effects in the particular field of IEEE 802.11 WLANs. In
order to reduce interference and contention, we propose a new channel assignment scheme.
We also demonstrate that contention can be further reduced by means of an efficient load
balancing strategy, which can be combined with power control. The proposal of those
approaches required a previous study of all the issues involved; such analyses are also
part of the contributions of this thesis.

Frequency management requires the understanding of the interference. The first con-
clusion drawn from an early analysis was the conviction that a new approach for modeling



200 CHAPTER 8. FINAL DISCUSSION

interference in WLANs was needed, mainly due to the use of a CSMA/CA access. In this
regard, we decided to study adjacent channel interference and co-channel interference
separately. The first is produced by transmissions in adjacent or partially overlapping
channels. These transmissions are not perfectly filtered by the receivers, and are thus
added to the desired signal. In this way, the SINR is degraded, and as a consequence,
the BER is increased. In other words, bit and frame errors are produced in reception at
a higher rate. In Chapter 3 we model these phenomena by means of a novel approach
that takes into account not only the channel distance between the interference source and
the receiver, but also the interferer’s activity (i.e. its utilization), thus capturing the ac-
tual overlapping degree between the desired and the interfering signals. Adjacent channel
interference, together with noise are finally translated into a PER value.

On the other hand, co-channel interference is produced by simultaneous transmissions
in the same frequency channel, or either by transmissions in partially overlapping chan-
nels (if received with enough energy). Co-channel interference is then determined by the
number and activity of stations sharing the same channel, i.e. the level of contention.
The presence of co-channel interference prevents an IEEE 802.11 station from transmit-
ting, due to the “listen before talk” strategy that the CSMA/CA type of access defines.
Moreover, co-channel transmitters contribute to increasing the collision probability, and
may be the source of the hidden node problem (c.f. Section 3.3.5).

Although it is done in different ways, the two types of interference affect the network
performance by reducing its capacity. Both co-channel and adjacent channel interference
effects are jointly studied in Chapter 4, where we provide a model that allows the esti-
mation of the overall capacity in an IEEE 802.11 ESS. These estimations are useful to
quantify the effects of the interference, and can thus be used as the target metric to be
optimized by a frequency channel allocation mechanism. As a matter of fact, our ap-
proach is based on these capacity estimations, as described in Chapter 5. In the scheme
we propose, an interference graph is built, which includes information on the utilization
and the interference received by all the 802.11 AP. Then, a channel assignment is decided
by following an adaptation of the well-known DSATUR graph coloring algorithm. This
adaptation consists in adding weights to the edges of the graph, depending on the degree
of interference produced by the different 802.11 cells. This approach does not always
provide the optimal channel allocation, but on the other hand, it is fast and allows for
a timely adaptation to changes in the environment. Besides, the simplicity of graph col-
oring eases its implementation in a distributed architecture, where the APs, which have
limited memory and process capacity, can run the algorithm without sacrificing excessive
resources.
Thanks to the fact that we are able to model adjacent channel interference, we can in-
troduce another remarkable novelty in our solution: the use of all the available spectrum.
Most of the literature was based on the use of non-overlapping channels; recall that in
the case of the 2.4 GHz ISM band, this is limited to just three channels. We demonstrate
that in dense scenarios, the use of all the available channels outperforms the traditional
approaches.
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As explained, contention is reduced by minimizing the number of neighboring cells
that use the same channel. Nevertheless, if an IEEE 802.11 cell is serving a large number
of active stations, the levels of contention will still be high. Several surveys stated that
Wi-Fi users tend to concentrate in hot-spots, and given that client stations exchange their
traffic with the “closest” AP, this produces an uneven load distribution: the APs that are
located closer to the herd of Wi-Fi users will have to support a heavy load, while distant
APs will be under-utilized, even though they are capable of serving some of the users in
the hot-spot. Logically, the available throughput per station is inversely proportional to
the number of contenders, since they have to compete for a shared channel; and besides,
the collision probability is increased. In Chapter 6 we argue that this situation can be
mitigated by redistributing the load among neighboring APs in a fairer way. However, it
was first necessary to define the concept of load. A study on different parameters led us
to the definition of the available admission capacity (AAC). This measurement is proved
to capture effectively all the effects that influence the actual load of a cell: signal quality,
number of stations, multi-rate transmissions, collisions, packet losses and offered traffic.
Based on this definition of load, two different load balancing strategies are proposed in
this thesis. The first one consists in changing the criterion followed by client stations when
deciding the best candidate AP: instead of considering only signal strength measurements,
clients choose the AP providing a higher AAC. The second approach is based on the cell
breathing concept. This comprises APs with the ability to dynamically changing their cell
radius according to their neighbors’ load, and of course, their own load. An overloaded
AP will reduce its coverage (i.e. will reduce transmission power), while the neighboring
(and under-utilized) APs will increase their power in order to enlarge their cell, hence
gaining more clients. Both approaches have shown to improve the network performance
in terms of global capacity and fairness, and both solutions are based on the standard
client-driven association management; that is, roaming decisions remain on the client side,
as stated by the IEEE 802.11 standard.

The goodness of our approaches and the benefits of our proposals have been proved
by means of mathematical analysis and simulations. Moreover, in the pragmatic spirit
that characterizes our research group, we also set out to prove that our ideas were not
only practical, but also practicable. To this end, those ideas have been brought to life
by applying certain modifications to off-the-shelf equipment (see Section 1.2). We should
point out that not all the solutions were practicable with the currently available tech-
nology, but as reviewed in Section 7.1, recently approved standards and other ongoing
studies will solve those issues in the short term.
With the implementations, new problems arise. In order to integrate radio resource
mechanisms into a management system, it is required that we define an embracing archi-
tecture. In this thesis we explore two paths: distributed and centralized. We have seen
that both paradigms have pros and cons in terms of simplicity, scalability, reliability, etc.
For example, centralized management is not suitable for chaotic scenarios (coexistence of
uncontrolled WLANs from different owners), but on the other hand, it is easier to imple-
ment. In Chapter 7, these two approaches are presented. The centralized architecture,
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namely UAMN, fulfills the requirements of an operator-centric solution. The distributed
architecture supports the presence of non-participating devices and allows interaction
between different domains. However, the signaling used to exchange the required infor-
mation (e.g. to build the interference graph) is more complex, and the algorithms need
to be simplified, since they run on low-featured devices, while a centralized management
can use high performance computers.

All in all, we have the arguments to claim that the mechanisms proposed in this thesis,
which are the result of a deep study of the phenomena involved, achieve their purpose:
the network performance, and consequently the user experience, is improved by means
of an intelligent and automatic radio resource management. The main contributions of
this work, which have been cited by other authors, have been published in notable sci-
entific journals and in well-known conferences and symposiums. Beyond these academic
achievements, the development of this thesis has been more than just an enriching ex-
perience: publications entailed a direct feedback from other professionals, who helped to
improve our methods and from whom we discovered different perspectives. Furthermore,
conference speeches provided the opportunity to defend our approaches before an expert
audience in international forums. Moreover, struggling with IEEE standards enabled us
to acquire priceless knowledge about wireless networks (and has made me immune to oth-
erwise painful technical documentation). The experience gained in the process of putting
our ideas into practice and facing real-life problems can also be considered a positive
attribute of our work.

8.2 Future Work

The contents of this final section have two objectives: first, we would like to detect
the weaknesses in our work and to discuss possible ways of improving our approaches;
secondly, we will try to describe the evolution of this research, taking into account the
state of the art.

At present, we are still studying the effects of interference on IEEE 802.11 networks.
In this case, we are investigating the effects of a broadband jammer and its influence
on an 802.11 transmission. Based on this study, we are developing a new mechanism to
detect the presence of a jammer from an IEEE 802.11 AP. We will subsequently try to
minimize the impact of such attack by means of the load balancing techniques proposed
in this thesis.

Also directly related to the contents of this dissertation, the joint study of channel and
power control is probably the most evident unresolved matter in this work. Therefore, it
would be the natural next step forward. Even though the effect of transmitted power has
obviously been considered within our interference model, and has thus been taken into ac-
count in our channel allocation mechanism, a unified strategy that considers simultaneous
frequency and transmission power settings has not been studied. However, the benefits



CHAPTER 8. FINAL DISCUSSION 203

of such a joint mechanisms can be anticipated from the evaluation of our cell breathing
approach, where an upper bound for this mechanism’s improvements is established, given
that the evaluation is based on the assumption of an optimal channel assignment (i.e.
there is no inter-cell interference).

On a slightly different topic, new IEEE 802.11 activities draw our attention. Even
though at the time of writing it is still under development, the IEEE 802.11n [39] pro-
vides several new challenges to RRM researchers. IEEE 802.11n promises PHY rates up
to 600 Mbps, through an overwhelming array of combinations of features and options,
yielding 576 different PHY data rates (recall that IEEE 802.11b had only 4 modes!).
These improvements are mainly due to the use of MIMO techniques. Among other ben-
efits, MIMO is used to exploit spatial multiplexing (SMX), that is, multiple streams
(independent and separately encoded data signals) are transmitted simultaneously from
each of the multiple transmit antennas, using the same frequency channel. Another
MIMO-enabled feature is beamforming, which improves the received signal quality at the
decoding stage. These advances completely change the way interference is understood.
In addition, 802.11n offers channel bonding, with which a transmitter can simultaneously
use two separate non-overlapping channels to transmit data. This allows direct doubling
of the PHY rate from a traditional 802.11’s 20 MHz channel, but it doubles the spectrum
required, and at the same time, the need of RRM.

Tracking the list of new incorporations into the IEEE 802.11 family, another interesting
issue arises with the recent release of the IEEE 802.11y amendment [35]. Recall from
Section 2.5 that IEEE 802.11y enables high power transmissions on licensed bands. This
novelty alone would justify our interest, but the IEEE 802.11y also introduces changes
to the carrier sensing and energy detection functions of 802.11, and extends channel
management mechanisms previously defined by IEEE 802.11h, and later used by 11k and
11n.

Nevertheless, the future of radio resource management in WLANs is undoubtedly tied
to another concept that will be present in next generation communications: Cognitive
Radio (CR). This concept, introduced by Mitola in [227], involves adding new intelligence
to the lowest OSI layers in order to provide better adaptations to the environment. The
new transmitters must be aware of the evolution of the channel and take decisions based
on the observation of the medium. According to this information, some actions are taken
to meet certain pre-defined goals, either individually or in cooperation with other devices.
These ideas require a technology that is not fully available as yet. However, they are being
applied gradually, starting with pre-programmed systems, generally based on Software
Defined Radio (SDR) [226].

An SDR transceiver performs most of the signal processing through software: mod-
ulation, coding, filtering, amplification, etc. Note that, for the sake of efficiency, these
functions are traditionally carried out on hardware. The software approach not only al-
lows an easy adaptation of one or two parameters, but also enables a complete refurbishing
of the OSI layers 1 and 2. This flexibility makes the SDR a very attractive platform for
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the implementation of CR.

The first practical application of the CR focuses on Dynamic Spectrum Allocation
(DSA) techniques, which are intended to take advantage of under-utilized portions of the
spectrum [156]. A survey on CR techniques applied to DSA can be found in [47].

Lately, CR has been brought to sensor and mesh networks (e.g. see [95]), though
in a simplified version, due to the limited features of those devices. Moreover, with the
recent publication of the IEEE 802.15.4a standard [25], Ultra Wide Band (UWB) becomes
a member of the WPAN family. UWB uses large portions of the spectrum (500 MHz)
with very low power density. The combination of these technologies (CR, UWB, mesh)
provides new research challenges:

• Strategies for the discovery of the wireless channel: awareness of the environment,
individual or through cooperation.

• Solving conflicts: the goals of different users can be opposed. The solution to these
conflicts is usually modeled by applying game theory [148].

• Waveform adaptation: different access networks can coexist by changing their trans-
mitted waveforms in real-time [65, 148]

Moreover, cooperative diversity and coding techniques could be applied. For example
in [216], the CR is also aware of other phenomena, such as propagation (multipath effects,
noise, etc.). In this way, frequency bands especially affected by fading could be detected
and avoided, making transmissions more energy efficient.

From a more general perspective, the use of CR entails a cross-layer scheme [273].
This vision is also provided in other initiatives; for example, the ARAGORN project [213]
shares the idea that CR concepts must not be relegated solely to the lowest OSI layers. In
this way, an intelligent radio resource management system is aware of the environment not
only at the physical layer (interference, active nodes, occupied channels, etc.), but also by
observing other parameters, such as the traffic load, latency, packet loss, etc. Therefore,
an optimal adaptation to the environment covers modulation, coding, and channel access
issues, and besides, it influences the route selection (layer 3), transmission window (layer
4), or even the selection of an adequate video codec, as we propose in [131].

The cross-layer concept (CL) violates the traditional relationship among layers within
a network architecture, since CL enables direct communications between non-adjacent
layers [271]. However, this violation is required in order to apply the CR concept at
a global level. For example, in [245] a multi-objective optimization is achieved (setting
parameters of different layers) by means of a cross-layer design and the learning capacity
of the system. In [214], a complete review of CL architectures applied to the optimization
of wireless networks is provided.

Adding cooperation capabilities to those network nodes makes the C-Cube concept
(C3) [53] to bloom: CL + CR + Cooperation. C3 techniques have an evident application
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in the RRM field, and a wide spread of approaches can be found in the literature (e.g. see
some general remarks on [67, 214]). However, its application on wireless mesh networks
presents new challenges. For example, the development of new routing metrics based on
layer 1 and 2 statistics can improve network throughput and load balancing. In this way,
the best path is not necessarily the one containing less hops, but could be the one using
the fastest modulations or suffering less interference, etc. (e.g. see [214, 254]).
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[116] Llúıs Faixó. Redes mesh basadas en puntos de acceso inteligentes 802.11 open
source (I). Master’s thesis, Escola Politècnica Superior de Castelldefels, EPSC -
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[210] E. López-Aguilera, J. Casademont, and E. Garcia. A study on the Influence of
Transmission Errors on WLAN IEEE 802.11 MAC Performance. Wireless Commu-
nications and Mobile Computing, 2009.

[211] Hui Luo and N.K. Shankaranarayanan. A distributed dynamic channel allocation
technique for throughput improvement in a dense wlan environment. In Acoustics,
Speech, and Signal Processing, 2004. Proceedings. (ICASSP ’04), volume 5, pages
345–348, May 2004.

[212] Yao Ma, Teng Loon Lim, and S. Pasupathy. Error probability for coherent and
differential PSK over arbitrary Rician fading channels with multiple cochannel in-
terferers. IEEE Transactions on Communications, 50(3):429–441, March 2002.



BIBLIOGRAPHY 225

[213] P. Mähönen and et. al. The ARAGORN Project: Adaptive Reconfigurable Access
and Generic interfaces for Optimisation in Radio Networks. Technical report, 2007.

[214] P. Mähönen and et. al. ARAGORN - State of the art. Technical Report D 2.1,
April 2008.

[215] P. Mähönen, J. Riihijärvi, and M. Petrova. Automatic channel allocation for small
wireles local area networks using graph colouring algorithm approach. In 15th IEEE
International Symposium On Personal, Indoor And Mobile Radio Communications,
PIMRC’04, Barcelona, September 2004.

[216] WQ. Malik and DJ. Edwards. Cognitive Techniques for Ultrawideband Commu-
nications. In Seminar on Ultra Wideband Systems, Technologies and Applications,
pages 81–86, April 2006.

[217] Jouni Malinen. Host AP driver for Intersil Prism2/2.5/3, hostapd, and WPA Sup-
plicant. http://hostap.epitest.fi, March 2009.

[218] Stefan Mangold and Lars Berlemann. IEEE 802.11k: Improving Confidence in Radio
Resource Measurements. In The 16th IEEE International Symposium on Personal,
Indoor and Mobile Radio Communications, PIMRC’05., September 2005.

[219] S. Mccanne, S. Floyd, and K. Fall et. al. ns-2 (Network Simulator 2), Version 2.33.
http://www.isi.edu/nsnam/ns/, March 2008.

[220] K. McCloghrie and M.T. Rose. Management Information Base for Network Man-
agement of TCP/IP-based internets:MIB-II. RFC 1213 (Standard), March 1991.
Updated by RFCs 2011, 2012, 2013.

[221] K. Medepalli and F.A. Tobagi. Throughput analysis of IEEE 802.11 wireless LANs
using an average cycle time approach. In IEEE Global Telecommunications Confer-
ence, GLOBECOM’05, pages 3007–3011, November 2005.

[222] Arunesh Mishra, Suman Banerjee, and William Arbaugh. Weighted Coloring based
Channel Assignment for WLANs. Mobile Computing and Communications Review,
9(3):19–31, July 2005.

[223] Arunesh Mishra, V. Brick, A. Srinivasan, and W. Arbaugh W. A client-driven
approach for channel management in wireless lans. In 25th Conference on Computer
Communications, IEEE Infocom’06, April 2006.

[224] Arunesh Mishra, Vivek Shrivastava, Dheeraj Agrawal, Suman Banerjee, and Samrat
Ganguly. Distributed channel management in uncoordinated wireless environments.
In Proceedings of the 12th annual international conference on Mobile computing and
networking, MobiCom’06, pages 170–181, New York, NY, USA, 2006. ACM.



226 BIBLIOGRAPHY

[225] Arunesh Mishra, Vivek Shrivastava, Suman Banerjee, and William Arbaugh. Par-
tially overlapped channels not considered harmful. SIGMETRICS Perform. Eval.
Rev., 34(1):63–74, 2006.

[226] J. Mitola. The software radio architecture. IEEE Communications Magazine, 33:26–
33, May 1995.

[227] J. Mitola and C. Maguire. Cognitive radio: Making software radios more personal.
IEEE Personal Communications Magazine, 6:13–18, August 1999.

[228] S. Miyamoto and N. Morinaga. Effect of microwave oven interference on the perfor-
mance of digital radio communications systems. In IEEE International Conference
on Communications 1997, ICC’97, pages 51–55, June 1997.

[229] S. Miyamoto, Y. Yamanaka, and T. Shinozuka. A study of the effect of microwave
oven interference on the performance of digital radio communications systems. Elec-
tron. Commun. Japan, 80(12):58–67, 1997.

[230] P. Mogensen, P. Jensen, and J. Andersen. 1800 mhz mobile net planning based
on 900mhz measurements. COST 231 TD (91)-08, European Comission - COST,
Firenze, January 1991.

[231] S. Muthuswamy, I. Marsic, and A. Annamalai. New methods for estimat-
ing/forecasting link bandwidths in 802.11b WLANs. In IEEE 60th Vehicular Tech-
nology Conference, VTC’04-Fall, volume 2, pages 1163–1168, September 2004.

[232] M.V. Clark and K.K Leung and B. McNair and Z. Kostic. Outdoor IEEE 802.11
cellular networks: radio link performance. In IEEE International Conference on
Communications, ICC’02., volume 1, pages 512–516, 2002.

[233] V. Navda, A. Bohra, S. Ganguly, and D. Rubenstein. Using channel hopping to in-
crease 802.11 resilience to jamming attacks. In 26th IEEE International Conference
on Computer Communications, INFOCOM’07, pages 2526–2530, May 2007.

[234] P.R. Nelson. An approximation for the complex normal probability integral. BIT
Numerical Mathematics, 22(1):79–129, March 1982.

[235] Quoc-Thinh Nguyen-Vuong, N. Agoulmine, and Y. Ghamri-Doudane. A user-centric
and context-aware solution to interface management and access network selection
in heterogeneous wireless environments. Computer Networks, 52(18):3358–3372,
December 2008.

[236] Q. Ni, I. Aad, C. Barakat, and T. Turletti. Modeling and Analysis of Slow CW De-
crease for IEEE 802.11 WLAN. In 14th IEEE International Symposium on Personal,
Indoor and Mobile Radio Communications, PIMRC’03, volume 2, pages 1717–1721,
September 2003.



BIBLIOGRAPHY 227

[237] A. Nicholson, Y. Chawathe, M. Chen, B. Noble, and D. Wetherall. Improved Access
Point Selection. In 4th International Conference on Mobile Systems, Applications
and Services, MOBISYS’06, June 2006.

[238] B. O’Hara, P. Calhoun, and J. Kempf. Configuration and Provisioning for Wireless
Access Points (CAPWAP) Problem Statement. RFC 3990 (Informational), February
2005.

[239] Inc. OPNET Technologies. Wireless LAN Model User Guide, 2004.

[240] E.A. Panaousis, P.A. Frangoudis, C.N. Ververidis, and G.C. Polyzos. Optimizing
the channel load reporting process in IEEE 802.11k-enabled WLANs. In 16th IEEE
Workshop on Local and Metropolitan Area Networks, LANMAN’08, pages 37–42,
September 2008.

[241] M.K. Panda, A. Kumar, and S.H. Srinivasan. Saturation throughput analysis of a
system of interfering IEEE 802.11 WLANs. In 6th IEEE International Symposium
on a World of Wireless Mobile and Multimedia Networks, WoWMoM’05, June 2005.

[242] Ioannis Papanikos and Michael Logothetis. A Study on Dynamic Load Balance
for IEEE 802.11b Wireless LAN. In 8th International Conference on Advances in
Communications and Control, COMCON’01, June 2001.

[243] J. Paradells, M. Catalán, JL. Ferrer, M. Catalán-Cid, X. Sánchez, V. Beltrán,
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Abbreviations and Acronyms

AAA Authentication, Authorization
and Accounting

AAC Available Admission Capacity

ACL asynchronous connectionless

ACK Acknowledgment

ADC Analog-to-Digital Converter

AES Advanced Encryption
Standard

AFH adaptive frequency-hopping

AGC Automatic Gain Control

AIFS Arbitration Interframe Space

AODV Ad hoc On-Demand Distance
Vector

AP Access Point

API Application Programming
Interface

APSD Automatic Power Save
Delivery

ARP Address Resolution Protocol

ASN.1 Abstract Syntax Notation
One

AWGN Additive White Gaussian
Noise

AWMA Alternating Wireless Medium
Access

BER Bit Error Ratio

BO Backoff

BPSK Binary Phase-Shift Keying

BS Base Station

BSS Basic Service Set

BSSID BSS Identification

CAPWAP Control and Provisioning of
Wireless Access Points

CBR constant bitrate

CCA Clear Channel Assessment

CCK Complementary Code Keying

CCMP Counter mode with
Cipher-block chaining
Message authentication code
Protocol

CL Cross-Layer

CMIP Common Management
Information Protocol

CR Cognitive Radio

CRC Cyclic Redundancy Check

CS Carrier Sense
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CSMA/CA Carrier Sense Multiple Access
with Collision Avoidance

CTS Clear to Send

CW Contention Window

DARPA Defense Advanced Research
Projects Agency

DBPSK Differential BPSK

DCF Distributed Coordination
Function

DFS Dynamic Frequency Selection

DIFS DCF Interframe Space

DIMACS Discrete Mathematics and
Theoretical Computer Science

DLS Direct Link Setup

DQPSK Differential QPSK

DS Distribution System

DSA Dynamic Spectrum Allocation

DSATUR Degree of Saturation

DSSS Direct Sequence Spread
Spectrum

DTLS Datagram Transport Layer
Security

EDCA Enhanced DCF Channel
Access

EIRP Equivalent Isotropically
Radiated Power

Elwis Elena’s WLAN incredible
simulator

ERO European
Radiocommunications Office

ERP Extended Rate PHY

ESS Extended Service Set

ESSID ESS Identification

ETSI European
Telecommunications
Standards Institute

FAP Frequency Assignment
Problem

FCC Federal Communications
Commission

FCS Frame Check Sequence

FHSS Frequency-Hopping Spread
Spectrum

FTP File Transfer Protocol

GCC GNU Compiler Collection

GL Gross Load

glibc GNU C Library

GNU GNU’s not Unix

GPL GNU General Public License

GPRS General Packet Radio Service

GUI graphical user interface

HCCA HCF Controlled Channel
Access

HCF Hybrid Coordination Function

HiperLAN HIgh PErformance Radio
LAN

HR-DSSS High Rate DSSS

HTTP HyperText Transfer Protocol
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I2C Inter-Integrated Circuit

IAPP Inter Access Point Protocol

IBSS Independent Basic Service Set

IEEE Institute of Electrical and
Electronics Engineers

IETF Internet Engineering Task
Force

ILP Integer Linear Programming

ioctl Input/output control

IR Infra Red

ISI intersymbol interference

ISM Industrial Scientific Medical

ITS Intelligent Transportation
Systems

ITU International
Telecommunication Union

LAN Local Area Network

LLC Logical Link Control

LTE Long Term Evolution

LWAPP Light Weight Access Point
Protocol

MAC Medium Access Control

MAD Medium Access Delay

MbD Management by Delegation

MIB Management Information
Base

MIMO multiple-input
multiple-output

MIPS Microprocessor without
Interlocked Pipeline Stages

MIT Massachusetts Institute of
Technology

MLME MAC Sublayer Management
Entity

MPDU MAC Protocol Data Unit

MPR Multi-Point Relay

MQOK M-ary Quaternary Orthogonal
Keying Modulation

MSDU MAC Service Data Unit

NAM Network Animator

NAV Network Allocation Vector

NIC Network Interface Card

ns-2 Network Simulator 2

NSF National Science Foundation

NSTA number of associated stations

NTIA National Telecommunications
and Information
Administration

OFDM Orthogonal
Frequency-Division
Multiplexing

OH overhead

OID object identifier

OLSR Optimized Link State Routing
Protocol

OS Operating System

OSPF Open Shortest Path First
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PAM Pulse Amplitude Modulation

PBCC Packet Binary Convolutional
Coding

PC Personal Computer

PCF Point Coordination Function

PCI Peripheral Component
Interconnect

PCMCIA Personal Computer Memory
Card International
Association

PER Packet Error Ratio

PHY Physical Layer

PIFS PCF Interframe Space

PL Packet Loss

PLCP Physical Layer Convergence
Procedure

PMD Physical Medium Dependent

PPDU PLCP Protocol Data Unit

PSD power spectral density

PSM Power Saving Mode

PTA Packet Traffic Arbitration

QAM Quadrature Amplitude
Modulation

QAP QoS enabled AP

QoE Quality of Experience

QoS Quality of Service

QPSK Quadrature Phase-Shift
Keying

RF radio frequency

RFC Request for Comments

RPI Receive Power Indication

RRM radio resource management

RSN Robust Security Network

RSNA Robust Security Network
Association

RSSI Received Signal Strength
Indicator

RTS Request to Send

RTT round trip time

SCO synchronous connection
oriented

SDR Software Defined Radio

SER Symbol Error Ratio

SFD Start Frame Delimiter

SIFS Short Interframe Space

SINR Signal to Interference and
Noise Ratio

SMI Structure of Management
Information

SMX spatial multiplexing

SNMP Simple Network Management
Protocol

SNR Signal-to-Noise Ratio

SOHO Small Office/Home Office

STA Station

SYNC Synchronization
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TBRPF Topology Dissemination
Based on Reverse-Path
Forwarding

Tcl Tool Command Language

TCP Transmission Control Protocol

TG Task Group (within the
IEEE 802.11 WG)

TKIP Temporal Key Integrity
Protocol

TMT theoretical maximum
throughput

TPC Transmit Power Control

TXOP Transmission Opportunity

UAMN UMTS-Assisted Mesh
Network

UCLA University of California at Los
Angeles

uClibc μC Library

UDP User Datagram Protocol

UMTS Universal Mobile
Telecommunications System

UNII Unlicensed National
Information Infrastructure

USC/ISI University of Southern
California/Information
Science Institute

UWB Ultra Wide Band

WAN Wide Area Network

WAVE Wireless Access in the
Vehicular Environment

WDS Wireless Distribution System

WEP Wired Equivalent Privacy

WEXT Wireless Extensions

WG Working Group (within
IEEE 802 LAN/MAN
Standards Committee)

Wi-Fi Wireless Fidelity

WLAN Wireless LAN

WMN Wireless Mesh Network

WPA Wi-Fi Protected Access

WPAN Wireless Personal Area
Network

YANS Yet Another Network
Simulator


