
10 Oriented Principal Component Analysis for

Feature Extraction

Abstract- Principal Components Analysis (PCA) is a popular unsupervised learning technique

that is often used in pattern recognition for feature extraction. Some variants have been proposed

for supervising PCA to include class information, which are usually based on heuristics. A more

principled approach is presented in this paper. Suppose that we have a pattern recogniser

composed of a linear network for feature extraction and a classifier. Instead of designing each

module separately, we perform global training where both learning systems cooperate in order

to find those components (Oriented PCs) useful for classification. Experimental results, using

artificial and real data, show the potential of the proposed learning system for classification.

Since the linear neural network finds the optimal directions to better discriminate classes, the

global-trained pattern recogniser needs less Oriented PCs (OPCs) than PCs so the classifier’s

complexity (e.g. capacity) is lower. In this way, the global system benefits from a better

generalisation performance.

Index Terms- Oriented Principal Components Analysis, Principal Components Neural

Networks, Co-operative Learning, Learning to Learn Algorithms, Feature Extraction, Online

gradient descent, Pattern Recognition, Compression.

Abbreviations- PCA- Principal Components Analysis, OPC- Oriented Principal Components,

PCNN- Principal Components Neural Networks.
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1. Introduction

In classification, observations belong to different classes. Based on some prior knowledge

about the problem and on the training set, a pattern recogniser is constructed for assigning future

observations to one of the existing classes. The typical method of building this system consists

in dividing it into two main blocks that are usually trained separately: the feature extractor and

the classifier.

Traditionally the feature extractor, which aim to reduce the complexity of the original

problem by means of projecting the input patterns to a lower-dimensional space, was completely

hand-crafted since it is rather specific to the problem. The main problem with this ad-hoc

approach is that classification accuracy largely depends on how well the manual feature

selection is performed. The advent of cheap computers, large databases, and new powerful

learning machines has changed this way of thinking over the last decade. Automatic feature

extraction is nowadays employed in many difficult real-world problems like handwriting digit

recognition  (Choe et al., 1996) (Sirosh, 1995) (Sckölkopf et al., 1998).

Principal Components Analysis (PCA) (Jolliffe, 1986) is a powerful technique of multivariate

analysis for dimensionality reduction in an automatic fashion. It has a wide variety of different

applications including cluster analysis, visualisation of high-dimensional data, regression and

feature extraction in pattern recognition.  The most simple way of using PCA as a feature

extractor is to replace the original patterns (of dimension p) by their first m (m<p) high-variance

PCs in the input of the classifier. These PCs are estimated using a training set by solving an

eigenvalue problem (chapter 11; Press et al., 1992) or by using adaptive algorithms like

Principal Component Neural Networks (PCNN) (Diamantaras & Kung, 1996).

The principal problem of PCA in classification is that there is no reason to believe that the

separation between classes will be in the direction of the high-variance PCs for any classification

problem. The first few PCs will only be useful in those cases where the intra- and inter- class

variations have the same dominant directions or inter-class variations are clearly larger than

intra-class variations. Otherwise, PCA will lead to a partial (or even complete) loss of

discriminatory information. This is also the problem of any other unsupervised technique

involved in feature extraction since they take no account of class label in the target data.

Several simple variants of PCA that use class information have been proposed. The most

popular group of techniques for pattern recognition based on PCA is subspace classifiers (Wold,

1976) (Fukunaga & Koontz, 1970) (Oja, 1983). They compute PCs separately for each class and

describe them by a low-dimensional principal component subspace. The main drawback of these
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methods is that they do not retain information about the relative differences between classes

since populations with similar PCs lead to very poor classification accuracy. Attempts to

overcome this limitation have appeared by introducing coupling terms between classes but they

mainly rely on heuristics.

A more principled approach is presented in this paper. Instead of the usual separate training

of the feature extractor and the classifier, we propose a global and iterative training of both

systems. In this framework, the classifier regularises the principal component extractor in order

to achieve a better separation of classes in the feature space. Hence, the supervised and

unsupervised learning systems co-operate in order to find a global solution to the classification

problem. The classifier repeatedly learns to form class boundaries in a feature space that is

progressively transformed according to the instructions (e.g. misclassification error) given by the

classifier itself in order to better separate classes.

In the next section, we will introduce the basics of our approach to the oriented PCA for

classification. To achieve a transformation from the original space to a feature space useful for

classification, oriented principal component analysis (OPCA) is presented as the solution of a

minimization problem of a loss function composed by the usual average reconstruction error

plus an additional cost function that depends on the misclassification error of a classifier that

works in the transformed (feature) space. Section 3 presents a constructive neural network that

extracts multiple OPCs in a sequential manner.  In Section 4, the global learning algorithm of a

pattern recognizer is presented. This learning system is composed of the oriented principal

component neural network of the last section connected in cascade with any classifier whose

outputs are differentiable respect their inputs. In section 5, the classifier that we use in

conjunction with the oriented principal component neural network in the simulations is

introduced. Section 6 shows experimental results using artificial and real databases. Finally,

some discussion and conclusion are given in sections 7 and 8.

2. Basics of OPCA for Classification

PCA performs a linear transformation U from an input space X of dimension p to a feature

space Z of dimension m (m<p). This projection is defined by

[ ]m1
T U, uuxUz L== (1)

where T denotes transpose, subject to the constraint
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jj ≠=== uuu (2)

Given a set of samples { }1-N,...,0i,i =x , p
i ℜ∈x  with the mean of x to be unknown, U is

found by solving the following least squares problem:
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where I is the identity matrix and
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(4)

The optimal solution U* is any linear combination of the first m eigenvectors with the largest

eigenvalues (or highest variance) of the sample covariance matrix,

( )( )
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−

=

−−
−

= xxxxR
)

(5)

PCA as a feature extraction technique is only useful for those classification problems in

which high-variance PCs coincide with the direction of separation between classes. Otherwise,

low-variance PCs can retain important discriminatory information. To better obtain a linear

transformation that takes into account not only those directions of maximum variance but also

the directions of maximum class separation, it is necessary to modify the original optimisation

problem by incorporating class information.

We turn, for a moment, to the classification part of the problem and assume that the point x is

then a pattern to recognise that belongs to one of the C classes. To classify it, we first transform

x using the linear transformation U, that originally is composed of the first m PCs, and then pass

z=UTx through a maximum classifier Ψ. This classifier assigns z mℜ∈ to a class label from a

finite set ℑ={1, ..., C} according to the following rule:



10-5

( ) ( )zzz j
C,...,1j

i dmaxdjlabelclasstoassign
=

=⇔ (6)

where dj  j=1,...,C are the so-called discriminant functions which are normalised to sum the

unity ( ( ) 1d
C

1j j =∑ =
z ). (For instance, in a MLP the values of these discriminant functions are

simply the activation levels of the neurons of the output layer.)

Suppose then we have N observations pairs T= ( ){ }1-N,...,0i,, ii =yx  where xi
pℜ∈  is a

random sample taken from the input space X and belongs to one of the classes and yi is an

indicator variable. If xi belongs to the nth class, the nth coefficient of yi is equal to 1 and the

other coefficients are equal to 0. We can define as a measure of performance for classification to

be minimised, the usual empirical Bayes risk defined by

( ) ( )( ) ( )∑ ∑ ∑
−

= = =

===Ψ=Ψ
1N

0i

C

1j

C

1k
ikikjiemp Z1yP̂Rj1

N

1
B zz

(7)

where zi=Bxi, Rkj is the risk of classifying X as class j when the true class is k, 1(condition) is

1 if the condition is true and 0 otherwise. We assume that there are equal risks for

misclassifications, i.e.





=
≠

=
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(8)

Then the empirical Bayes risk classifier becomes an empirical maximum posterior classifier

since

( ) ( )( ) ( )( ) ( )∑∑∑
−

=
=

−

= =
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Its optimal value minimises the average number of misclassifications,

( ) ( )( )∑
−

=Ψ
≠Ψ=Ψ

1N

0i
iiBayesempirical labelclass1

N

1
minarg xz

(10)
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Hence we can use as a measure of performance for classifier design functions like the cross-

entropy error for multiple classes (Section 6.9, Bishop, 1995)

( ) ( )∑∑
−

= =
− −=Ψ

1N

0i

C

1l
illientropycross dlny

N

1
L z

(11)

since its absolute minimum occurs when all the training points are correctly classified, that is

when dl(zi)=yli for all l and i.

As we pointed out before, our goal here is to obtain a linear transformation of the input space

based on principal component analysis but also useful for classification. The simplest way of

modifying the original PCA to incorporate class information is by adding a penalty term

( )U,L classifier Ψ  in the original cost function in the following way:

( ) ( ) ( )UUU ,LLL classifierPCAOPCA Ψ+= λ (12)

Here ( )UPCAL  is the cost function defined in (3), ( )U,L classifier Ψ  denotes any function of the

misclassification error of a classifier Ψ that works in the feature space Z=UTX and the

parameter λ controls the degree to which the penalty term influences the solution. The resulting

projections from minimising ( )UOPCAL  are a compromise between achieving PCs and those

projections useful for discriminating in the feature space. If λ is small, the projections will be

close to PCs. As λ grows, they will be oriented from PCs to those projections that imrpoves the

classication accuracy of the classifier that discriminates in the feature space.

 In order to provide correct information about how the projections are useful to classification,

we must re-train the classifier Ψ that works in the feature space, each time we modify the linear

transformation U. In this way, the regularisation process to obtain the oriented PCs (OPCs)

might form part of a global training process in which the feature extractor and the classifier are

simultaneously trained in a co-operative manner.

We might start obtaining a pattern recogniser based on PCA. Then, by means of an iterative

procedure, PCs would be progressively oriented to those directions in which the transformed

training points can be better discriminated. The term ( )U,L classifier Ψ  added to the cost function

of the feature extractor ( )UOPCAL  might provide the sufficient feedback information from the

classifier’s output to the feature extractor in order to compute the OPCs. This could be

accomplished since the classifier Ψ would be re-trained for each new computed linear
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transformation U. A mathematical description of this co-operative learning algorithm is shown

below.

Basic Co-operative Learning Algorithm for OPCA plus Classification

Given a training set T= ( ){ }1-N,...,0i,, ii =yx

Step 1. k=0

Step 2. Design of the initial recogniser that uses standard PCA

Step 2.1. Compute 0
*U  in order to minimise

( ) ( )( )
2N

1i
i

T000
PCA I

N

1
L ∑

=

−−= xxUUU (13)

(given the initial conditions: U0 is a random matrix)

Step 2.2. Compute 0
*Ψ  in order to minimise

( ) ( )( )∑
−

=

≠Ψ=Ψ
1N

0i
ii

T0
*

00
*

0
classifier y1

N

1
,L xUU

(14)

Step 3.  Iterative Design of the Recogniser that uses Oriented PCA

Step 3.1. Compute 1k
*

+U  in order to minimise

( ) ( ) ( )1kk

*classifier
1k

PCA
1k

OPCA ,LLL +++ Ψ+= UUU λ (15)

(given the initial conditions: U is k
*U )

Step 3.2. Compute 1k
*

+Ψ  in order to minimise

( ) ( )( )∑
−

=

++++ ≠Ψ=Ψ
1N

0i
ii

T1k
*

1k1k
*

1k
classifier y1

N

1
,L xUU (16)

(given the initial conditions: Ψ is k
*Ψ )

Step 3.3. k=k+1

Step 3.4. If stopping conditions are met, then go to Step 4 else go to Step 3.1.

Step 4.  End
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3. A Constructive Neural Network for OPCA

Given a classifier k
*Ψ  that employs a linear transformation k

*U  (pxm), our problem is to

compute a new matrix 1k
*

+U  that minimises equation (15). Suppose we can compute

( ) UU ∂Ψ∂ ,Lclassifier . Then the most direct approach is to derive a learning PCNN based on a

constrained gradient descent.

Since the optimisation process based on gradient descent evolves in a time-discrete scale

(n≥0) , the linear transformation [ ]n1k+U  modifies the situation of transformed points that the

fixed classifier k
*Ψ  must discriminate. Since this classifier was built using k

*U  and this matrix is

the initial value of [ ]n1k+U  in the learning equations, it is convenient to impose some restrictions

in the way of computing the OPCs. It makes necessary that the sequence [ ]{ }0n,n1k ≥+U

smoothly varies since the efficacy of ( ) [ ]( ) [ ]nn,L 1k1kk
*classifier

++ ∂•Ψ∂ UU  seems restricted to the

range of values of [ ] k
*

1k n UU ≈+ .

A simple way of limiting the degree of change in [ ]n1k+U  as n grows is to estimate OPCs in

a sequential manner. This constructive computation will make the feature points z=Uk+1[n]x to

be moved only in one dimension each time k, so the classifier *Ψ  will be able to better

discriminate according to the old location than if  all components of [ ]n1k+  vary at the same

Another desirable constraint would be that the PCNN always estimates the same components

for a given initial condition [ ] k
*

1k 0 UU =+ , classifier k
*Ψ  and value of λ. However, this can only

happens when λ=0 we force to the PCNN to exactly estimate PCs instead of a linear

combination of PCs. This behaviour will make possible to increase the convergence rate of the

learning algorithm since if the learning system exactly computes PCs when λ=0 then it is

expected that k
*

1k
* UU ≈+ .

There are two kinds of problems for extracting multiple PCs using linear neural networks

(p.281, Kung, 1993): 1) estimate the linear subspace spanned by the m PCs of highest variance,

2) estimate exactly these first m PCs. Many different architectures and learning algorithms have

been proposed having this goal in mind (Diamantaras & Kung, 1996). In our case, the learning

equations must be directly derived from equation (12) and multiple PCs must be sequentially

extracted. These two restrictions make us to propose the following learning algorithm:
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Constructive Oriented PCNN Learning Algorithm (m, T’, V’, Ψ, ( )( )•ΨclassifierL ,λ, b, A)àà  U

m  is the number of OPCs to extract

T’= { }1-N...0i,'i =x  is the training set

Val’= { }1-N...0i,' V
V
i =x  is the validation set

Ψ is the classifier

λ is the regularisation parameter

b is the number of epochs to iterate before we check the validation error

A is the initial value of matrix U for the adaptive algorithm

U is the linear neural network whose weights are the first m OPCs

Step 0. Whitening of T’ and Val’:

Step 0.1. Computation of  the training sample mean ∑ −

=
=

1N

0i

'
i

N

1
xx

Step 0.2. Removal of mean in T’ and Val’:

T= { }1-N...0i,'ii =−= xxx , Val= { }1-N...0i,' V
V
i

V
i =−= xxx

Step 1. Initialisation of [ ] [ ]m210 aaaAU L==

Step 2. Estimation of m PCs in a sequential fashion.

Step 2.1. k=1.

Step 2.2. n=0.

Step 2.3. Initialisation of [ ] [ ][ ]00 k
*

1k
*
2

*
1

k vvvvV −= L  where [ ] kk 0 av =

Step 2.4. Instantaneous estimation of kth PC

Step 2.4.1. Adaptation of [ ] [ ][ ]nn k
*
2

*
1

k vvvV L=

[ ] [ ] [ ] [ ]
[ ]

[ ]
[ ]

[ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]
[ ]

[ ] [ ] [ ] [ ] [ ]
[ ] [ ][ ]
[ ] [ ]
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1n
1n
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nnnnxne

n
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nnnnnnnn

n
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'
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'
k

k

k
*
2

*
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k
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k
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(17a)

(17b)

(17c)

(17d)

Where x[n]=xn mod N , LPCA[n] is  the instantaneous reconstruction error given by
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[ ] [ ] [ ] [ ] [ ] 2Tkk
PCA nnnn

2

1
nL xVVx −=

(18)

And Lclassifier[n] is the instantaneous penalty term,

[ ] [ ] [ ]( )( )
[ ] [ ][ ]m1kk

*
1k

*
1

T

classifierclassifier

nn

nnLnL

aavvvU

xU

LL +−=

Ψ= (19a)

(19b)

Step 2.5.  If  (n mod b)=0 then

Step 2.5.1. Evaluate the average validation error,

[ ] [ ] [ ]( )( )∑
−

=





 Ψ+−=

1N

0i

V
i

T
classifier

2
V
i

TkkV
i

v
V

V

nLnn
N

1
E xUxVVx λ

(20)

Where Vk[n] and U[n] are given by equations (17c) and (19b) respectively .

Step 2.5.2. If <EV> increases then [ ]nk
*
k vv =  and go to Step 2.8.

Step 2.6. n=n+1

Step 2.7. Go to Step 2.4.

Step 2.8. k=k+1

Step 2.9. If k>m then go to Step 3.

Step 2.10. Go to Step 2.2.

Step 3. [ ]*
m

*
2

*
1

m vvvVU L==

Step 4. End

Next we will prove that this algorithm effectively estimates the first m PCs in the high-

variance sense when λ=0. The algorithm starts computing the first component v1. Since we

perform an on-line gradient descent over the average reconstruction error subject to the

constraint [ ] 1n1 =v  (equation 17c), the sequence [ ]{ }0n,n1 ≥v  tends with probability one

when Nà∞ to the PCs with the highest variance. Another way of seeing this, it is that the

learning equation (17) is equivalent to the simplified version of Oja’s Rule which asymptotically

converges to the first PC (p.370-374, Haykin, 1994).

Once we estimate the first PC, we start to compute the second component, freezing the

achieved value of the first component and minimising the average reconstruction error when the

dimension of the feature space is two. Again, the solution of this problem is an estimation of the

two first PCs or a linear combination of them. Nevertheless, since the first component is fixed to
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the first estimated PC, the only possible solution to the optimisation problem is that the

computed second component is an estimation of the second PC. Then by induction we can prove

that the proposed constructive learning algorithm for λ=0 estimates the first m PCs.

4. The Global Learning Algorithm

According to the last section, we can use the constructive OPCNN with any maximum

classifier that admits the computation of ( ) UU ∂Ψ∂ ,L classifier . However, the function

( )U,L classifier Ψ must be chosen in order to be a good candidate for a gradient search. Since the

average number of misclassification (equation 14) is obviously a poor candidate, we need to use

better choices like the cross-entropy loss function (equation 11). In fact, the most reasonable

election might be closely related with the loss function that uses the classifier in its learning.

We next review the basic co-operative Learning Algorithm for OPCA + classification

presented in section 2 introducing a criterion to finish the learning process based on the early

stopping technique. Suppose we can call a learning procedure for the classification system given

by

Classifier’s Learning Algorithm (T, V, U,Ψini)àà  Ψ

where T is the training set, V is the validation set, U is the linear transformation that uses the

classifier for pre-processing, Ψini is a initial configuration of the classifier and, Ψ is the resulting

classifier that minimises e.g. the empirical misclassification error computed using the validation

set. Then the global learning algorithm can be written as follows:

Global Learning Algorithm for OPCA+Classification (m, T, V, Ψ, ( )( )•ΨclassifierL ,λ, b)

m  is the number of OPCs to extract

T= ( ){ }1-N...0i,, ii =yx  is the training set

V= ( ){ }1-N...0i,, V
V
i

V
i =yx  is the validation set

Ψ is the classifier

λ is the regularisation parameter

b is the number of epochs to iterate before we check the validation error in the OPCNN learning

algorithm

Step 1. U0=0

Step 2. k=1
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Step 3. If k=1 then λ[k]=0 else λ[k]=λ

Step 4. Compute the OPCs:

Constructive Oriented PCNN Learning Algorithm (T, V, Ψk-1, ( )( )•ΨclassifierL ,λ[k], b, Uk-1)àà  Uk

Step 5. Compute the classifier Ψk that uses the linear transformation Uk

Classifier’s Learning Algorithm (T, V, Uk,Ψk-1)àà  Ψk

Step 6. Evaluate the average misclassification error of the overall system using the validation set,

( ) ( )( )∑
−

=

≠Ψ=
1N

0i

V
i

V
i

Tkk

V
recogniserpattern

V

labelclass1
N

1
L xxU

(21)

Step 7. If Lpattern recogniser increases then go to Step 10.

Step 8. k=k+1

Step 9. Go to Step 3

Step 10. End

5. The adaptive Soft k-Nearest-Neighbour Classifier

As we have pointed out in several places of this paper, we need a classifier in order to apply

the global training displayed in the above section. The only restriction is that it must allow the

computation of ( ) UU ∂Ψ∂ ,L classifier . In this section, we introduce the adaptive soft K-nearest-

neighbour (K-NN) classifiers (Bermejo & Cabestany, 1999) that fulfil this condition and besides

they have interesting properties like:

q Better approximation capabilities than crisp K-NN classifiers

q The use of fuzzy LVQ-like learning procedures with faster convergence speed than

Kohonen’s LVQ algorithms in some particular cases.

The so-called adaptive soft K-NN classifiers are local learning algorithms (Bottou & Vapnik,

1992) based on the idea of enhancing the approximation qualities of K-NN estimation by means

of the use of a local Parzen window. This local window is defined in a hypersphere centred at

the pattern to classify x that contains precisely the k nearest neighbours prototypes. Their

discriminant functions are given by

( )
( )

( )
C,...,1l,

;G

;G

;d
C

1j

K

1u

j
u

K

1i

l
i

*

l
j

l

=
−

−
=

∑∑

∑

= =

=

γ

γ
γ

xx

xx
x (22)
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where kernel G is a bounded and even function on X that is peaked about 0, γ denotes the

locality control parameters associated to G, { }jj
u K,...,1u, =x  are those prototypes of class j

among the K nearest prototypes to x and ∑ =
=

C

1j jKK . As any maximum classifier, they

assign a new input to that class whose discriminant function has the highest value.

If the set of prototypes are constrained to coincide with the training points, these discriminant

functions are posterior class estimates and also the solution of a local constant weighted least

squares regression problem that involves the training data. Otherwise, the local kernel estimators

turn into a local mixture model in which the prototypes are the centres of a parameterised

density function G. (Of course, the kernel G must satisfy the conditions of a probability density

function.)  In this latter case, a learning algorithm must estimate the parameters of the mixture

model from data.

Suppose we restrict the mixture model parameters to centres and a global defined parameter

σ that controls locality. Then the goal of the learning phase can be reduced to compute a series

of set of prototypes (or codebooks) Cj={ }j
j
i M,...,1i, =w  j=1,...,C, one for each class, that

minimises some loss function related to the misclassification rate. We propose to minimise the

following modified cross-entropy error function:

( )∑∑
−

= =

−=
1N

0i

C

1l
illi dy

N

1
L z

(23)

where zi is, in this case, the linearly transformed input point UTxi. This function has the same

minimum point as the usual cross-entropy function (equation 11) but besides it has two

remarkable properties:

q If class overlapping is moderate and the number of training samples tends to infinite, the

absolute value of the minimum of L tends to the probability of correct classification.

q Outliers’ impact is reduced in a gradient descent approach to learning

Instead of using this modified cross-entropy loss function (equation 23) as the penalty term in

the constructive oriented PCNN learning algorithm, we will make use of an a positive-defined

error function that has the same minimum points and gradient information:
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( ) ( )

( ) ( ) ( )ii
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For analytical convenience, G is a gaussian kernel of the form ( ) ( )σσπ •exp21
m

. We also

multiply equation (24) by the factor 2σ  to eliminate this constant in the learning equations.

Then the partial derivative of ( )U,Li
classifier Ψ  respect to the kth column vector of U yields
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6. Experimental Results

One must expect better performance of our procedure compared to PCA in classification

problems where the separation between classes is not in the direction of high-variance PCs. To

get some insight into how OPCA is performed, we present experiments with two artificial

problems where low-variance PCs are the right discriminate directions.

In real-life data, underlying class densities are unknown. In this way, comparative studies on

this kind of data will tend to be less informative since we do not know in advance if PCA will be

enough to discriminate between classes. However, we also include simulations with real-data to

see how the learning system behaves in a real-world problem.

6.1. The 2-D Problem

This artificial example was constructed to be completely unfavourable to PCA based on

extracting the principal component of highest variance. There are two 2-D normal classes with
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the same priors. The data for the first class was generated from a normal distribution x1 ~

N(m1,K) with the class mean and covariance matrix given by
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For the other class, data was sampled from a normal distribution x2 ~ N(m2,K)with the same

covariance matrix than before and the class mean given by
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The goal here is to build a pattern recogniser using a feature extractor that projects the

original space into a line. As one can infer from figure 1, the component of lowest variance is

the optimal linear transformation for this classification problem. So one can expect that the

optimal oriented PC will be for a value of λ>0 and will coincide with the lowest variance PC.

Fig. 1. The 2-D problem and its principal components.  We show data samples from class 1

(labelled ‘O’) and class 2 (‘.’), the optimal PCs- the dashed (--) and solid (-) lines- and the

sample PCs- the dotted (.) and dashdot (-.) lines- that are estimated from training data.

Observe that due to finite sample size the estimated PCs are slightly rotated versions of PCs.
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Fig. 2. The Oriented PCs and sample PCs in the ninth set of the 2-D problem. We show the

sample PCs, the dotted (.) and dashdot (-.) lines. These have been estimated from the sample

covariance matrix formed with the 9th training data. We also display the oriented PCs, the

dashed (--) lines, for values of λ=1, ..., 90 (the estimated optimal value). As λ increases, the

Oriented PC goes from the estimated PC of highest variance to the estimated PC of lowest

variance.

Ten independent training, test and validation sets (of the same size, N2-D=1000) are produced

from the 2-D problem. Then one hundred runs for each training set using several values of λ (1,

2.5, 5, 7.5, 10, 15, 20, 30, 50, 70, 90, 100, 200, 250, 300, 400, 500) have been made. The

average misclassification rate for each test set is computed over 1000N2-D classifications. We

have initialised the set of prototypes of the soft 2-NN classifier using LVQ_PAK's eveninit

program (Kohonen, 1995) which selects randomly from training data an even number of

prototypes that fall inside class borders. The optimal value of the parameters has been estimated

using the validation set.

Figure 3 shows the results for the ten test sets. The overall average misclassification rate

(averaged over the patterns of the ten test sets) decreases from 46.99 (λ=1) to 9.78 (λ=90). As

we display on figure 2 as λ increases, the oriented PC goes from the sample PC of highest

variance to the sample PC of lowest variance.

The Bayes decision regions are separated by the line y=0 so the original problem can be

solved in a one dimensional space. Using the Bayes classifier, the probability of
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misclassification P(EB) is ( ) 0668.025.1erfc21 = where erfc is the complementary error

function. For this problem we have shown that the regularisation process moves OPC from the

high-variance PC to the low-variance PC. Therefore, the average misclassification error might

goes from ( ) 5.00erfc21 = (for λ=0) to ( ) 0668.025.1erfc21 = (for the optimal λ). As we

have shown the best classification result was 9.78%, more than three percent units greater than

P(EB). This behaviour of the overall recognition system has an easy explanation. To optimally

resolve the 2-D classification problem in a linearly transformed feature space, the feature

extractor u must coincide with the y-axis. This does not happen due to the sample size effect

since the sample PC of smallest variance does not coincide with the y-axis (see figures 2 and 3).

Hence the resulting 1-D classification problem has a higher P(EB) than 6.68%.
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Fig. 3. The average misclassification rate of each test set of the 2-D Problem versus lambda.

Note that as lambda increases the test error decreases until reaching a minimum. Then the test

error starts to moderately increase.

6.2. The 3-D Problem

This second artificial example is again a problem that can be solved using only the first PC of

smallest variance. There are two 3-D normal classes with the same prior class probabilities. The

data for the first class was extracted from a normal distribution x1 ~ N(m1,K) with the class

mean and covariance matrix given by
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For the second class, data was generated from a normal distribution x2 ~ N(m2,K) with the

same covariance matrix K and the class mean given by
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Instead of building a 1-OPC Analyser plus a 1-D classifier, we force to resolve the 3-D

problem in a 2-D feature space in order to test the extraction process of multiple PCs in a

redundant feature space.

Again, ten independent training, test and validation sets (of the same size, N3-D=1000) are

produced from the 3-D problem. Then one hundred runs for each training and several values of

λ (1, 2.5, 5, 7.5, 10, 15, 20, 30, 50, 70, 90, 100, 200, 250, 300, 400, 500, 700, 900, 1100, 1500)

have been made. The average misclassification rate for each test set is computed over 1000N3-D

classifications. We have initialised the set of prototypes of the classifier and estimate the optimal

value of the parameters as before using the soft 2-NN classifier.

Figure 4 shows the results for the ten test sets. The overall average misclassification rate

decreases from 26.58% (λ=1) to 16.55% (λ=500). For this problem, the Bayes decision regions

are separated by the plane y=0. Then the minimum probability of misclassification is

( ) 1444.025.1erfc21 = . If the regularisation process moved the OPCs from high-variance PCs

to low-variance PCs, we could observe that the average misclassification error would go from

approximately ( ) 2854.0145.1erfc21 = (for λ=0) to ( ) 1444.025.1erfc21 = (for the optimal

λ). In fact, this is the empirically observed fluctuation. However, which is the real solution

achieved for the optimal lambda? Does the two OPCs coincide with the sample PCs of lowest

variance?

In figures 5 and 6, we can observe the computed OPCs in 1000 different runs of the learning

algorithm using the ninth training set. Initially, for low values of λ, the OPCs departure from

high-variance PCs (the z-axis and the x-axis). As λ increases, the first OPCs tend in average to

the low-variance PC (the y-axis). However, the second OPCs do not converge to the second
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low-variance PC but their location tend to be uniformly distributed over the surface of the sphere

of radius 1. Although there is a 2-D feature space, the classifier can solve the classification

problem in one dimension. Hence, the second OPC is redundant so the learning algorithm

randomly chooses its value. In consequence, the overall system computes those optimal

directions to project data to classify but using only the minimum number of projections to

effectively solve the problem.
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Fig 4. The average misclassification rate of each test set versus lambda in the 3-D Problem.

Notice that, like in the 2D-problem, as lambda increases the test error decreases until reaching a

minimum. Then the test error starts to moderately increase.

6.3. The Satimage Problem

The Satimage database was taken originally from the UCI Repository of machine learning

databases (Murphy & Aha, 1994). The Australian Centre for Remote Sensing generated it

from Landsat Multi-Spectral Scanner image data from NASA. The database contains 6435

patterns with 36 components belonging to five classes.

We have divided the original data in training, test, and validation sets that have the following

sizes: 3217, 2146 and 1072 respectively. Then ten runs for different sizes of the set of prototypes

(6, 12, 24, 48, 96, and 192), several values of lambda (0,5,10,15,30,50,70,100,200), and m, the

number of extracted OPCs , (1, 2, 4, 6, 8, 10, 12, 14, 16, and 18) have been made. We have

initialised the set of prototypes and have estimated the optimal value of the parameters as before

with the exception of the adaptive soft 2-NN classifier’s parameter sigma. We estimated with the
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validation set an optimal value when m=1. We then apply this value for all other cases. This is

done to see how the performance is degraded as m increases since a wrong value of sigma can

considerably deteriorate the gradient information that the classifier gives to the OPCNN. The

result of this loss of information can notably affect the performance of the overall system that

could fail to solve the problem.

In figure 7, we display the average misclassification rate of the test set as function of m, for

each size of the set of prototypes. We can observe that given a fixed number of the set of

prototypes, OPCA is always useful. There is always a certain range of λ in which OPCs

achieves better separation between classes than PCs. Besides, the optimal number than OPCS

are smaller than the optimal number of PC. Hence, the classifier’s complexity is reduced using

OPCA in front of PCA and the resulting pattern recogniser can achieve a better generalisation

performance.

Finally, another interesting result is that the degradation, for using a sub-optimal value of σ,

in the classification accuracy of the overall system as m and the number of prototypes increase is

moderate. In table 1, we show the classification error of 1-nearest-neighbourg classifier as a

function of extracted principal components.  One can see that our combined OPCA+classifier

system outperforms the PCA+1-NN classifier for low-dimensional feature spaces (m=1 and

m=2) as expected (table 2). When the dimension of the feature space increases, the most

remarkable effect is that the use of more OPCs does not provoke a great benefit in the

classification accuracy and neither a great catastrophe in the classification accuracy.

Dim 1 2 4 6 8 10 12 14 16 18

Error % 54.94 22.11 14.25 11.17 11.10 11.17 11.69 11.81 12.39 13.92

Table 1. Misclassification rate of a 1-nearest neighbour classifier as a function of the principal

components extracted for the Satimage databases. (These results are taken from ELENA project

(p.28; Jutten et al.,1995)).

Dim 1 2 4 6 8 10 12 14 16 18

Err% 47.91 17.09 15.06 14.26 14.29 14.24 14.67 14.49 14,83 14,60

Table 2. Lower Average Misclassification rate classifier as a function of the principal

components extracted for OPCA+ soft k-NN classifier with 192 prototypes.
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a)

c)

e)

b)

d)

f)

Fig. 5. Evolution of the computed first oriented principal components in 1000 runs as lambda

increases using the ninth training set of the 3-D problem. a) λ=1, b) λ=20, c) λ=30, d) λ=50,

e) λ=100, f) λ=300. For λ=1, the first OPCs converge to the highest-variance PC (the z-axis).

As lambda increases, the original solution softly vanishes and the final solution starts to

appear. (For instance this is notoriously evident for λ=50 where the two solutions coexist.)

For λ=300, the first OPCs are located in the region of the lowest-variance PC (y-axis).
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Fig. 6. Evolution of the computed second oriented principal components in 1000 runs as

lambda increases using the ninth training set of the 3-D problem. a) λ=10, b) λ=20, c) λ=30,

λ=50, d) λ=100, e) λ=300. For λ=1, the second OPC is located in the region of the second

highest-variance PC (the x-axis). As lambda increases, the original solution is softly

disintegrated. Since the pattern classifier only needs 1-OPC to solve the problem, as the first

OPC converges to the optimal solution the second OPC is not longer constrained to any

region of the surface of the sphere. Hence, for λ=300 the distribution of second OPCs is

uniformly located over the surface.
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Fig 7 . The average test misclassification rate versus λ in the Satimage Problem for different

sizes of the set of prototypes: a) 6, b) 12, c) 24, d) 48, e) 96, f) 192. We show in a thick line the
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solution achieved by the pattern recogniser based on PCA and in thin lines the solutions based

on OPCA. Note that given a fixed number of classifier’s prototypes, OPCA is always useful

since the pattern recognisers that use OPCs achieve better recognition accuracy than those based

on PCA for a certain range of the regularisation parameter λ. Another important result is that the

number of OPCs for the best λ is always smaller than the number of PCs needed to achieve a

minimum of the test error.

6. Discussion

6.1. Co-operative feature extraction and classification.

Feature extraction/selection techniques form linear (or non-linear) combinations of the

original variables of the same size and then select the most relevant combination. Clearly, the

optimal subset of features selected and the transformation to compute these features depend

on the classification problem and the particular classifier with which they are used (p.304,

Bishop, 1995). However, the traditional design process of a pattern recogniser is based on

training each module individually. Hence, the use of unsupervised techniques in feature

extraction is common but since they take no account of class information it is difficult to

predict how well they will work as pre-processing for a given classification problem. In some

cases, the representation of the input space through an economic description (compression)

can involve a vital loss of information to classify. (For instance, PCA is based on projecting

the input space using the directions in which data varies most in order to reconstruct the

original point from the transformed space with the minimum error. Although, as we have just

seen in the last section, the directions of lowest-variance are vital in some classification

problems.) Therefore, it is necessary to integrate feature extraction in the classification

process. This implies to design the pattern recogniser as a whole as other works have been

already proposed (e.g. (LeCun et al., 1999) (Bottou&Gallinari,1991)).

We have introduced in this paper a well-principled design paradigm based on coupling the

learning algorithms of a PCNN and a classifier in a global process. The resulting global

learning algorithm searches a feature space based on a linear transformation useful for class

discrimination according to the influence of the feedback signals of the classifier in the linear

neural network. This iterative regularisation process produces a rotation of the original high-

variance PCs controlled by the parameter λ. As we have just seen in the simulations when λ

increases, the OPCs converge to those projections that achieve a better separation of points in

the feature space.
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6.2. Learning to learn the feature space.

In our approach the initial solution are reached through separate feature extraction and

classification. Then we compute a new feature extractor based on the misclassification error

function of this first solution and re-train the classifier again using the new feature extractor.

We restart the design process using now the last solution as the initial condition for new

pattern recogniser. We end this iterative process when the misclassification error on the

validation set stops decreasing. These iterative and coupled learning procedures converge to a

stable solution that reflect the mutual constraints between the feature extractor and the

classifier in order to reach optimal classification accuracy.

This global learning algorithm belong to the group of the ‘learning to learn’ algorithms

(Thrun and Pratt, 1998) that learn constraints which are superposed when learning a new pattern

recogniser. Our system learns to constrain the linear transformation to those directions where a

cost function, composed of a fixed PCA-based error plus a variable term that is a function of the

last learned recogniser, is minimised. So we use a previously learned pattern recogniser to train

the new system and to constrain the feature space to those subspaces in which classification and

compression and properly balanced according to the value of λ.

6.3. OPCA and Bayes VQ.

We have emphasised the use of OPCA as a useful technique for classification purposes.

However, it can be employed for mixed compression/classification purposes. See for instance

work on Bayes Vector Quantization (Gray & Olsen, 1997) (Perlmutter et al., 1996) (Oehler &

Gray, 1995).  In Bayes VQ the emphasis is to explore the combined data

compression/classification goal. The synergistic Bayes VQ design also incorporates a

classification term into the distortion measure by adding a penalising weighted term to the

usual cost function for compression purposes. Depending on the value of the weight λ, the

emphasis will be more on compression or on classification.

7. Conclusions

OPCA is presented as a well-principled technique for feature extraction in classification

problems involving data that belong to several classes. It incorporates class information by

adding a regularising term in the usual PCA average reconstruction error. Depending on the

value of the regularisation parameter λ, the oriented PCs are somewhere in between high-

variance PC and those directions that maximise class separation in the feature space.  A
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constructive oriented principal component neural network is introduced to estimate in an

adaptive fashion the OPCs from data.

In order to compute the OPCs in an efficient way, a global learning algorithm for a pattern

recogniser based on OPCA is presented. This global algorithm integrates the process of design

of the feature extractor and the classifier into a single step. It builds the final system using a

cascade of trained recognisers. The previously learned pattern recogniser is employed as the

initial condition to train the new system and to constrain the feature space to those subspaces

in which classification and compression and properly balanced according to the regularisation

parameter λ.

Experimental results using artificial and real data show the potential of OPCA. Automatic

detection of useful projections for classification is achieved. This means in practice to use less

OPCs than PCs so the classifier works in a lower dimensional space and then generalisation

performance is improved.
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