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Abstract
We consider a perturbation of an integrable Hamiltonian vector field with three degrees of freedom with a center-center-saddle equilibrium having a homoclinic orbit or loop. With the help of the Poincaré map, we study the homoclinic intersections between the stable and unstable manifolds associated to persistent hyperbolic KAM tori, on the center manifold near the equilibrium. If the perturbation is such that the homoclinic loop is preserved, we establish that, in general, the manifolds intersect along 8, 12 or 16 transverse homoclinic orbits. On the other hand, in a more generic situation (the loop is not preserved) the manifolds intersect along 4 transverse homoclinic orbits, though a small neighborhood of the loop has to be excluded. In a first approximation, those homoclinic orbits can be detected as nondegenerate critical points of a Melnikov potential. We also develop an alternative Melnikov approximation in order to study the splitting of the loop itself.

1 Introduction and set-up
Consider on a smooth $(C^\infty)$ symplectic manifold $(M, \Omega)$ with smooth symplectic 2-form $\Omega$ a 3 d.o.f. smooth Hamiltonian vector field $X_H$ with a near integrable Hamiltonian $H = H_0 + \epsilon H_1$. Here $H_0$ defines an integrable vector field, that is, we assume that there are two additional smooth first integrals $F_1, F_2$ such that the triple $(H_0, F_1, F_2)$ forms an involutive set of functions (see, for instance, [2, 1]), and the differentials of these three functions are independent on an open dense set in $M$. Our main assumptions for $X_{H_0}$ are the following.

1
**Assumption 1** \( X_{H_0} \) has a simple singular point \( O \) of center-center-saddle type.

The latter means that

1. The spectrum of the linearization matrix \( L \) of \( X_{H_0} \) at \( O \) consists of two pairs of pure imaginary eigenvalues \( \pm i \omega_1, \pm i \omega_2 \) and a pair of reals \( \pm \lambda \), all of them nonzero.

2. The commuting matrices \( L, M_1, M_2 \), coming from the linearizations of the vector fields \( X_{H_0}, X_{F_1}, X_{F_2} \) at \( O \), are linearly independent over the complex numbers and generate a Cartan subalgebra, i.e., the linear span of \( L, M_1, M_2 \) with complex coefficients contains a diagonalizable matrix with different eigenvalues.

Under this assumption the Vey-Eliasson theorem \([16, 5]\) ensures that in some neighborhood \( U \) of \( O \) there exist smooth symplectic coordinates \( (x_1, x_2, x_3, y_1, y_2, y_3) \) (that is, \( \Omega = dx \wedge dy = \sum dx_i \wedge dy_i \)) such that the functions \( H_0, F_1, F_2 \) have the following representations

\[
H_0 = h(\xi_1, \xi_2, \eta), \quad F_1 = f_1(\xi_1, \xi_2, \eta), \quad F_2 = f_2(\xi_1, \xi_2, \eta),
\]

with \( h, f_1, f_2 \) smooth and \( \xi_1 = (x_1^2 + y_1^2)/2, \xi_2 = (x_2^2 + y_2^2)/2, \eta = x_3y_3 \). This result for the analytic case was proved by Vey in \([16]\) and was extended to the \( C^\infty \)-case by Eliasson \([5]\).

The quoted result allows us to describe completely the structure of \( X_{H_0} \) locally near \( O \). The representation obtained permits to write down the integrals in the following form where, without loss of generality, we can suppose that all integrals vanish at \( O \)

\[
H_0 = \omega_1 \xi_1 + \omega_2 \xi_2 + \lambda \eta + \cdots,
\]

\[
F_1 = \nu_1 \xi_1 + \nu_2 \xi_2 + \mu \eta + \cdots, \tag{1}
\]

\[
F_2 = \kappa_1 \xi_1 + \kappa_2 \xi_2 + \sigma \eta + \cdots,
\]

here dots mean terms of higher order in the variables \( (\xi_1, \xi_2, \eta) \). In this form the simplicity condition for the point \( O \) is equivalent to the condition

\[
\Delta = \begin{vmatrix}
\omega_1 & \omega_2 & \lambda \\
\nu_1 & \nu_2 & \mu \\
\kappa_1 & \kappa_2 & \sigma
\end{vmatrix} \neq 0.
\]

Below, without loss of generality, we regard \( \lambda \) to be positive and, for definiteness, suppose \( \omega_1 > 0 \). In Vey-Eliasson coordinates all local invariant manifolds through \( O \) can be easily characterized. In particular, the local one-dimensional stable manifold \( W^s \) is the axis \( x_3 \), the local one-dimensional unstable manifold \( W^u \) is the axis \( y_3 \), the local 4-dimensional symplectic center manifold \( W^c \) is the disk \( x_3 = y_3 = 0 \), the local 5-dimensional center-stable manifold \( W^{cs} \) is \( y_3 = 0 \) and the center-unstable manifold \( W^{cu} \) is \( x_3 = 0 \).

Our next assumption concerns the orbit behavior on \( W^c \). The restriction of \( X_{H_0} \) on \( W^c \) gives a 2 d.o.f Hamiltonian vector field with an elliptic singular point at \( O \). This vector field is integrable, and the restriction of any of \( F_1, F_2 \) gives an additional integral. Moreover, since \( O \) is simple, it will also be simple for the vector field on \( W^c \), since if \( \Delta \neq 0 \), then one of the determinants of the second order composed from the first and second columns in \( \Delta \) does not vanish.
Assumption 2 The restriction of $X_{H_0}$ on $W^c$ has $O$ as a singular point of general elliptic type (that is, nondegenerate or isoenergetically nondegenerate).

Let $H_0|_{W^c} = \omega_1 \xi_1 + \omega_2 \xi_2 + A\xi_1^2 + 2B\xi_1\xi_2 + C\xi_2^2 + \cdots$ be the restriction of $X_{H_0}$ on $W^c$. Recall that the condition for an elliptic singular point to be of the general elliptic type requires that some quantities calculated in terms of the fourth order in the normal form do not vanish. For our coordinates it gives either

$$
\begin{vmatrix}
A & B & \omega_1 \\
B & C & \omega_2 \\
\omega_1 & \omega_2 & 0
\end{vmatrix} \neq 0 \text{ (nondegenerate) or} \quad 
\begin{vmatrix}
A & B & \omega_1 \\
B & C & \omega_2 \\
\omega_1 & \omega_2 & 0
\end{vmatrix} \neq 0 \text{ (isoenergetically nondegenerate)}.
$$

Thus we see that if the restriction of $X_{H_0}$ on $W^s$ gives a point of general elliptic type, then point this persists for a perturbed vector field on its local center manifold.

This ensures the existence of invariant 2-dimensional KAM tori under the perturbation of $H_0$ on the related persistent center submanifold [6]. They become hyperbolic tori for the whole 3 d.o.f. Hamiltonian.

Our third assumption (see below) is usually fulfilled for an integrable system with a (unique) singular point of the type under consideration. It concerns the behavior of the global stable and unstable manifolds. We assume that they coalesce forming a homoclinic loop. Indeed, locally near $O$, the set $W^u$ consists of three orbits: $O$ and two semi-orbits which tend to $O$ when $t \to -\infty$. Suppose that the continuation in $t$ for positive time of one of these orbits stays in a compact domain of the phase space $M$. Then, it can be shown [9, 8] that, under some mild assumptions on the behavior of the integrable vector field $X_{H_0}$, this orbit has to return into a neighborhood of $O$ and then should tend to $O$ when $t \to \infty$, forming a homoclinic orbit to $O$ (its closure is frequently called a homoclinic loop $\Gamma$). We assume that this is the case, namely

Assumption 3 $X_{H_0}$ has a homoclinic loop $\Gamma$ to $O$.

Remark 1 The same as in assumption 3 is true for the second semi-orbit in $W^u$, so usually in an integrable system without discrete symmetries and with a compact Hamiltonian level of the point $O$, two outgoing semi-orbits merge with two ingoing semi-orbits forming the “figure eight” set.

Let us summarize the contributions of this paper, which are concerned with the behavior of the perturbed Hamiltonian $H = H_0 + \varepsilon H_1$ on a neighborhood of one loop in the phase space.

We start, in Section 2, by studying the behavior of the integrable Hamiltonian $H_0$ near the loop $\Gamma$. To this end, we choose four local sections to orbits in $W^s$ and $W^u$, defined by the equalities

$$
N^s_\pm = \{x_3 = \pm d\}, \quad N^u_\pm = \{y_3 = \pm d\},
$$

respectively, and we describe the map from $N^s_\pm$ to $N^u_\pm$ (local map) defined by the flow. After that we discuss the form of the map from $N^u_\pm$ to $N^s_\pm$ defined by the flow along the global
piece of the homoclinic orbit (global map). Their composition gives us the Poincaré map near the homoclinic orbit.

In Section 3, we consider the local map for the perturbed Hamiltonian. With the help of the center manifold theory and KAM theory, we introduce new symplectic coordinates such that the persistent hyperbolic invariant tori (on the perturbed center manifold near the equilibrium), as well as their stable and unstable manifolds, become flat.

We consider in Section 4 the perturbed global map and study the existence of homoclinic intersections between the stable and unstable manifolds associated to persistent hyperbolic tori. If the perturbation is such that the homoclinic loop is preserved, we show that, for a wide set of tori, the manifolds intersect along 8, 12 or 16 transverse homoclinic orbits (Theorem 1). On the other hand, in a more generic situation in which the loop is not preserved, the manifolds intersect along 4 transverse homoclinic orbits (Theorem 2).

In Section 5 we use the Poincaré–Melnikov method and prove that a first approximation for the splitting distance between the invariant manifolds can be expressed in terms of a Melnikov potential (Theorem 3). Then, the transverse homoclinic orbits can be detected as nondegenerate critical points of the Melnikov potential, and this allows us to obtain the results on the existence of such orbits in a more precise formulation (Theorems 4 and 5). In concrete examples, the number of homoclinic orbits can be found by computing the Melnikov potential explicitly.

It has to be pointed out that, for the validity of the Poincaré–Melnikov method, a small neighborhood of the loop has to be excluded. To overcome this, in Section 6 we develop an alternative Melnikov approximation in order to study the splitting of the loop itself (Theorem 6).

### 1.1 Some examples

We end this introduction with some concrete examples of integrable Hamiltonians for which the previous assumptions are fulfilled. In symplectic (global) coordinates \((x_1, y_1, x_2, y_2, p, q)\), consider

\[
H_0 = h_0(\xi_1, \xi_2) + \frac{p^2}{2} + V(q),
\]

\[
h_0(\xi_1, \xi_2) = \omega_1 \xi_1 + \omega_2 \xi_2 + A\xi_1^2 + 2B\xi_1\xi_2 + C\xi_2^2 + \cdots,
\]

with \(A, B, C\) as required in assumption 2, and a given potential \(V(q)\). This potential is assumed to have a nondegenerate maximum at \(q = 0\); say \(V(0) = V'(0) = 0, V''(0) = -1\). Next, we provide some examples; the associated homoclinic loops are parameterized by \((0, 0, 0, q_0(t), q_0(t))\) with \(q_0(t)\) as given below.

1. Pendulum: \(V(q) = \cos q - 1, q \in \mathbb{T}; q_0(t) = \pm 4 \arctan e^t\).
2. Duffing: \(V(q) = -q^2/2 + q^4/4, q \in \mathbb{R}; q_0(t) = \pm \sqrt{2} \text{sech} t\).
3. Cubic: \(V(q) = -q^2/2 + q^3/3, q \in \mathbb{R}; q_0(t) = \frac{3}{2} \text{sech}^2 \frac{t}{2}\).
We point out that in examples 1 and 2 there are two symmetric homoclinic loops; instead, in example 3 there is only one loop (the second semi-orbit is not contained in a compact set).

In those examples, the symplectic (local) coordinates leading to the representations (1) are given by the well-known transformation to Birkhoff normal form for a 1-degree-of-freedom Hamiltonian near a hyperbolic equilibrium point [12]. First, the linear change

\[
\begin{pmatrix}
    p \\
    q
\end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix}
    1 & 1 \\
    -1 & 1
\end{pmatrix} \begin{pmatrix}
    \bar{x}_3 \\
    \bar{y}_3
\end{pmatrix}
\]

takes, in the three cases, the term \( p^2/2 + V(q) \) in \( H_0 \) into

\[
\bar{x}_3 \bar{y}_3 + \begin{cases}
    \frac{1}{96} (\bar{y}_3 - \bar{x}_3)^4 - \cdots, \\
    \frac{1}{16} (\bar{y}_3 - \bar{x}_3)^4, \\
    \frac{1}{6\sqrt{2}} (\bar{y}_3 - \bar{x}_3)^3.
\end{cases}
\]

Then, a symplectic change \((\bar{x}_3, \bar{y}_3) = (x_3, y_3) + \mathcal{O}(x_3, y_3)\) with a convergent expansion in a neighborhood leads to a function of \( \eta = x_3 y_3 \). Note that \( \lambda = 1 \) in the three examples. In all three examples we may take the first integrals \( F_1 = \xi_1, F_2 = \xi_2 \). So, locally, we have as in (1)

\[
H_0 = \omega_1 \xi_1 + \omega_2 \xi_2 + \eta + \cdots,
\]

\[
F_1 = \xi_1, F_2 = \xi_2, \text{ and } \Delta = 1 \neq 0.
\]

Thus, \( O \) is a simple singular point for the integrable system.

2 The Poincaré map for the integrable system

First of all, we will distinguish two possibilities for the Hamiltonian \( H_0 \):

1. \( \omega_1 \omega_2 > 0 \) (definite case);
2. \( \omega_1 \omega_2 < 0 \) (indefinite case).

These two cases have different foliation into levels \( H = c \) on the center manifold and in a neighborhood of homoclinic orbit \( \Gamma \). Indeed, the restriction of \( X_{H_0} \) onto \( W^c \) gives an integrable system with two degrees of freedom having a simple elliptic point at \( O \). Its local orbit structure is easily seen from the representation (1) (see also [9]). For the definite case, due to our choice \( \omega_1 > 0 \), we get \( \omega_2 > 0 \) as well. Here each level \( H_0 = c, c > 0 \), on \( W^c \) is a 3-sphere for \( c \) small enough, in this sphere the system has two linked periodic orbits, one from the symplectic disk \( D_1 = \{ x_3 = y_3 = x_2 = y_2 = 0 \} \) and another one from the symplectic disk \( D_2 = \{ x_3 = y_3 = x_1 = y_1 = 0 \} \). Other orbits in this level belong to a one-parameter family of invariant tori foliating the sphere. The singular level \( H_0 = 0 \) consists of only point \( O \). Thus, for the definite case all tori in \( W^c \) lie in levels \( H_0 > 0 \).

For the indefinite case \( \omega_1 \omega_2 < 0 \) the singular level \( H_0 = 0 \) in \( W^c \) is topologically a cone over a 2-torus \(^1\). Each level \( H_0 = c, c \neq 0 \), in \( W^c \) is topologically (and differentially) manifold

\(^1\)This means that one takes the direct product \( T^2 \times I, I = [0, 1], \) and \( T^2 \times \{0\} \) is identified to the point.
$D^2 \times S^1$ (solid tori), whose center circle is a periodic orbit from one $D_i$-disk, other orbits belong to invariant tori.

The local map preserves the integrals $\xi_1$, $\xi_2$, $\eta$, as well as $H_0$, $F_1$, $F_2$ being functions of $\xi_1$, $\xi_2$, $\eta$ with nondegenerate Jacobian $D(H_0, F_1, F_2)/D(\xi_1, \xi_2, \eta)$. Let us write down the Hamilton equations

$$\dot{x}_i = -\frac{\partial h}{\partial \xi_i} y_i, \quad \dot{y}_i = \frac{\partial h}{\partial \xi_i} x_i, \quad i = 1, 2,$$

$$\dot{x}_3 = -\frac{\partial h}{\partial \eta} x_3, \quad \dot{y}_3 = \frac{\partial h}{\partial \eta} y_3.$$

(3)

Since the function $h$ and its derivatives depend only on $\xi_1$, $\xi_2$, $\eta$ and are constant along a given orbit, we can integrate (3) as linear equations with constant coefficients and get the local flow

$$x_i(t) = x_i^0 \cos (th_{\xi_i}^0) - y_i^0 \sin (th_{\xi_i}^0), \quad y_i(t) = x_i^0 \sin (th_{\xi_i}^0) + y_i^0 \cos (th_{\xi_i}^0), \quad i = 1, 2,$$

$$x_3(t) = x_3^0 \exp[-th_{\eta}^0], \quad y_3(t) = y_3^0 \exp[th_{\eta}^0],$$

(4)

where lower indices by $h$ mean derivatives with respect to related variables, and upper zeroes mark that the calculations in $h$ are made at $\xi_i^0 = ((x_i^0)^2 + (y_i^0)^2)/2, i = 1, 2,$ and $\eta^0 = x_3^0 y_3^0$.

Thus, we see that the signs of the variables $x_3$ and $y_3$ are preserved by the local flow.

The local map on both $N_\pm^s$ is disconnected, the discontinuity takes place along the trace of $W^{cs}$ ($y_3 = 0$). So the part of $N_\pm^s$ where $y_3 > 0$ is transformed onto $N_\pm^u$, and the part with $y_3 < 0$ is transformed onto $N_\mp^u$. The same is true for $N_\pm^s$.

First we solve the equation $h(\xi_1, \xi_2, \eta) = c$ in $U$. Since $h(0, 0, 0) = 0$ and $h_\eta(0, 0, 0) = \lambda \neq 0$, this equation can be solved with respect to $\eta$ for all values of variables in $U$ (may be in some smaller neighborhood of $O$ which we will denote also $U$, as well),

$$\eta = a(\xi_1, \xi_2, c) = \frac{1}{\lambda}(c - \omega_1 \xi_1 - \omega_2 \xi_2 - \cdots),$$

$a(0, 0, 0) = 0$. We may always regard $N_\pm^s$, $N_\pm^u$ belonging to $U$, then using inequality $\partial a/\partial c \neq 0$ in $U$, we can introduce coordinates $(x_1, y_1, x_2, y_2, c)$ in $N^s_\pm$ (and $N^u_\pm$) instead of coordinates $(x_1, y_1, x_2, y_2, y_3)$ ($(x_1, y_1, x_2, y_2, y_3)$, respectively) by formula $y_3 = a(\xi_1, \xi_2, c)/d$ in $N^s_\pm$, and similarly in $N^u_\pm$: $x_3 = a(\xi_1, \xi_2, c)/d$. On each 4-disk $H_0 = c$ in $N^s_\pm$, coordinates $(x_1, y_1, x_2, y_2)$ are symplectic with respect to the standard symplectic 2-form $dx_1 \wedge dy_1 + dx_2 \wedge dy_2$, being the restriction of $\Omega$ to this disk.

Now we describe how the trace of the stable manifold of a given torus in $W^c$ is represented in $N^s_\pm$ in Vey-Eliasson coordinates, and the same for the trace of the unstable manifold in $N^u_\pm$.

The union of stable manifolds of all tori in $W^c$ make up $W^{cs}$ itself, it is given by the equation $y_3 = 0$, the same is true for the union of unstable manifolds making up $W^{cu}$ given as $x_3 = 0$.

The restrictions of $H_0$ on $W^{cs}$ and $W^{cu}$ in these coordinates have the same representations, given by putting $\eta = 0$ in $H_0$. To fix a definite torus $\Omega_0^2$ in $W^c$ one should assign definite values to the functions $\xi_1 = \xi_1^0$, $\xi_2 = \xi_2^0$ and put $\eta = 0$. In coordinates $(x_1, y_1, x_2, y_2, c)$ in
The trace of $W^s(T^2_0)$ is given as $\xi_1 = \xi_1^0$, $\xi_2 = \xi_2^0$, $c = h(\xi_1^0, \xi_2^0, 0)$. The same set $c, \xi_1^0, \xi_2^0$ determines the trace of $W^u(T^2_0)$ in $N_{\pm}^u$.

To write down the form of the local map, let us integrate equations (3) and find the passage time by orbits from $N_{\pm}^s$ till $N_{\pm}^u$. From formulae (4) for solutions we immediately derived that the passage time from $N_{\pm}^s$ till $N_{\pm}^u$ is equal to

$$t_p = \frac{1}{h^0_\eta} \ln \frac{d}{|y_3|}.$$  

Plugging this into the first four equations in (4) we get the local map $T_0$. The simplest form of this map is obtained in the symplectic polar coordinates $(\xi_1, \xi_2, \varphi_1, \varphi_2)$ on $N_{\pm}^u(c) = N_{\pm}^s \cap \{ H_0 = c \}$, and the same with zeroth upper indices on $N_{\pm}^s(c) = N_{\pm}^s \cap \{ H_0 = c \}$, where $x_i = \sqrt{x_i^2} \cos \varphi_i$, $y_i = \sqrt{x_i^2} \sin \varphi_i$:

$$\xi_1^1 = \varphi_1^0, \quad \varphi_1^1 = \varphi_1^0 - \frac{\partial a(\xi_1^0, \xi_2^0, c)}{\partial \xi_1^0} \ln \frac{d^2}{a(\xi_1^0, \xi_2^0, c)} \quad (\text{mod } 2\pi). \quad (5)$$

These polar coordinates degenerate on the planes $x_1 = y_1 = 0$ and $x_2 = y_2 = 0$, respectively, but these planes $x_1^0 = y_1^0 = 0$ and $x_2^0 = y_2^0 = 0$ are transformed by the local flow onto planes $x_1^1 = y_1^1 = 0$ and $x_2^1 = y_2^1 = 0$, respectively, so their traces on $N_{\pm}^s$ and $N_{\pm}^u$ are mapped into each other.

To study the global map we suppose, without loss of generality, that the outgoing local piece of $\Gamma$ in $U$ coincides with the semiaxis $y_3 > 0$.

Global map $S_0 : N_{\pm}^u \rightarrow N_{\pm}^s$ is defined by the flow of the vector field $X_{H_0}$ near a global piece of $\Gamma$. Along orbits of $X_{H_0}$ the values of $H_0, F_1, F_2$ are preserved. Inside $U$ quadratic functions $\xi_1, \xi_2, \eta$ are also integrals and they are smooth functions of $H_0, F_1, F_2$, due to the condition $D(H_0, F_1, F_2)/D(\xi_1, \xi_2, \eta) \neq 0$ in $U$. It implies that if at a point in $N_{\pm}^u$ the functions $\xi_1, \xi_2, \eta$ take definite values, then at the image of this point in $N_{\pm}^s$ (or $N_{\pm}^u$) the values of these functions are the same, since the values of functions the $H_0, F_1, F_2$ are preserved.

We stress that the choice of the sign in $N_{\pm}^s$ depends on which cross-section of two ones $\Gamma$ returns to. In the examples considered in Section 1.1, it is not hard to check that $\Gamma$ returns to $N_{\pm}^s$ in example 1, and to $N_{\pm}^s$ in examples 2 and 3.

For a fixed $c$ the form of the global map in coordinates $(\xi_1, \xi_2, \varphi_1, \varphi_2)$ is defined by the preservation of coordinates $\xi_1, \xi_2$; that is, a torus $\xi_1 = \xi_1^0, \xi_2 = \xi_2^0$ in $N_{\pm}^u(c)$ is transformed onto the torus in $N_{\pm}^s(c)$ with the same values of $\xi_1, \xi_2$, and the only thing we need to determine is the form of the map in $\varphi_i, i = 1, 2$. Since disks $\xi_1 = 0$ and $\xi_2 = 0$ are transformed to disks $\xi_1^0 = 0$ and $\xi_2^0 = 0$, respectively, then, due to the smoothness of the global map, and its symplecticity, the map in $\varphi_i$ is of the form

$$\varphi_1 = \varphi_1 + \frac{\partial R}{\partial \xi_1} \quad (\text{mod } 2\pi), \quad \varphi_2 = \varphi_2 + \frac{\partial R}{\partial \xi_2} \quad (\text{mod } 2\pi),$$

where $R = R(\xi_1, \xi_2, c)$. Thus, the global map $S_0 : N_{\pm}^u(c) \rightarrow N_{\pm}^s(c)$ is close to a fixed rotation of angles

$$\gamma_i = \frac{\partial R}{\partial \xi_i} \bigg|_{c=0}.$$
It will be convenient to change the coordinates in $N^u_+(c)$ in such a way that this map becomes close to the identity. To do this, with a rotation of coordinates $X = (x_1, x_2, y_1, y_2)^\top$ we introduce new coordinates $Y = (u_1, u_2, v_1, v_2)^\top$ in $N^u_+(c)$:

\begin{align*}
  u_i &= x_i \cos \gamma_i - y_i \sin \gamma_i, \\
  v_i &= x_i \sin \gamma_i + y_i \cos \gamma_i, \quad i = 1, 2.
\end{align*}

For the images in $N^s_+(c)$, we keep the coordinates $\bar{X} = (\bar{x}_1, \bar{x}_2, \bar{y}_1, \bar{y}_2)^\top$. Then, the global map takes the form:

\begin{align}
  \bar{x}_i &= u_i \cos \frac{\partial R_1}{\partial \xi_i} - v_i \sin \frac{\partial R_1}{\partial \xi_i}, \\
  \bar{y}_i &= u_i \sin \frac{\partial R_1}{\partial \xi_i} + v_i \cos \frac{\partial R_1}{\partial \xi_i},
\end{align}

where $R_1 = R(\xi_1, \xi_2, c) - \gamma_1 \xi_1 - \gamma_2 \xi_2$, \( \frac{\partial R_1}{\partial \xi_i} \bigg|_{\xi = 0} = 0 \). Expanding the right hand side of (6-7) at $\xi = 0$, the global map $S_0$ casts as follows

\[ \bar{X} = Y + F(Y, c), \]

where the function $F$ begins with third order terms in $Y$.

Now we are able to study properties of Poincaré map which is the composition of local and global maps, $S_0 \circ T_0$. We consider first the definite case $\omega_1 \omega_2 > 0$, that is, both $\omega_i > 0$. $\Gamma$ returns after global travel either on $N^s_-$ (case A) or on $N^s_+$ (case B). The difference between these two possibilities consists in the different topology of the level $H_0 = 0$. For the case A the disk $y_3 = 0$ (the trace of $W^{cs}$) in $N^s_-$ touches the disk $H_0 = 0$ at only one point $\xi_1 = \xi_2 = 0$, for other points of this level $y_3 > 0$, and so, all these points are transformed by the local map to $N^u_-$. Therefore, the local map has a discontinuity only at the trace of $\Gamma$ on this level, but can be determined by continuity up to a homeomorphism of the disk. In particular, a neighborhood of $\Gamma$ in the level $H_0 = 0$ is homeomorphic to $D^4 \times S^1$.

For $c > 0$ the intersection of disks $H_0 = c$ and $W^{cs}$ (i.e., $y_3 = 0$) in $N^u_-$ is a 3-sphere $\Sigma_c$ given by solutions of the equation $h(\xi_1, \xi_2, 0) = c$. Points inside $\Sigma_c$ are transformed to $N^u_-$, and points outside $\Sigma_c$ (but inside of some larger sphere defined by the size of $U$) are transformed to $N^u_+$, any transverse to $\Sigma_c$ segment through the point on $\Sigma_c$ breaks. These considerations define a domain of the Poincaré map on $N^s_-$.

For $c < 0$ all points of some 4-disk centered at the origin in $N^s_-$ are smoothly mapped by the local map $T_0$ onto some 4-disk in $N^u_-$. Thus we get

**Lemma 1** Suppose $\omega_1 \omega_2 > 0$. Then for the case $A$ and $c = 0$ the domain of the Poincaré map is a punctured 4-disk. For $c < 0$ the domain is some 4-disk, and for $c > 0$ the domain is a layer between two concentric spheres.

For the case $B$ ($\Gamma$ returns to $N^s_+$) the situation is opposite. Namely, for $c = 0$ all points (in $N^s_+$) excepting the trace of $\Gamma$ in 4-disk $H_0 = 0$, are mapped by $T_0$ onto $N^u_-$ and lost (i.e. go out from the neighborhood under consideration). If $c > 0$, then the points inside of the
small sphere $\Sigma_c$ determined by $y_3 = 0$ are mapped onto $N^u_+$, the points out of $\Sigma_c$ are lost. For $c < 0$ all points of the 4-disk are lost.

In the indefinite case $\omega_1\omega_2 < 0$, the situation is more complicated. To fix ideas, suppose that $\Gamma$ returns to $N^u_+$. As was said before, the local map breaks at the points of the trace of $W^{cs}$ on $N^u_+ (\text{they are given for different } c \text{ by the equation } b(\xi_1, \xi_2, 0) = c \text{ or } y_3 = a(\xi_1, \xi_2, c)/d = 0)$. These traces are described for different $c$ as follows. If $c = 0$, then this trace in 4-disk $N^u_+ (0)$ is diffeomorphic to a cone over torus. This set divides this 4-disk into two regions, $a(\xi_1, \xi_2, 0)$ is positive in one region (these points are transformed by the local map to $N^u_+$) and negative in another one (these points are transformed by the local map to $N^u_-$ and are not considered further, since $\Gamma$ intersects $N^u_-$). If $c \neq 0$, the situation is the same as for $c = 0$, only the trace of $W^{cs}$ given by $a = 0$ here is smooth $D^3$, it also divides 4-disk $H_0 = c$ into regions with opposite signs of $a$, so only one of these domains is mapped to $N^u_+$.

For the problem about homoclinic orbits to invariant tori in $W^c$ we only need to know how images under action of the global map of traces of unstable manifolds of tori from $W^c$ in $N^u_+$ intersect traces of their stable manifolds in $N^s_+$.

Thus, we have got that for integrable system all invariant tori in $W^c$ have their stable and unstable manifolds coinciding, that is all orbits are homoclinic. As we will see later, in general for a perturbed system only a finite number of homoclinic orbits to invariant torus survive.

### 3 The perturbed local map

Now let us consider a perturbed Hamiltonian system with Hamiltonian $H = H_0 + \varepsilon H_1$, where $H_0$, as above, is integrable with a homoclinic orbit $\Gamma$ to a center-center-saddle singular point $O$. Such the singular point persists under a perturbation and smoothly depends on $\varepsilon$. Without loss of generality one can assume that this singular point does not move under the perturbation. This will be assumed henceforth.

Using Vey-Eliasson coordinates in some neighborhood of $O$ one can consider the restriction of the perturbed system to $U$. Then the system will be a perturbation of system (3). We take the same two cross-sections $N^s_+$ (or $N^u_+$), $N^u_+$ as for the integrable system. These cross-sections are determined by the integrable system therefore we omit lower indices $\pm$.

The local map $T_\varepsilon : N^s \to N^u$ is a perturbation of the map (5). Similarly, we get the perturbation of the global map $S_\varepsilon : N^u \to N^s$. We need to analyse the properties of these two maps.

We begin with the study of the local map. The principal difference with the integrable case consists in that, due to KAM theory, local center manifold fails to be filled with invariant 2-tori: only a Cantor set of a positive measure is filled with tori. Stable and unstable manifolds of these tori survived cut $N^s$ and $N^u$, respectively, giving related Cantor sets of tori on them. For our purposes we use two known results: the theorem on the persistence of local center-stable and center-unstable manifolds [3, 7], and the KAM theorem by Pöschel [13].

For $\varepsilon = 0$ the vector field has center-stable manifold $W^{cs} : y_3 = 0$, center-unstable mani-
fold $W^{cu}: x_3 = 0$, and center manifold $W^c: x_3 = y_3 = 0$. They are all flat, that is, pieces of the related coordinate subspaces. First what we do is the flattening of the corresponding perturbed manifolds $W^{cs}_\varepsilon$, $W^{cu}_\varepsilon$, $W^c_\varepsilon$. Recall that, by the center manifold theory [3, 7], these manifolds exist and are $C^r$-smooth (with arbitrary high $r$, if the neighborhood of $O$ where these manifolds are defined is chosen sufficiently small). In the coordinates we use these manifolds can be represented as graphs of the following $C^r$-functions: $y_3 = f(x_1, y_1, x_2, y_2, x_3, \varepsilon)$ (for $W^{cs}_\varepsilon$), $x_3 = g(x_1, y_1, x_2, y_2, y_3, \varepsilon)$ (for $W^{cu}_\varepsilon$), $(x_3, y_3) = w(x_1, y_1, x_2, y_2, \varepsilon)$ (for $W^c_\varepsilon$). One-dimensional stable and unstable manifolds also persist, they stay as smooth as the perturbation.

As was said before, we assume that $\lambda > 0$ and $\omega_1 > 0$. The spectrum of the linearized vector field at $O$ is $(-\lambda(\varepsilon), \pm i\omega_1(\varepsilon), \pm i\omega_2(\varepsilon), \lambda(\varepsilon))$. Thus, there are invariant linear subspaces of the tangent space at $O$ for eigenvalues $(-\lambda(\varepsilon), \pm i\omega_1(\varepsilon))$ (it is the tangent space to $W^{cs}_\varepsilon$ at $O$), the same for $(\pm i\omega_1(\varepsilon), \pm i\omega_2(\varepsilon), \lambda(\varepsilon))$ (it is the tangent space to $W^{cu}_\varepsilon$ at $O$) and $(\pm i\omega_1(\varepsilon), \pm i\omega_2(\varepsilon))$ (tangent space to $W^c_\varepsilon$ at $O$). Making previously the linear change of variables one can suppose that the related linear invariant subspaces coincide with the coordinate planes. Then, the functions $f, g, w$ begin with the terms of the second order in their variables. We assume this below.

To flatten related manifolds we use the following assertion.

**Proposition 1** There is a canonical change of variables

$$(x_1, y_1, x_2, y_2, x_3, y_3) \to (X_1, Y_1, X_2, Y_2, X_3, Y_3)$$

such that the Hamiltonian takes the form

$$H(X_1, Y_1, X_2, Y_2, X_3, Y_3, \varepsilon) = H_1(X_1, Y_1, X_2, Y_2, \varepsilon) + X_3 Y_3 H_2(X_1, Y_1, X_2, Y_2, X_3, Y_3, \varepsilon), \quad H_2(0, 0, 0, 0, 0) = \lambda(\varepsilon),$$

where the expansion of $H_1(X_1, Y_1, X_2, Y_2, \varepsilon)$ in spatial variables begins with $\omega_1(\varepsilon)(X_1^2 + Y_2^2)/2 + \omega_2(\varepsilon)(X_2^2 + Y_2^2)/2$.

**Proof.** We only make one step, namely we will flatten $W^{cs}_\varepsilon$. One can use a standard result from symplectic geometry (see, for instance, [10]) but here we are able to give an easy direct proof. The idea is the same as for proving the Darboux theorem in [2]. Let $y_3 = f(x_1, y_1, x_2, y_2, x_3, \varepsilon)$ be the representation of $W^{cs}_\varepsilon$. Introduce the variable $Y_3 = y_3 - f(x_1, y_1, x_2, y_2, x_3, \varepsilon)$ (recall that $f$ is of the order 2 in spatial variables). Take $Y_3$ as a Hamilton function and consider the related Hamiltonian vector field. The hypersurface $x_3 = g(x_1, y_1, x_2, y_2, y_3, \varepsilon)$ is transversal to the flow near $O$, since at this point $\dot{x}_3 = -1$. Take as the conjugated coordinate to $Y_3$ the function $X_3(x_1, y_1, x_2, y_2, x_3, y_3, \varepsilon)$ defined as the time of reaching the point $(x_1, y_1, x_2, y_2, x_3, y_3)$ for an orbit starting on the hypersurface $x_3 = g$. It is evident that $X_3 = 0$ on this hypersurface. The Poisson bracket of these functions satisfies $\{X_3, Y_3\} \equiv 1$. Therefore, the functions $X_3, Y_3$ are independent and commute. The common level $X_3 = Y_3 = 0$ is a smooth symplectic 4-disk $D$. One can take a symplectic chart $(X_1, Y_1, X_2, Y_2)$ at the point $O$ in $D$. Observe that the commuting independent functions $X_3, Y_3$ generate a Poisson action of the group $\mathbb{R}^2$, with two-dimensional orbits being
transversal to \( D \). This means that one can extend Darboux coordinate functions given in \( D \) to some neighborhood of \( D \) in transverse direction obtaining the complete set of functions giving Darboux coordinates near \( O \) (see details in [2]). In these coordinates, due to the construction, \( W^c \) is given by the equation \( Y_3 = 0 \), as desired. \( \blacksquare \)

Thus, after these transformations we get the Hamiltonian in the form we sought. The corresponding differential system casts as follows

\[
\dot{X}_1 = -\frac{\partial H_1}{\partial Y_1} - X_3 Y_3 \frac{\partial H_2}{\partial Y_1}, \quad \dot{Y}_1 = \frac{\partial H_1}{\partial X_1} + X_3 Y_3 \frac{\partial H_2}{\partial X_1},
\]

\[
\dot{X}_2 = -\frac{\partial H_1}{\partial Y_2} - X_3 Y_3 \frac{\partial H_2}{\partial Y_2}, \quad \dot{Y}_2 = \frac{\partial H_1}{\partial X_2} + X_3 Y_3 \frac{\partial H_2}{\partial X_2},
\]

\[
\dot{X}_3 = -X_3 \frac{\partial H_2}{\partial Y_3}, \quad \dot{Y}_3 = Y_3 \frac{\partial H_2}{\partial X_3}.
\]

Next we apply the KAM results of Pöschel [13] to the restriction of the system to the center manifold \( X_3 = Y_3 = 0 \): there is a smooth symplectic change of variables \((X_1, Y_1, X_2, Y_2) \rightarrow (I_1, \theta_1, I_2, \theta_2)\) smoothly depending on \( \varepsilon \) such that in new coordinates Hamiltonian \( H_1 \) turns into \( \tilde{H}_1 = h_1(I_1, I_2, \theta_1, \theta_2, \varepsilon) \), where the derivatives

\[
\frac{\partial h_1}{\partial \theta_1}, \frac{\partial h_1}{\partial \theta_2}
\]

vanish on a Cantorian set of \((I_1, I_2)\) of positive measure near the origin, that is, at these tori we get \( \tilde{H}_1 = h_1(I_1, I_2) \). In [13] it is required the necessary smoothness to be greater than \( 3n - 1 \), where \( n \) is the number of degrees of freedom. For our case, we have \( n = 2 \) since the KAM result is applied on the center manifold. This necessary smoothness can be reached in a sufficiently small neighborhood of \( O \).

We stress that the new coordinates \((I_1, \theta_1, I_2, \theta_2)\) can be taken \( O(\varepsilon) \)-close to the polar coordinates (5).

In the KAM coordinates \((I_1, \theta_1, I_2, \theta_2, X_3, Y_3)\), the differential system turns into

\[
\dot{I}_1 = -\frac{\partial h_1}{\partial \theta_1} - X_3 Y_3 \frac{\partial H_2}{\partial \theta_1}, \quad \dot{\theta}_1 = \frac{\partial h_1}{\partial I_1} + X_3 Y_3 \frac{\partial H_2}{\partial I_1},
\]

\[
\dot{I}_2 = -\frac{\partial h_1}{\partial \theta_2} - X_3 Y_3 \frac{\partial H_2}{\partial \theta_2}, \quad \dot{\theta}_2 = \frac{\partial h_1}{\partial I_2} + X_3 Y_3 \frac{\partial H_2}{\partial I_2},
\]

\[
\dot{X}_3 = -X_3 \frac{\partial H_2}{\partial Y_3}, \quad \dot{Y}_3 = Y_3 \frac{\partial H_2}{\partial X_3}.
\]

(9)

Let us consider a torus from the Cantorian set in \( W^c \). From (9), setting \( X_3 = Y_3 = 0 \) we get \( \dot{I}_1 = 0, \dot{I}_2 = 0 \). Thus, we see that \( Y_3 = 0, \quad I_1 = I^0_1, \quad I_2 = I^0_2 \) define the stable manifold of a preserved torus \( X_3 = Y_3 = 0, \quad I_1 = I^0_1, \quad I_2 = I^0_2 \). The same is valid for the unstable manifold of such a torus, one only needs to replace \( Y_3 \) by \( X_3 \).
So, in order to find homoclinic orbits to the torus preserved, one needs to prove that the image under the global mapping $S_c$ of the trace on $N^u$ of local unstable manifold of this torus intersects the trace of local stable manifold on $N^s$ of the same torus.

4 The perturbed global map

Under a perturbation, in general, the Hamiltonian system loses integrability. In particular, it can lead to the splitting of homoclinic loop to the center-center-saddle $O$. Nevertheless, there are perturbations which preserve the homoclinic loop, that is, perturbed stable and unstable manifolds of the singular point coalesce. These perturbations belong to a codimension 4 submanifold near the integrable Hamiltonian $H_0$ in the space of all smooth Hamiltonians with $C^r$—topology, $r$ is greater than $3n - 1$ (with $n = 2$). Indeed, the local stable and unstable manifolds are one-dimensional, their traces $m_s$ on $N^s$ and $m_u$ on $N^u$, respectively, are points on the 4-disks $N^s \cap \{ H = H(O) \}$ and $N^u \cap \{ H = H(O) \}$. The perturbation moves these traces on disks. The global map transforms $m_u$ to a point $m_u$ on $N^s$. The distance between $m_s$ and $m_u$ characterizes the splitting of the loop. It is clear that in order to make related points $m_s$ and $m_u$ coincident one has to have at least a 4-parametric unfolding of the initial Hamiltonian. Thus, codimension of Hamiltonians with homoclinic loops to center-center-saddle is equal to four. This can be proved rigorously but we omit it here (see also Section 6 for a related result). Let us denote the set of Hamiltonians with loops near $H_0$ in the space of all $C^r$—Hamiltonians as $\mathcal{L}$.

The perturbed global map has the form of a perturbation of (8). So we get

$$\bar{X} = Y + F(Y, c) + \varepsilon G(Y, c, \varepsilon).$$

Recall that $Y = 0$ corresponds to the trace of $\Gamma$ on $N^u$. Let us expand function $G$ in $Y$ at $Y = 0$ up to third order terms. The linear term in $Y$ takes the form $(E + \varepsilon U(\varepsilon, c))Y$ with symplectic matrix $E + \varepsilon U$. Therefore this close to identity matrix can be written as the exponent of some Hamiltonian matrix $IA$ with a symmetric $A$ (we denote $I$ the standard symplectic matrix). Thus

$$\bar{X} = \varepsilon \alpha(\varepsilon, c) + \exp[\varepsilon IA(\varepsilon, c)]Y + F(Y, c) + \varepsilon G_1(Y, c, \varepsilon),$$

(10)

where the expansion of function $G_1$ begins with the second order terms in $Y$.

The case of unfolding lying in $\mathcal{L}$ is characterized by the condition

(L) \hspace{1cm} \alpha(\varepsilon, 0) \equiv 0.

Theorem 1 For the case (L) and $\varepsilon$ small enough there exists a region $V$ in the positive quadrant of the plane $(I_1, I_2)$ near the point $(0, 0)$ such that the perturbed system has either 8, 12 or 16 transverse (on the related level of the Hamiltonian) homoclinic orbits to every perturbed persistent Diophantine tori $I_1 = I_1^0$, $I_2 = I_2^0$, $(I_1^0, I_2^0) \in V$, on the center manifold $W^c_\varepsilon$.
Remark 2 The region $V$ consists of the part of the quadrant $I_1 > 0$, $I_2 > 0$ where the function $R$ defined in (14) is a Morse function, i.e. all its critical points are nondegenerate. This means that $V$ is the whole quadrant except for small neighborhoods of some rays $I_1/I_2 = \text{const}$. In fact, this nondegeneracy condition for $R$ can be interpreted as a condition on the first order deviation in $\varepsilon$ for the global map at the trace of $\Gamma$ on $N^u(0)$. In Section 5, this deviation is written in terms of the Melnikov potential.

Proof. Let us fix a torus in $W_\varepsilon^c$: $I_1 = I_1^0, I_2 = I_2^0$, in the Cantorian set of persistent tori. Traces of its stable and unstable manifolds on $N^s(c)$ and $N^u(c)$, as was shown above, have the same representation $T_i^2 = \{ \vec{I}_1 = I_1^0, \vec{I}_2 = I_2^0 \}$, $T_u^2 = \{ I_1 = I_1^0, I_2 = I_2^0 \}$. Let us find $T_i^2 \cap S_\varepsilon(T_u^2)$. To this end, square both sides of the every equality in (10) and sum up separately left hand sides and right hand sides for symplectically conjugated coordinates

$$\frac{1}{2}(\dot{x}_1^2 + \dot{y}_1^2) = \frac{1}{2}(u_1^2 + v_1^2) + \varepsilon(A_1(Y, c) + \varepsilon B_1(Y, \varepsilon, c)),$$

$$\frac{1}{2}(\dot{x}_2^2 + \dot{y}_2^2) = \frac{1}{2}(u_2^2 + v_2^2) + \varepsilon(A_2(Y, c) + \varepsilon B_2(Y, \varepsilon, c)),$$

where

$$A_1(Y, c) = u_1(\alpha_1(0, c) - a_{12} u_1 - a_{23} u_2 - a_{33} v_1 - a_{34} v_2) + v_1(\alpha_2(0, c) + a_{14} u_1 + a_{12} u_2 + a_{13} v_1 + a_{14} v_2) + O(\|Y\|^3),$$

$$A_2(Y, c) = u_2(\alpha_2(0, c) - a_{14} u_1 - a_{23} u_2 - a_{34} v_1 - a_{44} v_2) + v_2(\alpha_4(0, c) + a_{12} u_1 + a_{22} u_2 + a_{23} v_1 + a_{24} v_2) + O(\|Y\|^3).$$

To find the intersection $T_i^2$ and $S_\varepsilon(T_u^2)$ we set in the equalities obtained $\vec{I}_i = I_i = I_i^0$, $I_i = (u_i^2 + v_i^2)/2, i = 1, 2$. Thus we get

$$\varepsilon(A_1(Y, c) + \varepsilon B_1(Y, \varepsilon, c)) = 0,$$

$$\varepsilon(A_2(Y, c) + \varepsilon B_2(Y, \varepsilon, c)) = 0.$$ (11)

Divide both sides of the equations (11) by $\varepsilon$ and take the limit $\varepsilon \to 0$. After introducing symplectic polar coordinates $u_i = \sqrt{2I_i^0} \cos \theta_i, v_i = \sqrt{2I_i^0} \sin \theta_i$, the system takes the form

$$2\sqrt{I_1^0 I_2^0}(a_{12} \sin \theta_1 \cos \theta_2 + a_{14} \sin \theta_1 \sin \theta_2 - a_{23} \cos \theta_1 \cos \theta_2 - a_{34} \cos \theta_1 \sin \theta_2) +$$

$$\sqrt{2I_1^0}(\alpha_1(0, c) \cos \theta_1 + \alpha_3(0, c) \sin \theta_1) +$$

$$I_1^0((a_{11} - a_{33}) \sin 2 \theta_1 - 2a_{13} \cos 2 \theta_1) + O(\|I^0\|^3/2) = 0,$$

$$2\sqrt{I_1^0 I_2^0}(a_{12} \cos \theta_1 \sin \theta_2 + a_{23} \sin \theta_1 \sin \theta_2 - a_{14} \cos \theta_1 \cos \theta_2 - a_{34} \sin \theta_1 \cos \theta_2) +$$

$$\sqrt{2I_2^0}(\alpha_2(0, c) \cos \theta_2 + \alpha_4(0, c) \sin \theta_2) +$$

$$I_2^0((a_{22} - a_{44}) \sin 2 \theta_2 - 2a_{24} \cos 2 \theta_2) + O(\|I^0\|^3/2) = 0.$$ (12)

For the case (L), the homoclinic orbit to O, persists so $\alpha_i(\varepsilon, 0) \equiv 0$, therefore, $\alpha_i(0, c) = c \widehat{a}_i(0, c)$. Since we have fixed the persistent torus, then in local coordinates the restriction of the Hamiltonian on $W_\varepsilon^c$ depends on $I_1^0, I_2^0$ only, that is, $c = h_1(I_1^0, I_2^0) = \omega_1 I_1^0 + \omega_2 I_2^0 +$
\( O(\|I^0\|^2) \). Therefore, the terms containing \( a_i(0, c) \) can be included into \( O \left( \|I^0\|^{3/2} \right) \) terms. Divide both sides of the equations by \( \sqrt{I_1^0 I_2^0} \) and denote \( r = \sqrt{I_1^0 / I_2^0} \). As a result system (12) takes the form

\[
\begin{align*}
& r \left( (a_{11} - a_{33}) \sin 2\theta_1 - 2a_{13} \cos 2\theta_1 \right) + 2a_{12} \sin \theta_1 \cos \theta_2 + a_{14} \sin \theta_1 \sin \theta_2 - \\
& a_{23} \cos \theta_1 \cos \theta_2 - a_{34} \cos \theta_1 \sin \theta_2 + O \left( \|I^0\|^{1/2} \right) = 0, \\
& \frac{1}{r} \left( (a_{22} - a_{44}) \sin 2\theta_2 - 2a_{24} \cos 2\theta_2 \right) + 2a_{12} \cos \theta_1 \sin \theta_2 + a_{23} \sin \theta_1 \sin \theta_2 - \\
& a_{14} \cos \theta_1 \cos \theta_2 - a_{34} \sin \theta_1 \cos \theta_2 + O \left( \|I^0\|^{1/2} \right) = 0.
\end{align*}
\]

Let us fix \( r \) and tend \( I_1^0 \to 0 \) and \( I_2^0 \to 0 \) along a ray \( I_1^0 = r^2 I_2^0 \) in the plane \((I_1, I_2)\). The equations obtained are written as

\[
\nabla R = 0,
\]

with

\[
\begin{align*}
R &= -r \left( \frac{a_{11} - a_{33}}{2} \cos 2\theta_1 + a_{13} \sin 2\theta_1 \right) - \frac{1}{r} \left( \frac{a_{22} - a_{44}}{2} \cos 2\theta_2 + a_{24} \sin 2\theta_2 \right) \\
& - 2(a_{12} \cos \theta_1 \cos \theta_2 + a_{23} \sin \theta_1 \cos \theta_2 + a_{14} \cos \theta_1 \sin \theta_2 + a_{34} \sin \theta_1 \sin \theta_2) \\
& = -r \left( \frac{a_{11} - a_{33}}{2} \cos 2\theta_1 + a_{13} \sin 2\theta_1 \right) - \frac{1}{r} \left( \frac{a_{22} - a_{44}}{2} \cos 2\theta_2 + a_{24} \sin 2\theta_2 \right) \\
& - (a_{12} - a_{34}) \cos(\theta_1 + \theta_2) + (a_{23} + a_{14}) \sin(\theta_1 + \theta_2) \\
& + (a_{12} + a_{34}) \cos(\theta_1 - \theta_2) + (a_{23} - a_{14}) \sin(\theta_1 - \theta_2)) \\
& = s_1 \cos(2\theta_1 - \sigma_1) + s_2 \cos(\theta_1 + \theta_2 - \sigma_2) \\
& + s_3 \cos(\theta_1 - \theta_2 - \sigma_3) + s_4 \cos(2\theta_2 - \sigma_4),
\end{align*}
\]

where the (non-negative) coefficients \( s_i \) depend on \( r \), and the phases \( \sigma_i \) do not depend on \( r \). It is clear that this gradient form of the system of equations is a direct consequence of the property that tori \( T^2_s \) and \( S^2(T^2_\pi) \) are Lagrangian.

We are seeking nondegenerate critical points of function \( R(\theta_1, \theta_2, r) \) at a fixed \( r \) on the torus \((\theta_1, \theta_2) \) (mod \( 2\pi \)). The nondegeneracy at a critical point \( p \) is equivalent to the inequality

\[
\det \frac{\partial^2 R}{\partial \theta^2} (p) \neq 0
\]

where \( \theta = (\theta_1, \theta_2) \).

Let us observe that the function \( R \) depends only on \( \theta_1, \theta_2 \) and \( r \). This means that for all tori on the ray \( I_1^0 = r^2 I_2^0 \) this function is the same. In particular, if we have found a torus \( I_1 = I_1^0, \ I_2 = I_2^0 \) such that all critical points of \( R \) on this torus are nondegenerate, then the same is true for all tori on this ray and for rays (i.e. \( r \)) sufficiently close to this one.

Applying Lemma 2 (see below) to the function \( R(\cdot, \cdot, r) \) we see that, if all its critical points are nondegenerate, the number of such critical points must be 8, 12 or 16. Now let us restrict \( r, \ 0 < r_0 < r < r_1 \). If, for a fixed \( r_* \) in this interval, the function \( R \) has only nondegenerate critical points, then the same is true for some open interval of \( r \) containing
$r_*$. Therefore, the set $C$ of all $r$ such that the function $R$ has only nondegenerate critical points is open and belongs to the interval $(r_0, r_1)$. For $r$ belonging to the boundary of $C$, the function $R$ has at least one degenerate critical point.

Let us choose a compact set in $C$ (for instance, a collection of a finite number of segments). Then for these $r \in C$ the implicit function theorem can be applied to system (11), expressed in polar coordinates and divided by $\varepsilon$, uniformly in $r$ giving solutions $\theta_i(I_1^0, I_2^0, \varepsilon)$, $i = 1, 2$, for all $(I_1^0, I_2^0, \varepsilon)$ close enough to $(0, 0, 0)$. The union of all rays with $r \in C$ gives us the set $V$ of the theorem.

Finally, we select any torus $I = I_1^0, I = I_2^0$ in $W^c$ of the integrable system with a diophantine set of frequencies which persists for $0 \leq \varepsilon < \varepsilon_0$. If these $I_1^0, I_2^0$ such that $r = \sqrt{I_1^0/I_2^0} \in C$ then we can obtain intersection on $N^s(c)$ of the stable and unstable manifolds of this torus $(\theta_1(I_1^0, I_2^0, \varepsilon), \theta_2(I_1^0, I_2^0, \varepsilon), c = h(I_1^0, I_2^0))$. ■

**Lemma 2** Let $R(\theta_1, \theta_2)$ be a scalar function on $\mathbb{T}^2$ of the form

$$ R = s_1 \cos(2\theta_1 - \sigma_1) + s_2 \cos(\theta_1 + \theta_2 - \sigma_2) + s_3 \cos(\theta_1 - \theta_2 - \sigma_3) + s_4 \cos(2\theta_2 - \sigma_4), $$

with given non-negative coefficients $s_i$, and phases $\sigma_i$. If $R$ is a Morse function, i.e. its critical points are all nondegenerate, then the number of such critical points is 8, 12 or 16.

**Proof.** In view of the invariance of $R$ under the shift

$$ (\theta_1, \theta_2) \mapsto (\theta_1 + \pi, \theta_2 + \pi), $$

(15)

we carry out the following 2-to-1 linear change on $\mathbb{T}^2$:

$$ \psi_1 = 2\theta_1 - \sigma_1, \quad \psi_2 = \theta_1 + \theta_2 - \sigma_2. $$

Its inverse is a “1-to-2 map”:

$$ \theta_1 = \frac{\psi_1 + \sigma_1}{2} + \nu, \quad \theta_2 = \psi_2 - \frac{\psi_1 + \sigma_1}{2} + \sigma_2 + \nu \quad (\nu = 0, \pi). $$

(16)

With this change we obtain

$$ \bar{R}(\psi_1, \psi_2) = s_1 \cos \psi_1 + s_2 \cos \psi_2 + s_3 \cos(\psi_1 - \psi_2 - \sigma_1) + s_4 \cos(\psi_1 - 2\psi_2 - \sigma_2), $$

with $\dot{\sigma}_1 = -\sigma_1 + \sigma_2 + \sigma_3$ and $\dot{\sigma}_2 = -\sigma_1 + 2\sigma_2 - \sigma_4$. Since each critical point of $\bar{R}$ gives rise to 2 critical points of $R$, we need to prove that $\bar{R}$ has 4, 6 or 8 critical points.

One can give a lower bound for the number of critical points of $\bar{R}$ from some results of Morse theory [11]. Recall that the index of a critical point $p$ is the number of negative eigenvalues for the Hessian matrix at $p$, and denote as $\nu_k = \nu_k(\bar{R})$ the number of critical points of the index $k$, $0 \leq k \leq 2$ (then, the amounts $\nu_0, \nu_1, \nu_2$ are the number of minima, saddle points and maxima, respectively). The Morse inequalities connect the number of critical points of a given index and the Betti numbers (ranks of the homology groups of the
manifold under consideration). For the case of the 2-torus, the Morse inequalities are of the form

$$\nu_0 \geq 1, \quad \nu_1 - \nu_0 \geq 1, \quad \nu_2 - \nu_1 + \nu_0 = \chi(\mathbb{T}^2) = 0,$$

where $\chi$ is the Euler characteristics. Therefore, the minimal number of critical points of $\bar{R}$ (assuming that they are all nondegenerate) is equal to 4, and for a function with the minimal number of critical points one gets the following distribution of their types: a minimum, two saddles and a maximum. We also deduce that the total number of critical points for a Morse function on $\mathbb{T}^2$ is even, since $\nu_0 + \nu_1 + \nu_2 = 2\nu_1$.

To find an upper bound for the number of critical points of $\bar{R}$, we shall show that the critical points can be reduced to zeroes of a trigonometric polynomial of one angle. We write

$$\bar{R} = \lambda_0(\psi_2) + \lambda_1(\psi_2) \cos \psi_1 + \lambda_2(\psi_2) \sin \psi_1,$$

(17)

where we define

$$\lambda_0(\psi_2) = s_2 \cos \psi_2,$$

$$\lambda_1(\psi_2) = s_1 + s_3 \cos(\psi_2 + \hat{\sigma}_1) + s_4 \cos(2\psi_2 + \hat{\sigma}_2),$$

(18)

$$\lambda_2(\psi_2) = s_3 \sin(\psi_2 + \hat{\sigma}_1) + s_4 \sin(2\psi_2 + \hat{\sigma}_2).$$

(19)

The critical points of $\bar{R}$ are the solutions of the following system of equations:

$$\frac{\partial \bar{R}}{\partial \psi_1} = \lambda_2(\psi_2) \cos \psi_1 - \lambda_1(\psi_2) \sin \psi_1 = 0,$$

(20)

$$\frac{\partial \bar{R}}{\partial \psi_2} = \lambda'_1(\psi_2) \cos \psi_1 + \lambda'_2(\psi_2) \sin \psi_1 + \lambda'_0(\psi_2) = 0.$$

(21)

This can be interpreted as a linear system for $\cos \psi_1$, $\sin \psi_1$, whose determinant is

$$\Delta(\psi_2) = \lambda_1 \lambda'_1 + \lambda_2 \lambda'_2 = \frac{1}{2} (\lambda_1^2 + \lambda_2^2)' = \frac{1}{2} (\lambda_1' + \lambda_2')^2.$$

If a critical point $(\psi_1, \psi_2)$ satisfies $\Delta(\psi_2) \neq 0$, solving the linear system (20–21) we get

$$\cos \psi_1 = -\frac{\lambda'_0 \lambda_1}{\lambda_1 \lambda'_1 + \lambda_2 \lambda'_2}, \quad \sin \psi_1 = -\frac{\lambda'_0 \lambda_2}{\lambda_1 \lambda'_1 + \lambda_2 \lambda'_2},$$

(22)

and the equality $\cos^2 \psi_1 + \sin^2 \psi_1 = 1$ implies that $\psi_2$ must be a zero of the following trigonometric polynomial:

$$g(\psi_2) = (\lambda_1 \lambda'_1 + \lambda_2 \lambda'_2)^2 - (\lambda'_0)^2 (\lambda_1^2 + \lambda_2^2) = 0.$$

(23)

One can easily check that $\lambda_1^2 + \lambda_2^2$ is a trigonometric polynomial in $\psi_2$ of degree \( \leq 2 \) (indeed, one can use (18–19) and check that all the terms of degrees 3 and 4 cancel). Taking a derivative it is clear that the same is true for $\lambda_1 \lambda'_1 + \lambda_2 \lambda'_2$. Then, we see from (23) that $g(\psi_2)$ is a trigonometric polynomial of degree $\leq 4$, which gives at most 8 possible values for $\psi_2$
(unless \(g(\psi_2)\) is identically zero; see below). Replacing each value of \(\psi_2\) into (22), one single value of \(\psi_1\) is determined. This implies that the function \(\bar{R}\) has at most 8 critical points with \(\Delta(\psi) \neq 0\).

Of course, additional critical points \((\psi_1, \psi_2)\) with \(\Delta(\psi_2) = 0\) may occur. But in this case we must have in (20–21) that \(\lambda_1(\psi_2) = \lambda_2(\psi_2) = 0\) or \(\lambda'_0(\psi_2) = 0\). In both subcases, we see that (23) is also satisfied, now with \(\psi_2\) as a double zero. Replacing \(\psi_2\) into (20–21), we obtain at most two values for \(\psi_1\) (unless \(\lambda_1, \lambda'_1, \lambda_2, \lambda'_2\) simultaneously vanish at \(\psi_2\), but in this case one has a line of critical points). Then, even if \(\Delta(\psi) = 0\) for some of the critical points, we deduce that the total number of critical points for \(\bar{R}\) cannot be larger than 8.

In the preceding discussion, one should consider the possibility that \(g(\psi_2)\) be identically zero. We are going to show that, if this happens, then there appears a curve formed with critical points. Assuming \(g(\psi_2) \equiv 0\), if \(\Delta(\psi_2) \neq 0\) in some interval, we deduce from (22) that for each \(\psi_2\) in this interval one value of \(\psi_1\) is determined, obtaining a curve of critical points. Otherwise, if \(g(\psi_2) \equiv 0\) and \(\Delta(\psi_2) \equiv 0\), we deduce that \(\lambda_1(\psi_2) = \lambda_2(\psi_2) \equiv 0\) in some interval, or \(\lambda'_0(\psi_2) \equiv 0\) in some interval. In the first case we see from (18–19) that \(s_1 = s_2 = s_4 = 0\), and clearly there are lines of critical points. In the second case, we obtain from (20–21) that for each \(\psi_2\) two values of \(\psi_1\) are determined, giving rise to two curves of critical points. Thus, if \(g(\psi_2) \equiv 0\) there are always curves of critical points, and this contradicts the assumption that \(\bar{R}\) is a Morse function (for such a function, all critical points must be isolated).

We deduce from these arguments that the number of critical points of \(\bar{R}\) must be 4, 6 or 8. After the linear change (16), the number of critical points of \(\bar{R}\) is doubled: 8, 12 or 16.

In an analogous way to Theorem 1, one can study the case when, for any \(c\),

\[
(\text{LL}) \quad \alpha(0, c) = \left. \frac{d}{d\epsilon} \right|_{\epsilon=0} \varepsilon \alpha(\varepsilon, c) \equiv 0 \tag{2}
\]

(see (10)). This case is reduced to the preceding one, as terms containing \(\alpha_i(0, c)\) vanish and, after dividing by \(\sqrt{I_1^0 I_2^0}\), we get the same system (13).

Now consider a generic one-parameter unfolding. We will show here that the perturbed system has four transverse (on the related level of the Hamiltonian) homoclinic orbits to every perturbed persistent Diophantine tori \(I_1 = I_1^0, I_2 = I_2^0\) on the center manifold \(W^c\), if \((I_1^0, I_2^0)\) belong to some set in the plane \((I_1, I_2)\).

**Theorem 2** There are \(\varepsilon_0 > 0\) and some open set \(D\) in the quadrant \(I_1 > 0, I_2 > 0\) such that for \((I_1^0, I_2^0) \in D\) a persistent Diophantine torus \(I_1 = I_1^0, I_2 = I_2^0\) has exactly 4 transverse (in the related level of Hamiltonian) homoclinic orbits to this torus.

**Proof.** To find homoclinic orbits to a persistent invariant torus, given by \(I_1 = I_1^0, I_2 = I_2^0\), we need to find intersections between its stable and unstable manifolds or equivalently, as in Theorem 1, solutions of system (12).

\[\text{The sense of this identity is that one considers an one-parameter unfolding of } H_0 \text{ such that the related path in the space of all Hamiltonians is tangent at the point } H_0 \text{ to } \mathcal{L}.\]
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Dividing the first equation of system (12) by $\sqrt{2I_1^0}$, and the second one by $\sqrt{2I_2^0}$, the system casts into the form

$$\begin{align*}
\alpha_1(0, 0) \cos \theta_1 + \alpha_3(0, 0) \sin \theta_1 + O \left(\|I^0\|^{1/2}\right) &= 0, \\
\alpha_2(0, 0) \cos \theta_2 + \alpha_4(0, 0) \sin \theta_2 + O \left(\|I^0\|^{1/2}\right) &= 0.
\end{align*}$$

(24)

Tending in (24) to the limit $I_1^0 \to 0$, $I_2^0 \to 0$, we obtain the system

$$\begin{align*}
\alpha_1(0, 0) \cos \theta_1 + \alpha_3(0, 0) \sin \theta_1 &= 0, \\
\alpha_2(0, 0) \cos \theta_2 + \alpha_4(0, 0) \sin \theta_2 &= 0
\end{align*}$$

(notice that, as in the proof of Theorem 1, this system can be put in gradient form). We assume (it is the condition of the general position) that

$$(\text{LLL}) \quad \alpha_1(0, 0)^2 + \alpha_3(0, 0)^2 \neq 0, \quad \alpha_2(0, 0)^2 + \alpha_4(0, 0)^2 \neq 0.$$

Then, the system has four solutions $p^k = (\theta^k_1, \theta^k_2)$, $k = 1, 4$ (we stress that, in this case, the solutions do not depend on the ray to which $(I_1^0, I_2^0)$ belongs). Due to (LLL) the implicit function theorem is applicable to (24), and gives four solutions $p^k = (\theta^k_1 (I_1^0, I_2^0), \theta^k_2 (I_1^0, I_2^0))$, $k = 1, 4$. In fact, only a positive measure Cantorian set of tori persists, but the implicit function theorem works here uniformly in $I$ out of some neighborhood of the former homoclinic orbit. ■

5 The Melnikov potential

The method of detecting homoclinic orbits to invariant tori presented in previous section is, in a sense, blind: it is rather hard to apply it to concrete Hamiltonians and perturbations. Now, we are interested in detecting the effective existence of transverse homoclinic orbits for concrete perturbations $\varepsilon H_1$, as well as in obtaining a first approximation for (the traces in $N^\ast$ of) these orbits. The standard procedure for this purpose is the Poincaré–Melnikov method, which provides the Melnikov function as an approximation to the splitting distance (i.e. the distance between the stable and unstable manifolds of a given torus).

The transverse homoclinic orbits are usually approximated as simple zeroes of the (vector) Melnikov function but, as in [4], the Hamiltonian character of the equations allows us to look for nondegenerate critical points of the (scalar) Melnikov potential, whose gradient is the Melnikov function.

For the sake of simplicity, we restrict ourselves to the case of an unperturbed Hamiltonian $H_0$ as in the examples considered in Section 1.1, plus a perturbation $\varepsilon H_1(x_1, y_1, x_2, y_2, p, q)$.

We know from Section 3 that the persistent tori and their invariant manifolds become transparent in the local KAM coordinates introduced there. However, since the Melnikov function will be defined with the help of integrals along trajectories on the global unperturbed homoclinic manifold, it is natural to use the global original coordinates $z = (x_1, y_1, x_2, y_2, p, q)$ in order to deduce an expression for the Melnikov function. To be more precise, we are
going to use the coordinates \( \zeta = (\xi_1, \xi_2, \varphi_1, \varphi_2, p, q) \), i.e. we change to the polar coordinates introduced in (5).

The reason for using polar coordinates is that the Melnikov function will provide a first approximation for the splitting distance along the actions \( \xi = (\xi_1, \xi_2) \), which are first integrals of \( H_0 \). Notice that the unperturbed homoclinic manifold of a torus is given by \( \{ \xi = \text{const}, p = 0 \} \), and it will be enough to give a measure for the splitting along the \( \xi \)-directions due to the conservation of energy.

First, we describe the parameterizations to be used. We denote \( \mathcal{T} \) a persistent Diophantine torus in \( W^c \), with actions \( I^0 = (I^0_1, I^0_2) \). This torus can be parameterized by \( \theta = (\theta_1, \theta_2) \in \mathbb{T}^2 \) in the coordinates provided by KAM theorem in Section 3. Let \( \mathcal{Z}^s(I^0, \theta, \varepsilon) \) be the parameterization of the torus \( \mathcal{T} \) in the coordinates \( \xi \), and let \( \mathcal{I}^s(I^0, \theta, \varepsilon) = (\mathcal{I}^s_1(I^0, \theta, \varepsilon), \mathcal{I}^s_2(I^0, \theta, \varepsilon)) \) denote its \( \xi \)-components: \( \mathcal{Z}^s = (\mathcal{I}^s_1, \mathcal{I}^s_2, \ldots) \).

Let us denote \( \mathcal{A}^s, \mathcal{A}^u \) the traces of the torus \( \mathcal{T} \) on the transverse sections \( N^s, N^u \) (i.e. the intersection of the stable and unstable manifolds of \( \mathcal{T} \) with \( N^s, N^u \)). Notice that these traces are 2-dimensional tori. Recall that the transverse sections have been defined in (2) by a number \( d \), not depending on \( \varepsilon \). This \( d \) can be chosen small enough in such a way that the traces are contained in the domain of validity of the KAM results of Section 3. We use for the traces \( \mathcal{A}^s, \mathcal{A}^u \) the same parameters as for the torus \( \mathcal{T} \): as before, we denote \( \mathcal{Z}^{s,u}(I^0, \theta, \varepsilon) \) the whole parameterization, and \( \mathcal{T}^{s,u} = (\mathcal{T}^{s,u}_1, \mathcal{T}^{s,u}_2) \) their \( \xi \)-components. We see from KAM Hamiltonian equations (9) that the angles \( \theta \in \mathbb{T}^2 \) in the parameterizations \( \mathcal{Z}^s, \mathcal{Z}^u \) can be taken in such a way that the trajectory starting at the point \( \mathcal{Z}^s(I^0, \theta, \varepsilon) \) is asymptotic for \( t \to \infty \) to the trajectory starting at \( \mathcal{Z}^s(I^0, \theta, \varepsilon) \), and the trajectory starting at \( \mathcal{Z}^u(I^0, \theta, \varepsilon) \) is asymptotic for \( t \to -\infty \) to the trajectory starting at \( \mathcal{Z}^s(I^0, \theta, \varepsilon) \).

Now we consider the image of \( \mathcal{A}^u \) through the global map \( S_\varepsilon : N^u \to N^s \), and denote \( \tilde{\mathcal{Z}}^u(I^0, \theta, \varepsilon) \) the parameterization of \( S_\varepsilon(\mathcal{A}^u) \) inherited from \( \mathcal{A}^u \), i.e. \( \tilde{\mathcal{Z}}^u \) is the point where the trajectory starting at \( \mathcal{Z}^u \) intersects \( N^s \). As before, we denote \( \tilde{\mathcal{I}}^u = (\tilde{\mathcal{I}}^u_1, \tilde{\mathcal{I}}^u_2) \) the \( \xi \)-components of the point \( \tilde{\mathcal{Z}}^u \). As a measure for the splitting distance, we are going to take the distance between the tori \( \mathcal{A}^s \) and \( S_\varepsilon(\mathcal{A}^u) \), restricted to the \( \xi \)-directions. Nevertheless, the phase drift that occurs along any trajectory has to be taken into account in order to measure this distance correctly.

Since the trajectories on the invariant manifolds of the torus \( \mathcal{T} \) are close to the unperturbed homoclinic trajectories, we look at the case \( \varepsilon = 0 \) in order to choose the phases. Recalling the function \( q_0(t) \) in the examples given in Section 1.1, a homoclinic trajectory to \( \mathcal{T} \) for \( H_0 \) is given by

\[
\zeta_0(t) = \zeta_0(t, I^0, \theta) = (I^0, \theta + t\bar{\omega}, \dot{q}_0(t), q_0(t)),
\]

where we have denoted \( \bar{\omega} = (\bar{\omega}_1, \bar{\omega}_2) \), with

\[
\bar{\omega}_1 = \frac{\partial h_0}{\partial I^0_1}(I^0_1, I^0_2) = \omega_1 + 2A_1^0 + 2B_1^0 + \cdots, \quad \bar{\omega}_2 = \frac{\partial h_0}{\partial I^0_2}(I^0_1, I^0_2) = \omega_2 + 2A_1^0 + 2C_1^0 + \cdots
\]

It is clear that trajectory (25) is asymptotic for \( t \to \pm \infty \), with exponential estimates, to the following trajectory on the unperturbed torus:

\[
\zeta_0^*(t) = \zeta_0^*(t, I^0, \theta) = (I^0, \theta + t\bar{\omega}, 0, 0).
\]
Let $T_1, T_2 > 0$ constants such that $\zeta_0(-T_1) \in N^u$, $\zeta_0(T_2) \in N^s$. We have $T_1, T_2 \sim \ln(1/d)$, where $d$ is the number (chosen small enough) defining the sections $N^s$, $N^u$.

**Remark 3** It is worth stressing the fact that at $\varepsilon = 0$, the Hamiltonian $H_0$ in the examples considered is the sum of two independent subHamiltonians $h_0$ and $p^2/2 + V(q)$ (decoupled subsystems). In this case all homoclinic orbits to a fixed torus in $W^c$ possess the property of the same asymptotics (the same orbit on the torus) as $t \to +\infty$ and $t \to -\infty$. For the case of coupled integrable Hamiltonians these asymptotic orbits are different generically, and this has to be taken into account for the Melnikov potential, which becomes the sum of two distinct integrals for $t < 0$ and $t > 0$. In fact, the Poincaré–Melnikov method for more general unperturbed Hamiltonians $H_0$ was developed in [4] introducing an alternative single integral expression for the Melnikov potential (a previous work in this direction was [15]).

Now, we can define the following (vector) function as an exact measure for the splitting distance:

$$M(I^0, \theta, \varepsilon) = (\bar{T}^u(I^0, \theta - T_1 \bar{\omega}, \varepsilon) - \bar{T}^s(I^0, \theta + T_2 \bar{\omega}, \varepsilon)).$$

The next theorem provides a first order approximation for the function $M$ in terms of the gradient of a scalar function, called the Melnikov potential, defined as follows:

$$L(I^0, \theta) = -\int_{-\infty}^{\infty} \left[ \dot{H}_1(\zeta_0(t)) - \dot{H}_1(\zeta^*_0(t)) \right] dt,$$

where $\dot{H}_1(\zeta)$ denotes the perturbation $H_1$ expressed in the coordinates $\zeta$. The integral is absolutely convergent since $\zeta_0(t)$ is asymptotic for $t \to \pm \infty$ to $\zeta^*_0(t)$ (with exponential estimates).

**Theorem 3** For the splitting distance along the $\xi_i$-directions, the following first order approximation holds:

$$M = \varepsilon \nabla_\theta L + O(\varepsilon^2).$$

**Proof.** For any $\theta = (\theta_1, \theta_2)$, let us consider the trajectories $\zeta^{*, u}(t) = \zeta^{*, u}(t, I^0, \theta, \varepsilon)$ such that $\zeta^{u}(-T_1) = \bar{Z}^u(I^0, \theta - T_1 \bar{\omega}, \varepsilon)$ and $\zeta^{s}(T_2) = \bar{Z}^s(I^0, \theta + T_2 \bar{\omega}, \varepsilon)$. The trajectories $\zeta^{s}(t)$ and $\zeta^{u}(t)$ are $O(\varepsilon)$-close to $\zeta_0(t)$ for $t \geq T_2$ and $t \leq -T_1$ respectively, due to that these parts of the trajectories are contained in the domain of validity of the KAM results, and they are asymptotic to the torus as $t \to \pm \infty$. Extending these estimates to $-T_1 \leq t \leq T_2$ (an interval whose length is $\sim \ln(1/d)$, outside of the scope of KAM results), we see from Gronwall inequality that the trajectory $\zeta^{u}(t)$ is $O(\varepsilon/\varepsilon^\alpha)$-close to $\zeta_0(t)$ for some $\alpha > 0$. However, since the number $d$ does not depend on $\varepsilon$, it follows that $\zeta^{u}(t)$ is $O(\varepsilon)$-close to $\zeta_0(t)$ for all $t \leq T_2$. Using this estimate, and the fact that the trajectory $\zeta^{u}(t)$ intersects $N^s$ transversely, we deduce that $\bar{Z}^{u} = \zeta^{u}(T_2 + O(\varepsilon))$ and, for the actions, $\bar{\tau}^{u}_i = \zeta^{u}_i(T_2) + O(\varepsilon^2)$ since $\zeta^{u}_i = O(\varepsilon)$.

---

\(^3\)This $\alpha$ is given by the Lipschitz constant for the Hamiltonian vector field associated to $H_0$; it can be obtained from a bound (on a compact set) for the second derivatives of $H_0$. 
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On the torus \( T \), let \( \zeta^*(t) = \zeta^*(t, I^0, \theta, \varepsilon) \) denote the trajectory to which \( \zeta^*(t) \) is asymptotic for \( t \to \infty \), with \( \zeta^*(T_2) = Z^*(I^0, \theta + T_2 \omega, \varepsilon) \). This trajectory \( \zeta^*(t) \) is \( O(\varepsilon) \)-close to \( \zeta^*_i(t) \) for all \( t \in \mathbb{R} \). The trajectory \( \zeta^u(t) \) is also asymptotic for \( t \to -\infty \) to the trajectory \( \zeta^*(t) \).

For the components of the function \( \mathcal{M} \), we write

\[
\mathcal{T}_i - \mathcal{T}_i^* = (\mathcal{T}_i^u - \mathcal{T}_i^*) - (\mathcal{T}_i^s - \mathcal{T}_i^s) = (\xi_i^u(T_2) - \xi_i^*(T_2)) - (\xi_i^s(T_2) - \xi_i^*(T_2)) + O(\varepsilon^2). \tag{28}
\]

To obtain the first order approximation, we use that \( \xi_1, \xi_2 \) are first integrals of \( H_0 \) in a neighborhood \( U \) of the singular point \( O \):

\[
\dot{\xi}_i = \varepsilon \{ \xi_i, \hat{H}_1 \} = -\varepsilon \frac{\partial \hat{H}_1}{\partial \varphi_i} = \varepsilon \left( y_i \frac{\partial H_1}{\partial x_i} - x_i \frac{\partial H_1}{\partial y_i} \right). \tag{29}
\]

For the “stable” term in (28), we obtain:

\[
-(\xi_i^u(T_2) - \xi_i^*(T_2)) = \int_{T_1}^{\infty} \left[ \dot{\xi}_i^u(t) - \dot{\xi}_i^*(t) \right] dt = -\varepsilon \int_{T_1}^{\infty} \left[ \frac{\partial \hat{H}_1}{\partial \varphi_i} (\xi_i^u(t)) - \frac{\partial \hat{H}_1}{\partial \varphi_i} (\xi_i^*(t)) \right] dt + O(\varepsilon^2),
\]

where we have used the \( O(\varepsilon) \)-closeness of the perturbed trajectories to the unperturbed ones, for \( t \geq T_2 \). The integral involved is absolutely convergent, since \( \xi_i^*(t) \) is asymptotic for \( t \to \infty \) to \( \xi_i^*(t) \) with exponential estimates. For the “unstable” term in (28), we can proceed analogously (although we integrate in a “longer” interval, this does not make the estimates worse, because the length of the additional interval \(-T_1 \leq t \leq T_2 \) does not depend on \( \varepsilon \)), and we obtain:

\[
\xi_i^u(T_2) - \xi_i^*(T_2) = \int_{-\infty}^{T_1} \left[ \dot{\xi}_i^u(t) - \dot{\xi}_i^*(t) \right] dt = -\varepsilon \int_{-\infty}^{T_2} \left[ \frac{\partial \hat{H}_1}{\partial \varphi_i} (\xi_i^u(t)) - \frac{\partial \hat{H}_1}{\partial \varphi_i} (\xi_i^*(t)) \right] dt + O(\varepsilon^2).
\]

Replacing in (28) the approximations obtained, we obtain an integral \( \int_{-\infty}^{\infty} \) (the Melnikov function) that gives a first order approximation to the function \( \mathcal{M} \), with an error term \( O(\varepsilon^2) \). This integral is the gradient in \((\theta_1, \theta_2)\) of the Melnikov potential defined in (26).

Since the splitting distance is approximated by the gradient of the Melnikov potential \( L \), the nondegenerate critical points in \( \theta = (\theta_1, \theta_2) \) of \( L \) will give rise to transverse homoclinic orbits. We point out that, in related cases, it can be shown [4] that the whole splitting distance (and not only its first order approximation) is also the gradient of a scalar function, called the splitting potential (due to the Hamiltonian character of the equations, which implies Lagrangian properties for the invariant manifolds). This fact is very useful in order to ensure the existence of homoclinic orbits in degenerate (non-transverse) cases, but we do not need it here.
Now, we are going to study the nondegenerate critical points in $\theta$ of the Melnikov potential. This requires explicit computations and, to give an illustration, we only consider the case of the pendulum (example 1, among the three ones considered in Section 1.1), and a more concrete perturbation:

$$H_1 = (\cos \theta - \nu) f(x_1, y_1, x_2, y_2), \quad (30)$$

where $\nu$ is a parameter. It is not hard to see that for $\nu = 1$ all tori persist with their local invariant manifolds, whereas for $\nu \neq 1$ we have a majority of persistent Diophantine tori from KAM theory. In both cases, the global invariant manifolds may not coincide, and to study their transverse intersections we use the Melnikov potential. Applying (26) and using that

$$\cos q_0(t) - 1 = -\frac{2}{\cosh^2 t}, \quad (31)$$

we obtain the following expression for the Melnikov potential, which does not depend on the value of $\nu$:

$$L(I^0, \theta) = 2 \int_{-\infty}^{\infty} \frac{\dot{f}(I^0, \theta + t\omega)}{\cosh^2 t} dt. \quad (32)$$

In the next two theorems, two different types of functions $f$ are considered in the perturbation (30), and the existence and number of transverse homoclinic orbits for such a perturbation is studied. First, in Theorem 4, we consider $f = O_2(x_1, y_1, x_2, y_2)$, and writing down the Hamiltonian equations one easily checks that the homoclinic loop $\Gamma$ persists (to be more precise, it is kept unchanged). Instead, in Theorem 5 we consider a more general function $f$ and, in general, the loop will not be preserved. Their statements are similar to those of Theorems 1 and 2, but now we provide a condition that can be checked for concrete examples.

We recall that a scalar function on a manifold is called a Morse function provided all its critical points are nondegenerate.

**Theorem 4** Let $f = O_2(x_1, y_1, x_2, y_2)$ in the perturbation (30), denote $f_2$ its quadratic part (i.e. $f = f_2 + O_3$). For any action $I^0 = (I^0_1, I^0_2)$, let us denote $L_2(I^0, \cdot)$ the part of the Melnikov potential coming from $f_2$, and let $B$ be the set of actions $I^0$ such that $L_2(I^0, \cdot)$ is a Morse function of $\theta \in \mathbb{T}^2$. Then, for $I^0$ in an open subset of $B$, and $\varepsilon$ small enough, there exist either 8, 12 or 16 transverse homoclinic orbits.

**Proof.** Let $f = b_1x_1^2 + b_2x_1y_1 + b_3x_1x_2 + b_4x_1y_2 + b_5y_1^2 + b_6y_1x_2 + b_7y_1y_2 + b_8x_2^2 + b_9x_2y_2 + b_{10}y_2^2 + O_3(x_1, y_1, x_2, y_2)$. In polar coordinates, this function becomes

$$\dot{f}(\xi_1, \xi_2, \varphi_1, \varphi_2)$$

$$= \xi_1[(b_1 + b_5) + (b_1 - b_5) \cos 2\varphi_1 + b_2 \sin 2\varphi_1]$$

$$+ \sqrt{\xi_1\xi_2}[(b_3 - b_7) \cos(\varphi_1 + \varphi_2) + (b_4 + b_6) \sin(\varphi_1 + \varphi_2)]$$

$$+ (b_3 + b_7) \cos(\varphi_1 - \varphi_2) - (b_4 - b_6) \sin(\varphi_1 - \varphi_2)]$$

$$+ \xi_2[(b_8 + b_{10}) + (b_8 - b_{10}) \cos 2\varphi_2 + b_9 \sin 2\varphi_2] + O(\|\xi\|^3/2). \quad (33)$$
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Inserting this expansion into the integral and taking into account that integrals of odd functions vanish, and using also that \( \tilde{\omega}_i = \omega_i + \mathcal{O}(||I^0||) \), we get

\[
L(I^0_1, I^0_2, \theta_1, \theta_2) = 2I^0_1[2(b_1 + b_5) + J_{2\omega_1} ((b_1 - b_5) \cos 2\theta_1 + b_2 \sin 2\theta_1)] \\
+ 2\sqrt{I^0_1 I^0_2} [J_{\omega_1+\omega_2} ((b_3 - b_7) \cos (\theta_1 + \theta_2) + (b_4 + b_6) \sin (\theta_1 + \theta_2)) \\
+ J_{\omega_1-\omega_2} ((b_3 + b_7) \cos (\theta_1 - \theta_2) - (b_4 - b_6) \sin (\theta_1 - \theta_2))] \\
+ 2I^0_2[2(b_8 + b_{10}) + J_{2\omega_2} ((b_8 - b_{10}) \cos 2\theta_2 + b_9 \sin 2\theta_2)] + \mathcal{O} \left( ||I^0||^{3/2} \right), \tag{32}
\]

where we define

\[
J_a = \int_{-\infty}^{\infty} \frac{\cos at}{\cosh^2 t} dt = \frac{\pi a}{\sinh (\pi a/2)}, \quad a \neq 0, \tag{33}
\]

computed by residue theory. We have also used that \( J_0 = 2 \). The Melnikov potential (32) becomes a generic function of the type

\[
L = L_2 + \mathcal{O} \left( ||I^0||^{3/2} \right), \tag{34}
\]

\[
L_2 = s_0 + s_1 \cos (2\theta_1 - \sigma_1) + s_2 \cos (\theta_1 + \theta_2 - \sigma_2) \\
+ s_3 \cos (\theta_1 - \theta_2 - \sigma_3) + s_4 \cos (2\theta_2 - \sigma_4),
\]

where the (non-negative) coefficients \( s_i \) are homogeneous linear polynomials in \( I^0_1, \sqrt{I^0_1 I^0_2}, I^0_2 \), and the phases \( \sigma_i \) do not depend on \( I^0 \). Since we are interested in the critical points of \( L \) with respect to \( \theta_1, \theta_2 \), we can obviously assume \( s_0 = 0 \).

By Lemma 2, if \( L_2 \) is a Morse function it has 8, 12 or 16 critical points. This result can be extended to the whole Melnikov potential \( L \) in (34) provided \( ||I^0|| \) is small enough, excluding a neighborhood of the rays \( I^0_1/I^0_2 = \text{const} \) where the Morse condition is not fulfilled. As in Theorem 1, the critical points tend to a constant along each ray, as \( (I^0_1, I^0_2) \to (0,0) \). \( \blacksquare \)

Although this theorem does not give explicit conditions determining the number of homoclinic orbits, it is possible to study this in concrete examples. As an illustration, we consider the perturbation (30) with the function

\[
f = \frac{1}{8} \mathcal{J}_{2\omega_1} (x_1^2 - y_1^2) + \frac{\beta}{4 \mathcal{J}_{\omega_1+\omega_2}} (x_1 x_2 - y_1 y_2) + \frac{\beta}{4 \mathcal{J}_{\omega_1-\omega_2}} (x_1 x_2 + y_1 y_2) + \frac{1}{8 \mathcal{J}_{2\omega_2}} (x_2^2 - y_2^2),
\]

with \( \omega_1, \omega_2 \) fixed, and \( \beta > 0 \) as a parameter (recall that \( \mathcal{J}_a \) has been defined in (33)). The Melnikov potential in (32) becomes

\[
L = L_2 = \sqrt{I^0_1 I^0_2} \left( r^2 \cos 2\theta_1 + \beta \cos (\theta_1 + \theta_2) + \beta \cos (\theta_1 - \theta_2) + \frac{1}{2r} \cos 2\theta_2 \right), \tag{35}
\]

with \( r = \sqrt{I^0_1/I^0_2} \). Removing the term \( \sqrt{I^0_1 I^0_2} \) (that does not influence the critical points of \( L \), unless it vanishes), the coefficients considered in the proof of Lemma 2 become \( s_1 = r/2, \quad s_2 = \beta, \quad s_3 = \beta, \quad s_4 = 0 \). \( \Box \)
\( s_2 = s_3 = \beta, \quad s_4 = 1/2r \), and the phases are all \( \sigma_i = 0 \). After the linear change \((16)\), we obtain \( \tilde{L}_2(\psi_1, \psi_2) \) as in \((17)\), with

\[
\begin{align*}
\lambda_0(\psi_2) &= \beta \cos \psi_2, \\
\lambda_1(\psi_2) &= \frac{r}{2} + \beta \cos \psi_2 + \frac{1}{2r} \cos 2\psi_2, \\
\lambda_2(\psi_2) &= \beta \sin \psi_2 + \frac{1}{2r} \sin 2\psi_2.
\end{align*}
\]

After some computations, we see that the trigonometric polynomial in \((23)\) can be written as

\[
g(\psi_2) = \left(1 - \beta^2\right) \sin^2 \psi_2 \left(\cos^2 \psi_2 + \beta \left( r + \frac{1}{r} \right) \cos \psi_2 + \beta^2 \right).
\]

It is clear that \( g(\psi_2) \) has \( \psi_2 = 0, \pi \) as double zeroes, which give rise from \((20-21)\) to 4 critical points: \((0, 0), (0, \pi), (\pi, 0), (\pi, \pi)\), for the function \( \tilde{L}_2 \). Besides, there can exist additional critical points for this function, associated to zeroes \( \psi_2 \) given by \( \cos \psi_2 = -\beta/r \) and \( \cos \psi_2 = -\beta r \). The number of such zeroes can be 0, 2 or 4 (excluding degenerate cases), and we deduce that the Melnikov potential \((35)\) may have 8, 12 or 16 critical points. More precisely, we have:

- For \( 0 < \beta < 1 \), there are 16 critical points if \( \beta < r < 1/\beta, \ r \neq 1 \), and 12 critical points if \( r < \beta \) or \( r > 1/\beta \).
- For \( \beta > 1 \), there are 12 critical points if \( r < 1/\beta \) or \( r > \beta \), and 8 critical points if \( 1/\beta < r < \beta, \ r \neq 1 \).

Assuming \( \varepsilon \) small enough, each critical point gives rise to a homoclinic orbit, though a neighborhood of the rays \( \sqrt{I_{10}/I_2^0} = 0, 1/\beta, 1/\beta, \infty \) have to be excluded.

In the next theorem we study a more general case (i.e. not assuming \( f = \mathcal{O}_2 \)), and establish the number of transverse homoclinic orbits, in a much simpler way.

**Theorem 5** Consider an arbitrary \( f \) in the perturbation \((30)\). Under generic conditions the coefficients of order 1 of \( f \), for an open subset of actions \( I^0 = (I_{10}^0, I_2^0) \), and \( \varepsilon \) small enough, there exist exactly 4 transverse homoclinic orbits.

**Proof.** Let

\[
f = a_0 + a_{11} x_1 + a_{12} y_1 + a_{21} x_2 + a_{22} y_2 + \mathcal{O}_2(x_1, y_1, x_2, y_2).
\]

Computing the Melnikov potential as in the proof of Theorem 4, we obtain

\[
L = 4a_0 + 2\sqrt{2I_{10}^0} \mathcal{J}_{\theta_1} (a_{11} \cos \theta_1 + a_{12} \sin \theta_1) + 2\sqrt{2I_2^0} \mathcal{J}_{\theta_2} (a_{21} \cos \theta_2 + a_{22} \sin \theta_2) + \mathcal{O}(\|I^0\|),
\]

and it has 4 critical points provided \( a_{11}^2 + a_{12}^2 \neq 0 \) and \( a_{21}^2 + a_{22}^2 \neq 0 \) (compare with condition (LLL) in Section 4). Such critical points tend to constant as \( (I_{10}^0, I_2^0) \to (0, 0) \) (in this case, the constant is the same for all rays \( I_{10}^0/I_2^0 = \text{const} \)).
Although the $\theta_i$-derivatives of $L$ tend to 0 as $(I^1_i, I^0_i) \to (0, 0)$, this does not imply the persistence of the homoclinic loop $\Gamma$ for $\varepsilon \neq 0$, since the splitting of this loop may appear in the higher order terms in (27). In the same way, the 4 critical points predicted by the Melnikov potential may not give true homoclinic intersections if $(I^1_i, I^0_i)$ is very close to $(0, 0)$ (to be more precise, a neighborhood of the lines $I_1 = 0, I_2 = 0$, of width $O(\varepsilon^2)$, has to be excluded from the open set in the statement of Theorem 5). Thus, the usual Poincaré–Melnikov method, as introduced at the beginning of this section, does not apply in a small neighborhood of the loop.

6 A first approximation for the splitting of the loop

Finally, we show that the splitting of the loop $\Gamma$ can be detected with a modified version of the Poincaré–Melnikov method, that can be applied to the examples introduced in Section 1.1. Due to the degeneracy of the polar coordinates defined in (5), we develop the method directly in the original coordinates $z = (x_1, y_1, x_2, y_2, p, q)$.

We are going to obtain a first approximation for the splitting distance between the (global) invariant manifolds $W^u, W^s$ inherited from the initial loop $\Gamma$. The unstable manifold $W^u$ is given by a trajectory $z^u(t) = (x^u_i(t), y^u_i(t), x^u_2(t), y^u_2(t), p^u(t), q^u(t))$ that tends to the singular point $O$ for $t \to -\infty$, and analogously with the stable manifold $W^s$ for $t \to \infty$. Both trajectories $z^u(t), z^s(t)$ are $O(\varepsilon)$-perturbations of the loop $\Gamma$, given by $z_0(t) = (0, 0, 0, 0, \dot{q}_0(t), q_0(t))$ (notice that this is the limit of the homoclinic trajectory (25) as $(I^1_i, I^0_i) \to (0, 0)$, for any $(\theta_1, \theta_2)$).

To give a measure for the splitting distance between $W^u$ and $W^s$, we can restrict ourselves to the coordinates $(x_1, y_1, x_2, y_2)$. Indeed, the distance along $p$ is then determined (on a section $q = \text{const}$) by the conservation of energy.

**Theorem 6** Consider in the perturbation (30) an arbitrary $f$, written as in (36). Then, for $\varepsilon$ small enough the following approximations hold:

\[
x^u_i(t) - x^s_i(t) = -2\varepsilon J_{\omega_i}(a_{11}\omega_1 t - a_{12}\sin \omega_1 t) + O(\varepsilon^2),
\]

\[
y^u_i(t) - y^s_i(t) = -2\varepsilon J_{\omega_i}(a_{11}\sin \omega_1 t + a_{12}\cos \omega_1 t) + O(\varepsilon^2), \quad i = 1, 2.
\]

**Proof.** We first consider the unstable manifold $W^u$. We write $x^u_i(t) = \varepsilon x^u_i(t) + O(\varepsilon^2), y^u_i(t) = \varepsilon y^u_i(t) + O(\varepsilon^2)$, which satisfy the Hamiltonian equations

\[
\dot{x}^u_i = -\omega_i y^u_i + O_3(x^u_1, y^u_1, x^u_2, y^u_2) - \varepsilon \frac{\partial H_1}{\partial x_i}(x^u_1, y^u_1, x^u_2, y^u_2, p^u, q^u),
\]

\[
\dot{y}^u_i = \omega_i x^u_i + O_3(x^u_1, y^u_1, x^u_2, y^u_2) + \varepsilon \frac{\partial H_1}{\partial y_i}(x^u_1, y^u_1, x^u_2, y^u_2, p^u, q^u).
\]

Taking the $O(\varepsilon)$-terms in these equations, we obtain that $x^u_i(t), y^u_i(t)$ satisfy the linear equations

\[
\dot{x}^u_i = -\omega_i y^u_i - \frac{\partial H_1}{\partial x_i}(0, 0, 0, 0, \dot{q}_0(t), q_0(t)), \quad \dot{y}^u_i = \omega_i x^u_i + \frac{\partial H_1}{\partial y_i}(0, 0, 0, 0, \dot{q}_0(t), q_0(t)).
\]
Then, from the variation-of-constants formula we get the expressions
\[ x_i^{u,*}(t) = g_{i1}^{u}(t) \cos \omega_i t - g_{i2}^{u}(t) \sin \omega_i t, \quad y_i^{u,*}(t) = g_{i1}^{u}(t) \sin \omega_i t + g_{i2}^{u}(t) \cos \omega_i t, \quad (39) \]
where
\[ g_{i1}^{u}(t) = \int_{-\infty}^{t} \left(-\cos \omega_i s \cdot \frac{\partial H_1}{\partial x_i}(z_0(s)) + \sin \omega_i s \cdot \frac{\partial H_1}{\partial y_i}(z_0(s)) \right) ds, \quad (40) \]
\[ g_{i2}^{u}(t) = \int_{-\infty}^{t} \left(\sin \omega_i s \cdot \frac{\partial H_1}{\partial x_i}(z_0(s)) + \cos \omega_i s \cdot \frac{\partial H_1}{\partial y_i}(z_0(s)) \right) ds. \quad (41) \]

Using equality (31), we see that
\[ \frac{\partial H_1}{\partial x_i}(z_0(s)) = -\frac{2a_{i1}}{\cosh^2 t}, \quad \frac{\partial H_1}{\partial y_i}(z_0(s)) = -\frac{2a_{i2}}{\cosh^2 t}, \]
and this implies that the integrals (40–41) are absolutely convergent.

We can proceed in a similar way for the stable manifold \(W^s\), and obtain expressions analogous to (39–41), but now \( \int_{-\infty}^{t} \) is replaced by \( -\int_{-\infty}^{t} \). Their difference is given at first order by
\[ x_i^{u,*}(t) - x_i^{s,*}(t) = \Delta g_{i1} \cos \omega_i t - \Delta g_{i2} \sin \omega_i t, \quad y_i^{u,*}(t) - y_i^{s,*}(t) = \Delta g_{i1} \sin \omega_i t + \Delta g_{i2} \cos \omega_i t, \]
with \( \Delta g_{ij} \) as in (40–41), but now with \( \int_{-\infty}^{t} \). Computing the integrals as in (32), we obtain \( \Delta g_{ij} = -2a_{ij} \mathcal{J} \omega_i \), and this gives the first order approximations stated in (37–38). ~

**Remarks**

1. In this approach, we have measured the splitting along the coordinates \( (x_1, y_1, x_2, y_2) \), which are not first integrals of the unperturbed Hamiltonian \( H_0 \) (unlike the approach followed in (29)). But the fact that, in \( H_0 \), the variation of such coordinates can be described by linear differential equations allowed us to obtain a first approximation analogous to the Melnikov function also in this case.

2. As a consequence of Theorem 6, the distance between \( W^s \) and \( W^u \) along the first integrals \( \xi = (x_1^2 + y_1^2)/2 \) is \( O(\varepsilon^2) \). This explains why the splitting of the loop \( \Gamma \) (as well as for tori close to \( \Gamma \)) could not be detected from the Melnikov approximation considered in Theorem 5.

3. The loop is not preserved if at least one of the coefficients \( a_{ij} \) does not vanish. This agrees with the fact that the set \( \mathcal{L} \) of Hamiltonians with homoclinic loops has codimension 4, as explained at the beginning of Section 4.
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