Analysis of Mesh Router Placement in Wireless Mesh Networks Using Friedman Test Considering Different Meta-heuristics

Abstract:
In this paper, we deal with connectivity and coverage problem in Wireless Mesh Networks (WMNs). We used Friedman test to compare Genetic Algorithm (GA), Tabu Search (TS), Hill Climbing (HC) and Simulated Annealing (SA). We found out that GA, TS, HC and SA have differences in their performance. Then, we used the implemented systems WMN-GA, WMN-TS, WMN-HC and WMN-SA to evaluate and compare the performance of the systems for different distributions of mesh clients in terms of Size of Giant Component (SGC) and Number of Covered Mesh Clients (NCMC). The simulation results show that for Uniform distribution the WMN-HC and WMN-SA perform better than WMN-GA and WMN-TS. However, for small radius of communication distance, the SGC of WMN-TS is better than other systems. For Normal distribution, for big radius of communication distance, the WMN-GA has the best performance. For Exponential distribution, the WMN-HC and WMN-SA perform better than WMN-GA for all communication distances. For Weibull distribution, the WMN-TS has a good performance for small radius of communication distance, but for big radius of communication distances the WMN-GA, WMN-HC and WMN-SA perform better.
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1 Introduction
The wireless networks and devices are becoming increasingly popular and they provide users access to information and communication anytime and anywhere (Boyinbode et. al., 2011), (Puzar et. al., 2011), (Martins et. al., 2011), (Koyama et. al., 2011), (Hiyama et. al., 2012), (Ikeda, 2012), Spaho et. al. (2011), (Aikebaier et. al., 2011), (Xhafa et. al., 2012), (Goto et. al., 2013). Wireless Mesh Networks (WMNs) (Akyildiz et. al., 2005) are a subclass of wireless networks that are attracting a lot of research attention recently. WMNs are important networking infrastructures. These networks are made up of wireless nodes, organized in a mesh topology, where mesh routers are interconnected by wireless links and provide Internet connectivity to mesh clients.

WMNs distinguish for their low cost nature that makes them attractive for providing wireless Internet connectivity. Moreover, such infrastructure can be used to deploy community networks, metropolitan area networks, municipal and, corporative networks, and to support applications for urban areas, medical, transport and surveillance systems.

The main issue of WMNs is to achieve network connectivity and stability as well as QoS in terms of user coverage (Ernst et. al., 2013). This problem is very closely
related to the family of node placement problems in WMNs (Muthaiah, 2008), (Tang, 2009), (Franklin et al., 2007), (Vanhatupa et al., 2007), among them, the mesh router mesh nodes placement. Here, we consider the version of the mesh router nodes placement problem in which we are given a grid area where to deploy a number of mesh router nodes and a number of mesh client nodes of fixed positions (of an arbitrary distribution) in the grid area. The objective is to find a location assignment for the mesh routers to the cells of the grid area that maximizes the network connectivity and client coverage. As node placement problems are known to be computationally hard to solve for most of the formulations (Garey et al., 1979), (Lim et al., 2005), (Wang et al., 2007), Genetic Algorithms (GAs) and local search methods like Tabu Search (TS), Hill Climbing (HC) and Simulated Annealing (SA) have been recently investigated as effective resolution methods. However, GAs require the user to provide values for a number of parameters and a set of genetic operators to achieve the best GA performance for the problem (Yao, 1993), (Denzinger et al., 2006), (Odetayo, 1997), (Xhafa et al., 2008), (Xhafa et al., 2007), (Xhafa et al., 2009), (Oda et al., 2012).

In this paper, we deal with connectivity and coverage problem of WMNs. First, we used Friedman test to check if we can compare GA, TS, HC and SA. Then, we used the web interfaces to evaluate and compare the performance of four systems for different distributions of mesh clients in terms of Size of Giant Component (SGC) and Number of Covered Mesh Clients (NCMC). The simulation results show that for Uniform distribution the WMN-HC and WMN-SA perform better than WMN-GA and WMN-TS. However, for small radius of communication distance, the SGC of WMN-TS is better than other systems. For Normal distribution, for big radius of communication distance, the WMN-GA has the best performance. For Exponential distribution, the WMN-SA performs better than WMN-GA for all communication distances. For Weibull distribution, the WMN-TS has a good performance for small radius of communication distance, but for big radius of communication distances the WMN-GA, WMN-HC and WMN-SA perform better.

The rest of the paper is organized as follows. The mesh router nodes placement problem is defined in Section 2. We give a brief introduction of GAs, TS, HC and SA algorithms and Web Interfaces in Section 3. The simulation results are given in Section 4. In Section 5, we give some conclusions and future work.

2 Mesh Router Node Placement Problem

In this problem, we are given a grid area arranged in cells where to distribute a number of mesh router nodes and a number of mesh client nodes of fixed positions (of an arbitrary distribution) in the grid area. The objective is to find a location assignment for the mesh routers to the cells of the grid area that maximizes the network connectivity and client coverage. Network connectivity is measured by the size of the giant component of the resulting WMN graph, while the user coverage is simply the number of mesh client nodes that fall within the radio coverage of at least one mesh router node.

An instance of the problem consists as follows.

- $N$ mesh router nodes, each having its own radio coverage, defining thus a vector of routers.
An area $W \times H$ where to distribute $N$ mesh routers. Positions of mesh routers are not pre-determined, and are to be computed.

$M$ client mesh nodes located in arbitrary points of the considered area, defining a matrix of clients.

It should be noted that network connectivity and user coverage are among most important metrics in WMNs and directly affect the network performance. Nonetheless, network connectivity is usually considered as more important than user coverage.

Notice from the above definition that mesh client nodes can be arbitrarily situated in the given area. For evaluation purposes, it is, however, interesting to consider concrete distributions of mesh client nodes such as Uniform, Normal, Exponential and Weibull distributions.

In fact, we can formalize an instance of the problem by constructing an adjacency matrix of the WMN graph, whose nodes are router nodes and client nodes and whose edges are links between nodes in the mesh network. Each mesh node in the graph is a triple $v = < x, y, r >$ representing the 2D location point and $r$ is the radius of the transmission range. There is an arc between two nodes $u$ and $v$, if $v$ is within the transmission circular area of $u$. It should be noticed here that the deployment grid area is partitioned by cells, representing graph nodes, where we can locate mesh router nodes. We assume that in a cell, both a mesh router node and a mesh client node can be placed.

Optimization setting: For optimization problems having two or more objective functions, two settings are usually considered: the hierarchical and simultaneous optimization. In the former, the objectives are classified (sorted) according to their priority. Thus, for the bi-objective case, one of the objectives, say $f_1$, is considered as a primary objective and the other, say $f_2$, as secondary one. The meaning is that we first try to optimize $f_1$, and then when no further improvements are possible, we try to optimize $f_2$ without worsening the best value of $f_2$. In the case of WMNs, the hierarchical approach is used due achieving network connectivity is considered more important than user coverage. It should be noted that due to this optimization priority, some client nodes may not be covered due the user coverage is less optimized.

3 Optimization Resolution Methods and Web Interfaces

Purely random placements would produce poor performance due to far from optimal router placement. Therefore, using more efficient methods is crucial for node placement nodes in WMNs. Due to computational intractability of the problem, exact methods can only solve to optimality small size instances, and therefore heuristic and meta-heuristic approaches are the de facto approach to solve the problem for practical purposes.

3.1 Population-based Method: Genetic Algorithms

GAs have shown their usefulness for the resolution of many computationally hard combinatorial optimization problems. They are, of course, a strong candidate for efficiently solving mesh router nodes placement problem in WMNs. For the purpose of this work we have used the template given in Algorithm 1.

As can be seen from the template, several parameters intervene in the GAs: population size, intermediate population size, number of evolution steps, crossover probability,
Algorithm 1 Genetic Algorithm Template

Generate the initial population $P^0$ of size $\mu$; $t = 0$.
Evaluate $P^0$.

while not termination-condition do
    Select the parental pool $T^t$ of size $\lambda$; $T^t := Select(P^t)$;
    Perform crossover procedure on pairs of individuals in $T^t$ with probability $p_c$; $P^t_c := Cross(T^t)$;
    Perform mutation procedure on individuals in $P^t_c$ with probability $p_m$; $P^t_m := Mutate(P^t_c)$;
    Evaluate $P^t_m$;
    Create a new population $P^{t+1}$ of size $\mu$ from individuals in $P^t$ and/or $P^t_m$; $P^{t+1} := Replace(P^t; P^t_m)$
    $t := t + 1$
end while

return Best found individual as solution;

mutation probability and parameters for replacement strategies. On the other hand, there are the (families of) genetic operators: crossover operators, mutation operators, selection operators and replacement operators. As there are potentially large range values for parameters and different versions of operators, their tuning becomes crucial to the GA’s performance.

3.2 Local Search Method: Tabu Search Algorithm

Tabu Search (TS) method was introduced by Glover (Glover, 1986) as a high-level algorithm that uses other specific heuristics to guide the search; the objective is to perform an intelligent exploration of the search space that would eventually allow to avoid getting trapped into local optima. The objective is thus to remedy one of the main issues of local search methods, namely the useless search in neighborhood of local optima without further improvements due to re-visiting solutions or paths of solutions already explored. This is achieved by giving the tabu status to solutions visited in the recent search. TS is also designed to be a flexible method, so that the tabu status of solutions can be waived, in case they have been prohibited for a long while or if they satisfy some aspiration criteria. The classification of some solutions as tabu is achieved through the intelligent use of adaptive memory, which is allowed to evolve and eventually change the status of tabu solutions. The main features of the TS method are that of adaptive memory and responsive exploration. Again, the adaptive memory is the basis to guide the search in taking intelligent decisions. This gives the TS method advantages with regard to other memoryless methods, being these local search methods (HC, SA, etc.) or population based methods (GAs, Memetic Algorithms, etc.). On the other hand, the responsive exploration enables the method to select some solutions which though not so good at the current search iteration might at long run lead to promising areas of good solutions in the search space (see Algorithm 2).

3.3 Local Search Method: Hill Climbing Algorithm

We present here the particularization of the HC algorithm (see Algorithm 3) for the mesh router node placement problem in WMNs.
Algorithm 2 Tabu Search Algorithm

begin
    Compute an initial solution $s$;
    let $\hat{s} \leftarrow s$;
    Reset the tabu and aspiration conditions;
while not termination-condition do
    Generate a subset $N^*(s) \subseteq N(s)$ of solutions such that:
    (none of the tabu conditions is violated) or (the aspiration criteria hold)
    Choose the best $s' \in N^*(s)$ with respect to the cost function;
    $\hat{s} \leftarrow s'$;
    if improvement($s', \hat{s}$) then
        $\hat{s} \leftarrow s'$;
    end if
    Update the recency and frequency;
    if (intensification condition) then
        Perform intensification procedure;
    end if
    if (diversification condition) then
        Perform diversification procedures;
    end if
end while
return $\hat{s}$;
end

Algorithm 3 Hill Climbing algorithm for maximization of $f$ (fitness function).
1: Start: Generate an initial solution $s_0$;
2: $s = s_0; s' = s_0; f^* = f(s_0)$;
3: repeat
4: Movement Selection: Choose a movement $m = select\_movement(s)$;
5: Evaluate & Apply Movement:
6: if $\delta(s, m) \geq 0$ then
7:    $s' = apply(m, s)$;
8:    $s = s'$;
9: end if
10: Update Best Solution:
11: if $f(s') > f(s^*)$ then
12:    $f^* = f(s')$;
13:    $s^* = s'$;
14: end if
15: Return $s^*, f^*$;
16: until (stopping condition is met)
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Initial Solution

The algorithms starts by generating an initial solution either random or by ad hoc methods (Xhafa et. al., 2009).

Evaluation of fitness function

An important aspect is the determination of an appropriate objective function and its encoding. In our case, the fitness function follows a hierarchical approach in which the main objective is to maximize the size of giant component in WMN.

Neighbor selection and movement types

The neighborhood \( N(s) \) of a solution \( s \) consists of all solutions that are accessible by a local move from \( s \). We have considered three different types of movements. The first, called Random, consists in choosing a router at random in the grid area and placing it in a new position at random. The second move, called Radius, chooses the router of the largest radio and places it at the center of the most densely populated area of client mesh nodes (see Algorithm 4). Finally, the third move, called Swap, consists in swapping two routers: the one of the smallest radio situated in the most densely populated area of client mesh nodes with that of largest radio situated in the least densely populated area of client mesh nodes. The aim is that largest radio routers should serve to more clients by placing them in more dense areas.

We also considered the possibility to combine the above movements in sequences of movements. The idea is to see if the combination of these movements offers some improvement over the best of them alone. We called this type of movement Combination:

\[
< \text{Rand}_1, \ldots, \text{Rand}_k; \text{Radius}_1, \ldots, \text{Radius}_k; \text{Swap}_1, \ldots, \text{Swap}_k >,
\]

where \( k \) is a user specified parameter.

Acceptability Criteria

The acceptability criteria for newly generated solution can be done in different ways (simple ascent, steepest ascent, or stochastic). In our case, we have adopted the simple ascent, that is, if \( s \) is current solution and \( m \) is a movement, the resulting solution \( s' \) obtained by applying \( m \) to \( s \) will be accepted, and hence become current solution, iff the fitness of \( s' \) is at least as good as fitness of solution \( s \). In terms of \( \delta \) function, \( s' \) is accepted and becomes current solution if \( \delta(s, m) \geq 0 \). It should be noted that in this definition we are also accepting solutions that have the same fitness as previous solution. The aim is to give chances to the search to move towards better solutions in solution space. A more strict version would be to accept only solutions that strictly improve the fitness function \( (\delta(s, m) > 0) \).

3.4 Local Search Method: Simulated Annealing Algorithm

The SA algorithm (Kirkpatrik et. al., 1983) is a generalization of the metropolis heuristic. Indeed, SA consists of a sequence of executions of metropolis with a progressive decrement of the temperature starting from a rather high temperature, where almost any move is accepted, to a low temperature, where the search resembles HC. In fact, it can be seen
Algorithm 4 Radius Movement.
1: Input: Values $H_g$ and $W_g$ for height and width of a small grid area.
2: Output: New configuration of mesh nodes network.
3: Compute the most dense $H_g \times W_g$ area and $\langle x_{dense}, y_{dense} \rangle$ its central cell point.
4: Move router at $\langle x_{largest\_cov}, y_{largest\_cov} \rangle$ to new position $\langle x_{dense}, y_{dense} \rangle$.
5: Re-establish mesh nodes network connections.

as a hill-climber with an internal mechanism to escape local optima (see pseudo-code in Algorithm 5). In SA, the solution $s'$ is accepted as the new current solution if $\delta \leq 0$ holds, where $\delta = f(s') - f(s)$. To allow escaping from a local optimum, the movements that increase the energy function are accepted with a decreasing probability $\exp (-\delta / T)$ if $\delta > 0$, where $T$ is a parameter called the “temperature”. The decreasing values of $T$ are controlled by a cooling schedule, which specifies the temperature values at each stage of the algorithm, what represents an important decision for its application (a typical option is to use a proportional method, like $T_k = \alpha \cdot T_{k-1}$). SA usually gives better results in practice, but uses to be very slow. The most striking difficulty in applying SA is to choose and tune its parameters such as initial and final temperature, decrement of the temperature (cooling schedule), equilibrium detection, etc.

For further details on initial solution, fitness evaluation and movement types, refer to (Xhafa et. al., 2011). However, the acceptability criteria of neighboring solutions is now different, as explained next.

Acceptability Criteria

The acceptability criteria for newly generated solution is based on the definition of a threshold value (accepting threshold) as follows. We consider a succession $t_k$ such that $t_k > t_{k+1}$, $t_k > 0$ and $t_k$ tends to 0 as $k$ tends to infinity. Then, for any two solutions $s_i$ and $s_j$, if $\text{fitness}(s_j) - \text{fitness}(s_i) < t_k$, then accept solution $s_j$.

For the SA, $t_k$ values are taken as accepting threshold but the criterion for acceptance is probabilistic:

- If $\text{fitness}(s_j) - \text{fitness}(s_i) \leq 0$ then $s_j$ is accepted.
- If $\text{fitness}(s_j) - \text{fitness}(s_i) > 0$ then $s_j$ is accepted with probability $
\exp[\text{fitness}(s_j) - \text{fitness}(s_i)]/t_k$ [at iteration $k$ the algorithm generates
a random number $R \in (0, 1)$ and $s_j$ is accepted if $R < \exp[\text{fitness}(s_j) -
\text{fitness}(s_i)]/t_k$].

In this case, each neighbor of a solution has a positive probability of replacing the current solution. The $t_k$ values are chosen in way that solutions with large increase in the cost of the solutions are less likely to be accepted (but there is still a positive probability of accepting them).

3.5 Web Interface

The Web application (Xhafa et. al., 2012) follows a standard Client-Server architecture and is implemented using LAMP (Linux + Apache + MySQL + PHP) technology (see Fig. 1). Remote users (clients) submit their requests by completing first the parameter setting. The parameter values to be provided by the user are classified into three groups, as follows.
Algorithm 5 Simulated Annealing Algorithm
\[
t := 0
\]
\[
\text{Initialize } T
\]
\[
s_0 := \text{Initial Solution()}
\]
\[
v_0 := \text{Evaluate}(s_0)
\]
while (stopping condition not met) do
\[
\text{while } t \mod \text{MarkovChainLen} = 0 \text{ do}
\]
\[
t := t + 1
\]
\[
s_1 := \text{Generate}(s_0, T) \quad \text{//Move}
\]
\[
v_1 := \text{Evaluate}(s_1)
\]
if Accept\((v_0, v_1, T)\) then
\[
s_0 := s_1
\]
\[
v_0 := v_1
\]
end if
end while
\[
T := \text{Update}(T)
\]
end while
return \(s_0\)

Figure 1 System structure for Web interface

- Parameters related to the problem instance: These include parameter values that determine a problem instance to be solved and consist of number of router nodes, number of mesh client nodes, client mesh distribution, radio coverage interval and size of the deployment area.

- Parameters of the resolution method: Each method has its own parameters. In Fig. 2 are shown the the GUI of Web Interfaces for the parameter setting of GA, TS, HC and SA.

- Execution parameters: These parameters are used for stopping condition of the resolution methods and include number of iterations and number of independent runs. The former is provided as a total number of iterations and depending on the method is also divided per phase (e.g., number of iterations in a exploration). The later is used to run the same configuration for the same problem instance and parameter configuration a certain number of times.

4 Simulation Results

The Friedman test Friedman (1937) is a nonparametric statistical test of multiple group measures. It can be used to approve the null hypothesis that the multiple group measures have the same variance to a certain required level of significance. On the other hand,
Table 1  Input parameters of WMN-GA.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of clients</td>
<td>48</td>
</tr>
<tr>
<td>Number of routers</td>
<td>16</td>
</tr>
<tr>
<td>Grid width [units]</td>
<td>32</td>
</tr>
<tr>
<td>Grid height [units]</td>
<td>32</td>
</tr>
<tr>
<td>Communication Distance (min:max)</td>
<td>$2 \times 2 \times n$ ($n=2, 4, 6, 8$) [units]</td>
</tr>
<tr>
<td>Independent runs</td>
<td>10</td>
</tr>
<tr>
<td>Initial Router Placement Method</td>
<td>HotSpot</td>
</tr>
<tr>
<td>Number of Generations</td>
<td>200</td>
</tr>
<tr>
<td>Population size</td>
<td>32</td>
</tr>
<tr>
<td>Selection Method</td>
<td>Linear Ranking</td>
</tr>
<tr>
<td>Crossover rate</td>
<td>80 %</td>
</tr>
<tr>
<td>Mutate Method</td>
<td>Single</td>
</tr>
<tr>
<td>Mutate rate</td>
<td>20 %</td>
</tr>
<tr>
<td>Distribution of Clients</td>
<td>N, U, E, W</td>
</tr>
</tbody>
</table>

Failing to approve the null hypothesis shows that they have different variance values. We analyze the difference in performance between GA, TS, HC and SA using Friedman test in MATLAB. We considered as null hypothesis $H_0$ that there is difference in the performance between GA, TS, HC and SA. As alternative hypothesis we considered $H_1$ that there is no difference in the performance of GA, TS, HC and SA. As value of the hypothesis testing we took the maximum value of number of covered mesh clients and size of giant component. The significance level in this testing hypothesis is $\alpha = 0.05$. We reject $H_0$ for $p > \alpha$ (p-value is the probability of obtaining a test statistic at least as extreme as the one that was actually observed, assuming that the null hypothesis is true). Further, since there is a correspondence between GA, TS, HC and SA, we used Friedman test. The results
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Table 2  Input parameters of WMN-TS.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of clients</td>
<td>48</td>
</tr>
<tr>
<td>Number of routers</td>
<td>16</td>
</tr>
<tr>
<td>Grid width</td>
<td>32 [units]</td>
</tr>
<tr>
<td>Grid height</td>
<td>32 [units]</td>
</tr>
<tr>
<td>Communication Distance (min:max)</td>
<td>$2 \times 2 \times n \times (n=2, 4, 6, 8)$ [units]</td>
</tr>
<tr>
<td>Independent runs</td>
<td>10</td>
</tr>
<tr>
<td>Initial Router Placement Method</td>
<td>HotSpot</td>
</tr>
<tr>
<td>Max Iterations</td>
<td>2000</td>
</tr>
<tr>
<td>Max Tabu Status</td>
<td>9</td>
</tr>
<tr>
<td>Aspiration Value</td>
<td>15</td>
</tr>
<tr>
<td>Max Repetitions</td>
<td>15</td>
</tr>
<tr>
<td>Number of Intensifications</td>
<td>4</td>
</tr>
<tr>
<td>Number of Diversifications</td>
<td>4</td>
</tr>
<tr>
<td>Elite Size</td>
<td>10</td>
</tr>
<tr>
<td>Distribution of Clients</td>
<td>N, U, E, W</td>
</tr>
</tbody>
</table>

Table 3  Input parameters of WMN-HC.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of clients</td>
<td>48</td>
</tr>
<tr>
<td>Number of routers</td>
<td>16</td>
</tr>
<tr>
<td>Grid width</td>
<td>32 [units]</td>
</tr>
<tr>
<td>Grid height</td>
<td>32 [units]</td>
</tr>
<tr>
<td>Communication Distance (min:max)</td>
<td>$2 \times 2 \times n \times (n=2, 4, 6, 8)$ [units]</td>
</tr>
<tr>
<td>Independent runs</td>
<td>10</td>
</tr>
<tr>
<td>Initial Router Placement Method</td>
<td>HotSpot</td>
</tr>
<tr>
<td>Iteration per Phases</td>
<td>9</td>
</tr>
<tr>
<td>Total Iterations</td>
<td>2000</td>
</tr>
<tr>
<td>Replacement Method</td>
<td>Combination</td>
</tr>
<tr>
<td>Distribution of Clients</td>
<td>N, U, E, W</td>
</tr>
</tbody>
</table>

Table 4  Input parameters of WMN-SA.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of clients</td>
<td>48</td>
</tr>
<tr>
<td>Number of routers</td>
<td>16</td>
</tr>
<tr>
<td>Grid width</td>
<td>32 [units]</td>
</tr>
<tr>
<td>Grid height</td>
<td>32 [units]</td>
</tr>
<tr>
<td>Communication Distance (min:max)</td>
<td>$2 \times 2 \times n \times (n=2, 4, 6, 8)$ [units]</td>
</tr>
<tr>
<td>Independent runs</td>
<td>10</td>
</tr>
<tr>
<td>Initial Router Placement Method</td>
<td>HotSpot</td>
</tr>
<tr>
<td>Iteration per Phases</td>
<td>9</td>
</tr>
<tr>
<td>Total Iterations</td>
<td>2000</td>
</tr>
<tr>
<td>Temperature</td>
<td>1</td>
</tr>
<tr>
<td>Replacement Method</td>
<td>Combination</td>
</tr>
<tr>
<td>Distribution of Clients</td>
<td>N, U, E, W</td>
</tr>
</tbody>
</table>

Table 5  The p-value of SGC of Friedman test.

<table>
<thead>
<tr>
<th></th>
<th>GA</th>
<th>TS</th>
<th>HC</th>
<th>SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>N/A</td>
<td>0.0027</td>
<td>0.0027</td>
<td>0.0027</td>
</tr>
<tr>
<td>TS</td>
<td>0.0027</td>
<td>N/A</td>
<td>0.3173</td>
<td>0.3173</td>
</tr>
<tr>
<td>HC</td>
<td>0.0027</td>
<td>0.3173</td>
<td>N/A</td>
<td>0.3173</td>
</tr>
<tr>
<td>SA</td>
<td>0.0027</td>
<td>0.3173</td>
<td>0.3173</td>
<td>N/A</td>
</tr>
</tbody>
</table>

of p-values for Friedman test for SGC are shown in Table 5 and $H_1$ is rejected because $p < 0.05$. In this case, we adopted $H_1$. For NCMC, the p-values are shown in Table 6, and we adopt $H_1$ since $p < 0.05$.

In this work, we consider different radius of communication distances and evaluate the performance of WMN-GA, WMN-TS, WMN-HC and WMN-SA for Uniform (U), Normal
Table 6 The p-value of NCMC of Friedman test.

<table>
<thead>
<tr>
<th></th>
<th>GA</th>
<th>TS</th>
<th>HC</th>
<th>SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>N/A</td>
<td>0.0171</td>
<td>0.0334</td>
<td>0.0334</td>
</tr>
<tr>
<td>TS</td>
<td>0.6171</td>
<td>N/A</td>
<td>0.0196</td>
<td>0.0196</td>
</tr>
<tr>
<td>HC</td>
<td>0.0334</td>
<td>0.3173</td>
<td>N/A</td>
<td>0.1797</td>
</tr>
<tr>
<td>SA</td>
<td>0.0334</td>
<td>0.0196</td>
<td>0.1797</td>
<td>N/A</td>
</tr>
</tbody>
</table>

(N), Exponential (E) and Weibull (W) distributions. The number of mesh routers for all scenarios is considered 16 and the number of mesh clients 48. The input parameters for WMN-GA, WMN-TS, WMN-HC and WMN-SA are shown in Table 1, Table 2, Table 3 and Table 4, respectively.

In Fig. 3, Fig. 4, Fig. 5 and Fig. 6 are shown simulation results for Uniform distribution using WMN-GA, WMN-TS, WMN-HC and WMN-SA, respectively. We used bar graph representation that shows the minimum, average and maximum value. We also show the visualization of nodes after the placement. If we compare the results, the WMN-HC and WMN-SA perform better than WMN-GA and WMN-TS. However, for radius of communication distance $2 \times 2:2 \times 2$, the SGC of WMN-TS is better than other systems.

In Fig. 7, Fig. 8, Fig. 9 and Fig. 10 are shown simulation results for Normal distribution using WMN-GA, WMN-TS, WMN-HC and WMN-SA, respectively. If we compare the results, the WMN-HC and WMN-SA perform better than WMN-GA and WMN-TS. But, for radius of communication distance $2 \times 2:8 \times 8$, the SGC and NCMC (see Fig. 7(a) and Fig. 7(b)) of WMN-GA are better than other systems.

In Fig. 11, Fig. 12, Fig. 13 and Fig. 14 are shown simulation results for Exponential distribution using WMN-GA, WMN-TS, WMN-HC and WMN-SA, respectively. If we compare the results, the WMN-TS, WMN-HC and WMN-SA perform better than WMN-GA for all radius of communication distances.

In Fig. 15, Fig. 16, Fig. 17 and Fig. 18 are shown simulation results for Weibull distribution using WMN-GA, WMN-TS, WMN-HC and WMN-SA, respectively. If we compare the results, the WMN-TS has a good performance for radius of communication distance less than $2 \times 2:6 \times 6$, but for $2 \times 2:8 \times 8$ the WMN-GA, WMN-HC and WMN-SA perform better.

5 Conclusions

In this paper, we deal with connectivity and coverage problem in WMNs. We used Friedman test to compare GA, TS, HC and SA. Then, we used the web interface to evaluate and compare the performance of the system for GA, TS, HC and SA for different distributions of mesh clients in terms of SGC and NCMC. From the simulation results, we conclude as follows.

- Using Friedman test we found out that GA, TS, HC and SA have difference in their performance.
- For Uniform distribution the WMN-HC and WMN-SA perform better than WMN-GA and WMN-TS. However, for radius of communication distance $2 \times 2:8 \times 8$, the SGC of WMN-TS is better than other systems.
- For Normal distribution, for radius of communication distance $2 \times 2:8 \times 8$, the WMN-GA has the best performance.
• For Exponential distribution, the WMN-HC and WMN-SA perform better than WMN-GA for all radius of communication distances.

• For Weibull distribution, the WMN-TS has a good performance for radius of communication distance less than $2 \times 2.6\times 6$, but for $2 \times 2.8\times 8$, the WMN-GA, WMN-HC and WMN-SA perform better.

In the future work, we would like to make extensive simulations to evaluate the performance of WMN-GA and WMN-TS systems for different scenarios and parameters.

Figure 3 Simulation results of WMN-GA for Uniform distribution.

Figure 4 Simulation results of the WMN-TS for Uniform distribution.

Figure 5 Simulation results of the WMN-HC for Uniform distribution.
Figure 6  Simulation results of the WMN-SA for Uniform distribution.

Figure 7  Simulation results of WMN-GA for Normal distribution.

Figure 8  Simulation results of the WMN-TS for Normal distribution.

Figure 9  Simulation results of the WMN-HC for Normal distribution.
Figure 10  Simulation results of the WMN-SA for Normal distribution.

Figure 11  Simulation results of WMN-GA for Exponential distribution.

Figure 12  Simulation results of WMN-TS for Exponential distribution.

Figure 13  Simulation results of the WMN-HC for Exponential distribution.
Figure 14  Simulation results of the WMN-SA for Exponential distribution.

Figure 15  Simulation results of WMN-GA for Weibull distribution.

Figure 16  Simulation results of WMN-TS for Weibull distribution.

Figure 17  Simulation results of the WMN-HC for Weibull distribution.
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(a) SGC vs. radius of Communication Distance. (b) NCMC vs. radius of Communication Distance. (c) Visualization of nodes after placement for $2 \times 2 \times 8 \times 8$

Figure 18 Simulation results of the WMN-SA for Weibull distribution.

References


Analysis of Mesh Router Placement Using Friedman Test