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Abstract—Recent results have shown the benefits of widely linear precoding (WLP) in the MIMO interference channel (MIMO IC) assuming that all transmitters can follow the same strategy. Motivated by a transitional scenario where legacy linear transmitters coexist with widely linear ones, this work investigates the general $K$-user MIMO IC in a heterogeneous (linear and widely linear) transmitter deployment. In particular, we address the maximization of the weighted sum-rate (WSR) for (widely) linear transmit filters design through the use of the complex-valued formulation. Since the maximum WSR problem is non-convex, and thus difficult to be solved, we formulate an equivalent minimum weighted mean square error problem that allows deriving closed-form expressions for (widely) linear transceivers. Then an iterative procedure is proposed, which is proven to reach a stationary point of the maximum WSR problem. Simulations show that the proposed procedure allows increasing the sum-rate as compared to coordinated linear transceiver schemes. The gains are larger and significant in two different non-exclusive conditions: as the interference level increases or when the number of antennas is low.

Index Terms—MIMO interference channel, heterogeneous transceivers, improper Gaussian signaling, widely linear precoding, widely linear estimation, weighted sum-rate maximization.

I. INTRODUCTION

The $K$-user multiple-input multiple-output interference channel (MIMO IC) is a generic model for cellular communication systems that consists of $K$ transmitter-receiver pairs, each equipped with multiple antennas. All transmitters wish to send independent streams to its intended receiver simultaneously, such that interference is generated towards unintended receivers. Unfortunately, the optimal transmit/receive strategy with linear filters that maximizes the weighted sum-rate (WSR) of the system is not known. From an optimization theory perspective, the problem is non-convex and NP-hard even in the single-antenna case [1]. Even so, there are two main approaches to find a stationary point to the maximum WSR problem. On the one hand, strategies in [2][3] (and references therein) focus on the coordination among transmitters based on the interference-cost concept, where each transmitter maximizes its own utility function minus the interference-cost, hence managing interference in a decentralized manner. On the other hand, convergence to a stationary point can be obtained by iteratively minimizing the weighted sum of mean square errors (WMSE), see [4], where transmit filters, receive filters, and weighting matrices are alternatively optimized, being the weighting matrices chosen according to the inherent relation between the achievable rate and the mean square error (MSE) [5]. Decentralized implementations of the WMSE approach are analyzed in [4] and [6]. In [4] it is shown that the WMSE approach and the strategies based on the interference-cost ([2][3]) yield almost the same WSR performance, but with less complexity in the WMSE case. In [6], the WMSE approach and the interference-cost concept are combined and, by exploiting the channel reciprocity property available in time division duplex systems, almost the same WSR results are obtained but with less stringent requirements for channel estimation and information reporting than [2][3][4].

In all these works and related ones it is assumed that transmitted signals are proper (or circularly symmetric complex) Gaussian distributed [7]. Proper Gaussian signaling has been shown to be optimal in terms of capacity for the MIMO point-to-point channel [8], and also for the MIMO broadcast channel (MIMO BC) with dirty paper coding as the capacity achieving strategy [9][10]. However, recent results have shown that optimality of proper Gaussian signals does not necessarily hold for the MIMO BC if the transmit strategy is restricted to widely linear transceivers [11][12]. It is shown there that capacity gains can be obtained by employing improper (or circularly asymmetric complex) Gaussian signaling because, in the absence of non-linear interference cancellation, the MIMO BC becomes interference-limited [13]. The same happens in the MIMO IC, where improper Gaussian signaling through the use of widely linear precoding is able to improve the known achievable rates when interference is treated as Gaussian noise [14][15][16] and is also shown to obtain larger degrees of freedom (DoF), i.e. slope of the sum-rate as a function of the signal-to-noise ratio (SNR) at the high SNR regime, [17][18][19].

The difference between proper and improper Gaussian signaling yields in the characterization of the second order statistics: while proper Gaussian random vectors are fully specified by the covariance matrices under the zero-mean assumption, improper Gaussian random vectors are characterized not only by the covariance matrices but also by the pseudo-covariance matrices [20][21]. An effective way to generate and estimate improper Gaussian signals is by using widely linear precoding (WLP) [15] and widely linear estimation (WLE) [20], respectively, instead of the commonly used linear...
precoding (LP) and linear estimation (LE) techniques that maintain the proper Gaussian distribution of the signals. WLE is a generalized concept used in communication channels that encounter improper noise [22] and in systems that transmit improper signal constellations [23]. The latter case is already under investigation in 3GPP LTE-A [24], see [25]. Recently, strategies for WLP design in the MIMO BC are analyzed in [12], however, little has been done regarding the coordinated design of WLP at transmitters for the MIMO IC.

There are two main approaches in the recent literature on improper Gaussian signaling and widely linear operations for the MIMO IC [26]: i) the composite real formulation, whereby real and imaginary parts of the MIMO channel matrix are separated, and ii) the complex-valued formulation. Many works in the literature, e.g. [14][17][19], tackle the single-input single-output (SISO) IC with improper Gaussian signaling through the composite real formulation by reformulating the problem into an equivalent double-sized real-valued MIMO IC. This way, most of the approaches already developed for the MIMO IC with proper Gaussian signaling can be applied. Further, this formulation has been used to state why improper Gaussian signaling is better at handling interference (and under which conditions) in the SISO Z-IC (a special IC setting) [27] and in the MIMO Z-IC [28]. Nevertheless, in [15] it is shown that some new insights on the use of improper Gaussian signaling can be gained thanks to the use of the complex-valued formulation. They show that for any given set of covariance matrices the achievable rates for the MIMO IC can be improved with improper Gaussian signaling by optimizing the transmit pseudo-covariance matrices. In this regard, transmit covariance and pseudo-covariance optimization techniques are proposed for the two-user SISO IC in [15] and for the K-user multiple-input single-output (MISO) IC in [16], but they are only valid for the single-antenna receiver case.

In this work we address the maximization of the WSR in the general K-user MIMO IC and we focus on covering a backwards compatibility-oriented scenario where different types of linear and widely linear transmitters coexist. This heterogeneous scenario is of relevance in legacy cellular networks (as 3GPP LTE-A [24]), where user terminals of different releases coexist and different transmission modes (TM) can be adopted at transmitters [29]. In the downlink transmission, LTE-A considers different TM based on non-codebook-based precoding at the base stations, which have been introduced in different releases [29]: TM7 in release 8, TM8 in release 9, TM9 in release 10, and TM10 in release 11. Therefore, the heterogeneous transmitter scenario can appear in the downlink due to the use of transmission modes of different releases. In the uplink transmission, where transmitters are the user terminals, the heterogeneous transmitter scenario naturally arises due to the coexistence of user terminals from different releases. To cover said situations, we assume that some transmitters are constrained to employ conventional LP while other transmitters can apply WLP. The scenario with mixed transmitters is shown in Fig. 1. As an example, transmitter 2 (TX 2) is restricted to use LP and the remaining transmitters can adopt WLP if required.

If all transmitters used WLP then the maximum WSR problem could be addressed with the composite real formulation and conventional schemes developed for the MIMO IC could be applied. However, the backwards compatibility-oriented scenario with mixed transmitters cannot be tackled in a straightforward manner with the composite real formulation: working with double-sized matrices and imposing particular structures over transmit filters (which are needed for LP) entails cumbersome formulation. On the contrary, the complex-valued formulation allows facing the problem for transceiver design with mixed (linear and widely linear) transmitters in a unified and more candid way.

In [30] we used the complex-valued formulation to address the minimization of the sum of MSEs in the K-user MIMO IC with heterogeneous receivers. In this work, we use the complex-valued formulation to face the maximization of the WSR in the K-user MIMO IC with an heterogeneous deployment of transmitters and assuming optimal receivers.

The contributions of this work are:

- The relation between the mutual information and the MSE matrices is derived when the transmitted signal and the interference-plus-noise signal are improper Gaussian distributed.
- The maximum WSR (maxWSR) problem for (widely) linear transceiver design in the most general K-user MIMO IC is formulated in such a way to cover a backwards compatibility-oriented scenario.
- An equivalent minimum WMSE (minWMSE) problem is proposed to solve the maxWSR problem thanks to the use of the complex-valued channel model, and closed-form expressions for mixed transceiver design are derived.
- An iterative algorithm with alternate optimization between (widely) linear transmit filters (WLP-LP), widely linear receive filters (WLE), and weighting matrices is presented. Convergence of the algorithm to a stationary point of the maxWSR problem is demonstrated. Decentralized implementations are described.

We show through simulations that the sum-rate is enhanced with the proposed transceiver design (that includes transmit coordination and improper Gaussian signaling) as compared to interference coordination procedures with proper Gaussian signaling. In this regard, simulation results allow identifying the scenarios where the gains are largest.

Finally, it is not worth recalling that the proposed iterative algorithm is not guaranteed to reach the global maximum WSR solution, so the WSR maximization in the K-user MIMO IC is still an open problem.

Organization: The rest of the paper is organized as follows. In Section II the system model for the MIMO IC with heterogeneous transmitters is presented, the signal model using the complex-valued channel model is detailed, and the maxWSR problem for mixed transceiver design is formulated. In Section III an equivalent minWMSE problem is proposed and closed-form expressions for mixed transceiver design are derived. Then, a centralized algorithm based on alternate optimization is presented and decentralized implementations are detailed. Section IV shows the simulation results. Finally, concluding remarks are included in Section V.
Fig. 1: K-user MIMO IC for a backwards compatibility-oriented scenario with mixed transmitters. Solid lines represent desired signals and dashed lines denote interfering signals.

**Notation:** In this paper, scalars are denoted by italic letters. Boldface lower-case and uppercase letters denote vectors and matrices, respectively. For given scalars $a$ and $b$, $\min(a, b)$ denotes the minimum between $a$ and $b$. $\log_2(a)$ refers to the base-2 logarithm, $\ln(a)$ to the natural logarithm, and $\lfloor a \rfloor$ to the floor operator. For a given function $f$, the derivative of $f$ with respect to a matrix $A$ is referred to as $\frac{df}{dA}$. For a given matrix $A$, $A^T$, $A^*$, $A^H$, and $A^{-1}$ denote the transpose matrix, the conjugate matrix, the hermitian matrix, and the inverse matrix, respectively. The operators $|A|$, $\text{Tr}(A)$, $E_x[A]$, and $\mathbb{R}\{A\}$ refer to the determinant, the trace, the expectation with respect to variable $x$, and the real operator, respectively. Matrix $I$ refers to the identity matrix. $\{A_k\}$ denotes the set of matrices $\{A_1, A_2, \ldots, A_K\}$. $C^{n \times n}$ denotes an $n$ by $n$ dimensional complex space. The circularly symmetric complex normal distribution is represented by $\mathcal{CN}(\mu, \Sigma)$. The real operator, respectively. Matrix $I$ refers to the identity matrix. $\{A_k\}$ denotes the set of matrices $\{A_1, A_2, \ldots, A_K\}$. $C^{n \times n}$ denotes an $n$ by $n$ dimensional complex space.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a MIMO IC composed of a set of $K \triangleq \{1, \ldots, K\}$ transmitter-receiver pairs, where each $k$-th transmitter is equipped with $M_k$ antennas and each $k$-th receiver has $N_k$ receive antenna elements ($k = 1, \ldots, K$). On a given time/frequency resource, each $k$-th transmitter serves its associated $k$-th receiver and, therefore, interference is generated among non-associated terminals, as shown in Fig. 1. Assume an heterogeneous scenario of linear and widely linear transmitters (for example, in Fig. 1 TX2 is restricted to use LP while TX1 and TXK can adopt WLP). Define the set of WLP transmitters as $S_{\text{WLP}}^k$ and the set of LP transmitters as $S_{\text{LP}}^k$, such that $S_{\text{WLP}}^k \cap S_{\text{LP}}^k = \emptyset$ and $S_{\text{WLP}}^k \cup S_{\text{LP}}^k = K$.

A. Signal model

Without loss of generality, we assume that each $k$-th transmitter intends to send a proper Gaussian information-bearing signal with unitary power towards its intended $k$-th receiver, i.e. $b_k \in \mathbb{C}^{m_k \times 1} \sim \mathcal{CN}(0, I)$, where $m_k = \min(N_k, M_k)$ denotes the maximum number of streams towards the $k$-th receiver. Unlike conventional transmit linear processing where the transmitted signal is assumed to be proper Gaussian distributed (i.e. $x_k \in \mathbb{C}^{M_k \times 1} \sim \mathcal{CN}(0, C_{x_k})$, being $C_{x_k}$ the covariance matrix of the transmitted signal), in this paper the general improper Gaussian signaling is used. Hence, the second order statistics of the transmitted signal $x_k$ are not only given by the covariance matrix $C_{x_k}$ but also by the pseudo-covariance matrix $C_{x_k}$ [20].

Any improper Gaussian signal $x_k$ can be generated from a proper Gaussian information-bearing signal $b_k$ by using WLP (see [15, Sect. II.C]). We assume that legacy transmitters (i.e. $k \in S_{\text{LP}}^k$) will use the conventional LP scheme. Therefore, the transmitted signal at the $k$-th transmitter is given by:

$$
x_k = \begin{cases} T_{1,k} b_k + T_{2,k} b_k^* & \text{if } k \in S_{\text{WLP}}^k \\
T_{1,k} b_k & \text{if } k \in S_{\text{LP}}^k \end{cases}$$

(1)

where matrices $T_{1,k}$ and $T_{2,k} \in \mathbb{C}^{M_k \times m_k}$ are the transmit linear precoders for the information-bearing signal $b_k$ and its complex conjugate $b_k^*$, respectively. This way, the covariance matrix $C_{x_k}$ and the pseudo-covariance matrix $C_{x_k}$ of the transmitted signal $x_k$ in (1) result [20]:

$$
C_{x_k} = E_{b_k} \{x_k x_k^H\} = T_{1,k} T_{1,k}^H + T_{2,k} T_{2,k}^H$$

(2)

$$
C_{x_k} = E_{b_k} \{x_k x_k^T\} = T_{1,k} T_{2,k}^H + T_{2,k} T_{1,k}^H$$

(3)

The conventional LP scheme is a special case of WLP in which $T_{2,k} = 0$ in (1), such that $x_k$ is a proper Gaussian signal (i.e. $C_{x_k} = 0$ in (3)). The power radiated by the $k$-th transmitter is given by $\text{Tr}(C_{x_k}) = \text{Tr}(T_{1,k} T_{1,k}^H + T_{2,k} T_{2,k}^H)$.

Assuming narrow-band transmissions, the equivalent baseband signal observed at the $k$-th receiver is expressed as:

$$
y_k = H_{k,k} x_k + i_k = H_{k,k} x_k + \sum_{j \in K, j \neq k} H_{k,j} j + n_k$$

(4)

where $H_{k,j} \in \mathbb{C}^{N_k \times M_j}$ denotes the MIMO channel matrix between the $j$-th transmitter and the $k$-th receiver (containing the complex-valued channel gains of the different antenna-pairs) and $i_k \in \mathbb{C}^{N_k \times 1}$ refers to the received interference-plus-noise at the $k$-th receiver. $i_k$ is composed by an interference
component plus circularly symmetric complex (i.e. proper) Gaussian noise with distribution $\mathbf{n}_k \sim CN(0, \Sigma_k)$. Hence, under the independence assumption of $\{b_k\} = \{b_1, \ldots, b_K\}$ and $\mathbf{n}_k$, the covariance matrix $C_k$ and the pseudo-covariance matrix $\tilde{C}_k$ of the received signal $y_k$ in (4) are:

$$C_k = \sum_{j \in K, j \neq i} H_{kj} C_{jj} H_{kj}^H + \Sigma_k$$

$$\tilde{C}_k = \sum_{j \in K, j \neq i} H_{kj} C_{jj} H_{kj}^H + \tilde{C}_k$$

where $C_k$ and $\tilde{C}_k$ denote the covariance matrix and the pseudo-covariance matrix of the received interference-plus-noise signal $i_k$ in (4), respectively.

### B. Widely linear estimation receivers

In order to access the information contained in the received signal $y_k$ in (4), WLE should be applied at the receiver [20]. Therefore, the information-bearing signal $b_k$ is estimated at the receiver side according to:

$$b_k = R_{1,k}^H y_k + R_{2,k}^H y_k$$

where $R_{1,k} \in \mathbb{C}^{N_k \times m_k}$ are the linear receive filters.

The MSE for the symbols transmitted towards the $k$-th receiver can be expressed through the so-called MSE-matrix $E_k = E(b_k, \mathbf{n}_k \{e_k e_k^H\}$, where $e_k = b_k - \hat{b}_k$. As the different information-bearing signals $\{b_k\}$ correspond to independent and proper Gaussian random vectors (and hence uncorrelated), the MSE-matrix can be developed in terms of the transmit and receive filters in (1) and (7) as:

$$E_k = I - R_{1,k}^H H_{1,k} R_{1,k} + R_{1,k}^H H_{1,k}^H R_{1,k} - R_{1,k}^H H_{1,k}^H R_{1,k} + R_{1,k}^H H_{1,k}^H R_{1,k}$$

$$+ R_{1,k}^H C_{1,k} R_{1,k} + R_{1,k}^H C_{1,k}^* R_{1,k}.$$  

Further, an additional constraint is of relevance when working with WLE receivers, which we call the pseudo-MSE-matrix. The pseudo-MSE-matrix is defined as $\tilde{E}_k = E(b_k, \mathbf{n}_k \{e_k e_k^T\}$, where $e_k = b_k - \hat{b}_k$. Similarly as for the MSE-matrix in (8), we can develop $\tilde{E}_k$ as a function of the transmit and receive filters in (1) and (7):

$$\tilde{E}_k = I - R_{1,k}^H H_{1,k} R_{1,k} - R_{1,k}^H H_{1,k}^H R_{1,k} - R_{1,k}^H H_{1,k}^H R_{1,k} + R_{1,k}^H H_{1,k}^H R_{1,k}$$

$$+ R_{1,k}^H C_{1,k} R_{1,k} + R_{1,k}^H C_{1,k}^* R_{1,k}.$$  

Fixed all the transmit filters, $\{T_{1,k}, T_{2,k}\}$, the optimal widely linear receive filters for the $k$-th receiver are well known in the literature. They are obtained from the minimization of the MSE [20], i.e. $Tr(\tilde{E}_k)$, and are given by:

$$R_{1,k} = Q_k^{-1}(H_{1,k} T_{1,k} - \tilde{C}_k C_{1,k}^* H_{1,k}^T T_{1,k})$$

$$R_{2,k} = Q_k^{-1}(H_{1,k} T_{2,k} - \tilde{C}_k C_{1,k}^* H_{1,k}^T T_{1,k})$$

where $Q_k = C_k - \tilde{C}_k C_{1,k}^* \tilde{C}_k^*$.

Under the assumption that interference is treated as Gaussian noise, the achievable rate for the $k$-th receiver is given by [15]:

$$R_k = \log_2 \left| \frac{C_k}{\tilde{C}_k} + \frac{1}{2} \log_2 \left| \frac{I - C_k^{-1} \tilde{C}_k C_k^{-1} \tilde{C}_k^T H_k}{I - C_k^{-1} \tilde{C}_k C_k^{-1} \tilde{C}_k^T H_k} \right| \right|$$

Further, it is shown in [28] that the achievable rate $R_k$ in (12) is related to the MSE-matrix $E_k$ in (8) and to the pseudo-MSE-matrix $\tilde{E}_k$ in (9) through:

$$R_k = \maximize - \frac{1}{2} \log_2 |E_k F_k^*|$$

where

$$F_k = E_k - \tilde{E}_k E_k^{-*} \tilde{E}_k^*.$$  

The optimal receive filters $R_{1,k}, R_{2,k}$ maximizing the expression in (13) are those in (10)-(11), which can be demonstrated either by using the composite real formulation [20][28] or by plugging the optimal structures of $R_{1,k}, R_{1,k}$ in (10)-(11) into $E_k$ in (8) and $\tilde{E}_k$ in (9). Therefore, the receive filters in (10)-(11) preserve the achievable rate in (12).

### C. Problem formulation

When adopting a maximum weighted sum-rate (maxWSR) criterion, the problem of interest is to find (widely) linear transmit filters (or precoders) such that the WSR is maximized while the power budget of each transmitter is respected. Hence, (widely) linear transmit filters $\{T_{1,k}, T_{2,k}\}$ are obtained as the solution to the following maxWSR problem:

$$\begin{align*}
\left( P_0 \right) : & \quad \maximize \sum_{k \in K} \mu_k R_k \\
& \quad \text{subject to } \sum_{k \in K} \mu_k R_k \leq \text{P}_{\text{max}} \quad \forall k \in S_{\text{LP}}
\end{align*}$$

where $\mu_k$ is a weighting coefficient associated to the priority of the $k$-th receiver (thus controlling the quality-of-service of each receiver), $R_k$ is the achievable rate for the $k$-th receiver given in (12), and $P_{\text{max}}$ is the maximum power available at the $k$-th transmitter. The design of the parameter $\mu_k$ is not addressed in the paper, but in Section IV-D we analyze an alternative design that allows guaranteeing fairness in the system. The second constraint in (15) imposes $T_{2,k} = 0$ for those transmitters that are restricted to use LP (i.e. $k \in S_{\text{LP}}$).

Due to interference, maxWSR problem $(P_0)$ in (15) is not convex on $\{T_{1,k}, T_{2,k}\}$ (either jointly or separately), so the optimal solution cannot be guaranteed.

By using the relation among the achievable rate and the MSE-matrices in (13), the maxWSR problem $(P_0)$ in (15) can be equivalently written as follows [4, Sect. II-B]:

$$\begin{align*}
\left( \hat{P}_0 \right) : & \quad \minimize \sum_{k \in K} \frac{\mu_k}{2} \log_2 |E_k F_k^*| \\
& \quad \text{subject to } \sum_{k \in K} \mu_k R_k \leq \text{P}_{\text{max}} \quad \forall k \in S_{\text{LP}}
\end{align*}$$

But, again due to interference, the maxWSR problem $(\hat{P}_0)$ in (16) is not convex on $\{T_{1,k}, T_{2,k}, R_{1,k}, R_{2,k}\}$. 
The equivalence among the maxWSR problems \((P_0)\) in (15) and \((P_0)\) in (16) is in the sense that the global optimal solution \(\{T_{1,k}^*, T_{2,k}^*\}\) for the two problems is identical. Further, if \(\{T_{1,k}^*, T_{2,k}^*, R_{1,k}^*, R_{2,k}^*\}\) is a stationary point of \((P_0)\) then \(\{T_{1,k}^*, T_{2,k}^*\}\) is a stationary point of \((P_0)\) and \((P_0)\) (the converse).

III. EQUIVALENT WMSE FORMULATION

In this section we propose an equivalent minimum weighted mean square error (minWMSE) problem that will allow tackling the maxWSR problem \((P_0)\) presented in (16) for the case of improper Gaussian signaling with mixed transceivers.

Let us introduce auxiliary weighting matrices \(W_{1,k}\) and \(W_{2,k}\) for the \(k\)-th receiver, being \(W_{1,k}\) an hermitian positive semidefinite matrix and \(W_{2,k}\) a symmetric matrix. Then, the following result establishes the equivalence between the maxWSR problem \((P_0)\) in (16) and the minWMSE problem \((P_1)\) proposed in (17).

**Theorem 1:** The maxWSR problem \((P_0)\) in (16) is equivalent to the minWMSE problem \((P_1)\) shown in (17) at the top of the page, where \(E_k\) and \(E_k^*\) correspond to the MSE-matrix and the pseudo-MSE-matrix for the \(k\)-th receiver detailed in (8) and (9), respectively, and \(W_k\) is a block matrix given by

\[
W_k = \begin{bmatrix} W_{1,k} & W_{2,k} \\ W_{1,k}^* & W_{2,k}^* \end{bmatrix}
\]  

which is hermitian positive semidefinite by construction.

The equivalence among the maxWSR problem \((P_0)\) in (16) and the minWMSE problem \((P_1)\) in (17) is in the sense that the global optimal solution \(\{T_{1,k}^*, T_{2,k}^*, R_{1,k}^*, R_{2,k}^*\}\) for the two problems is identical. Furthermore, if \(\{T_{1,k}^*, T_{2,k}^*, R_{1,k}^*, R_{2,k}^*, W_{1,k}^*, W_{2,k}^*\}\) is a stationary point of \((P_1)\) then \(\{T_{1,k}^*, T_{2,k}^*, R_{1,k}^*, R_{2,k}^*\}\) is a stationary point of \((P_0)\) and \((P_0)\) (the converse), as they satisfy the first-order optimality conditions of both problems.

**Proof:** See Appendix A.

A. Alternate optimization

In this section we exploit the convex properties of the minWMSE problem \((P_1)\) in (17) so as to find a stationary point solution. First, by checking the first-order optimality conditions of \((P_1)\) in (17) and manipulating the obtained equalities, we derive analytical expressions for each pair of set of variables \(i.e. \{R_{1,k}, R_{2,k}\}, \{W_{1,k}, W_{2,k}\}, \text{and} \{T_{1,k}, T_{2,k}\}\) assuming that the remaining paired-sets are fixed. The results are given in the following propositions. Then, in Section III-B we propose an algorithm based on the BCD method with alternate optimization among the paired-sets of variables that is shown to reach a stationary point to \((P_1)\) in (17).

The optimal widely linear receive filters \(\{R_{1,k}, R_{2,k}\}\) to the maxWSR problem \((P_0)\) in (16) for given transmit filters \(\{T_{1,k}, T_{2,k}\}\) are those in (10)-(11), as the objective function can be uncoupled for each receiver when considering the variables \(\{R_{1,k}, R_{2,k}\}\) and the receive filters in (10)-(11) are known to preserve the achievable rate (see (13)). Accordingly, \(\{R_{1,k}, R_{2,k}\}\) in (10)-(11) are the optimal widely linear receive filters to the minWMSE problem \((P_1)\) in (17) for given transmit filters \(\{T_{1,k}, T_{2,k}\}\) and weighting matrices \(\{W_{1,k}, W_{2,k}\}\).

The result for the optimal weighting matrices \(\{W_{1,k}, W_{2,k}\}\) when \(\{T_{1,k}, T_{2,k}\}\) and \(\{R_{1,k}, R_{2,k}\}\) are fixed is detailed in the following proposition.

**Proposition 1:** For given transmit filters \(\{T_{1,k}, T_{2,k}\}\) and receive filters \(\{R_{1,k}, R_{2,k}\}\), the optimal weighting matrices \(\{W_{1,k}, W_{2,k}\}\) to the minWMSE problem \((P_1)\) in (17) are:

\[
W_{1,k} = -\frac{\mu_k}{\ln(2)} F_k^{-1} E_k F_k^{-1}
\]

where \(F_k\) is the one defined in (14).

**Proof:** See Appendix A.

In order to compact the (widely) linear transmit filter design, let us define the following matrices:

\[
A_k = H_{kk}^H (R_{1,k} W_{1,k} R_{1,k}^* + R_{2,k} W_{1,k}^* R_{1,k}^*) H_{kk} + Y_k
\]

\[
\Upsilon_k = \sum_{j=1,j\neq k}^K \mathbf{H}_{jk}^*(R_{1,j} W_{1,j} R_{1,j}^* + R_{2,j} W_{2,j}^* R_{1,j}^*) H_{jk}
\]

\[
B_k = H_{kk}^H (R_{1,k} W_{1,k} R_{1,k}^* + R_{2,k} W_{1,k}^* R_{1,k}^*) H_{kk} + T_k
\]

\[
\Gamma_k = \sum_{j=1,j\neq k}^K \mathbf{H}_{jk}^*(R_{1,j} W_{1,j} R_{1,j}^* + R_{2,j} W_{2,j}^* R_{1,j}^*) H_{jk}
\]

\[
C_k = H_{kk}^H (R_{1,k} W_{1,k} R_{1,k}^* + R_{2,k} W_{1,k}^* R_{1,k}^*) H_{kk} + \Phi_k
\]

\[
\Phi_k = \sum_{j=1,j\neq k}^K \mathbf{H}_{jk}^*(R_{1,j} W_{1,j} R_{1,j}^* + R_{2,j} W_{2,j}^* R_{1,j}^*) H_{jk}
\]
\begin{align}
\mathbf{T}_{1,k} &= \begin{cases}
\mathbf{G}^{-1}_k \left( (\mathbf{H}^H_{kk} \mathbf{R}_{1,k} \mathbf{W}_{1,k} + \mathbf{H}^H_{kk} \mathbf{R}_{2,k} \mathbf{W}_{2,k}) - \mathbf{J}_k (\mathbf{H}^T_{kk} \mathbf{R}_{2,k} \mathbf{W}_{1,k} + \mathbf{H}^T_{kk} \mathbf{R}_{1,k} \mathbf{W}_{2,k}) \right) & \forall k \in S^{\text{WLP}} \\
(A_k + C_k + \lambda_k \mathbf{I})^{-1} (\mathbf{H}^H_{kk} \mathbf{R}_{1,k} \mathbf{W}_{1,k} + \mathbf{H}^H_{kk} \mathbf{R}_{2,k} \mathbf{W}_{2,k}) & \forall k \in S^{\text{LP}}
\end{cases} \\
\mathbf{T}_{2,k} &= \begin{cases}
\mathbf{G}^{-1}_k \left( (\mathbf{H}^H_{kk} \mathbf{R}_{2,k} \mathbf{W}_{1,k} + \mathbf{H}^H_{kk} \mathbf{R}_{1,k} \mathbf{W}_{2,k}) - \mathbf{J}_k (\mathbf{H}^T_{kk} \mathbf{R}_{1,k} \mathbf{W}_{1,k} + \mathbf{H}^T_{kk} \mathbf{R}_{2,k} \mathbf{W}_{2,k}) \right) & \forall k \in S^{\text{WLP}} \\
0 & \forall k \in S^{\text{LP}}
\end{cases}
\end{align}

\begin{equation}
\mathbf{D}_k = \mathbf{H}^H_{kk} (\mathbf{R}_{1,k} \mathbf{W}_{2,k} \mathbf{R}_{2,k}^T + \mathbf{R}_{2,k} \mathbf{W}_{2,k} \mathbf{R}_{1,k}^T) \mathbf{H}^{T}_{kk} + \Psi_k
\end{equation}

\begin{equation}
\Psi_k = \sum_{j=1,j \neq k}^{K} \mathbf{H}^H_{jk} (\mathbf{R}_{1,j} \mathbf{W}_{2,j} \mathbf{R}_{1,j}^T + \mathbf{R}_{2,j} \mathbf{W}_{2,j} \mathbf{R}_{2,j}^T) \mathbf{H}^{T}_{jk}.
\end{equation}

The optimal (widely) linear transmit filters \{\mathbf{T}_{1,k}, \mathbf{T}_{2,k}\} for fixed \{\mathbf{R}_{1,k}, \mathbf{R}_{2,k}\} and \{\mathbf{W}_{1,k}, \mathbf{W}_{2,k}\} are detailed in the following proposition.

**Proposition 2:** For given receive filters \{\mathbf{R}_{1,k}, \mathbf{R}_{2,k}\} and weighting matrices \{\mathbf{W}_{1,k}, \mathbf{W}_{2,k}\}, the optimal transmit filters \{\mathbf{T}_{1,k}, \mathbf{T}_{2,k}\} to the minWMSE problem (P1) in (17) are given by equations (29) and (30) at the top of the page, where:

\begin{align}
\mathbf{G}_k &= A_k + C_k + \lambda_k \mathbf{I} \\
- (\mathbf{B}_k + \mathbf{D}_k) (A_k + C_k + \lambda_k \mathbf{I})^{-1}(\mathbf{B}_k + \mathbf{D}_k) & = \mathbf{B}_k + \mathbf{D}_k (A_k + C_k + \lambda_k \mathbf{I})^{-1} \mathbf{B}_k + \mathbf{D}_k \label{eq:alt_opt}
\end{align}

and \lambda_k is a non-negative dual variable associated to the k-th transmit power constraint in (17). Since \{A_k + C_k + \lambda_k \mathbf{I}\} is a full rank matrix, it can be proven by means of the Schur complement property [32] that the inverse of \mathbf{G}_k in (31) exists.

**Proof:** See Appendix B.

**B. Algorithm**

In order to solve (P1) in (17) we use the block coordinate descent (BCD) method [31] with alternate optimization among the three different paired-sets of variables (i.e. \{\mathbf{R}_{1,k}, \mathbf{R}_{2,k}\}, \{\mathbf{W}_{1,k}, \mathbf{W}_{2,k}\}, and \{\mathbf{T}_{1,k}, \mathbf{T}_{2,k}\}). The alternate optimization is detailed in Algorithm 1. By departing from an initialization of the (widely) linear transmit filters that satisfies the per-transmitter power constraints in (17), then we alternatively update: i) receive filters \{\mathbf{R}_{1,k}, \mathbf{R}_{2,k}\} using (10)-(11), ii) weighting matrices \{\mathbf{W}_{1,k}, \mathbf{W}_{2,k}\} using (19)-(20), and iii) transmit filters \{\mathbf{T}_{1,k}, \mathbf{T}_{2,k}\} using (29)-(30). The procedure is iterated until a stop condition (e.g. convergence is achieved, tolerance criterion is met, or maximum number of iterations is reached).

**Algorithm 1 Mixed transceiver design to solve minWMSE problem (P1) in (17)**

1. **initialize:** \{\mathbf{T}_{1,k}, \mathbf{T}_{2,k}\}, \forall k
2. **iterate:**
3. - Compute \{\mathbf{R}_{1,k}, \mathbf{R}_{2,k}\}, \forall k, in (10)-(11) given \{\mathbf{T}_{1,k}, \mathbf{T}_{2,k}\}.
4. - Compute \{\mathbf{W}_{1,k}, \mathbf{W}_{2,k}\}, \forall k, in (19)-(20) given \{\mathbf{T}_{1,k}, \mathbf{T}_{2,k}\}, \{\mathbf{R}_{1,k}, \mathbf{R}_{2,k}\}.
5. - Compute \{\mathbf{T}_{1,k}, \mathbf{T}_{2,k}\}, \forall k, in (29)-(30) given \{\mathbf{R}_{1,k}, \mathbf{R}_{2,k}\}, \{\mathbf{W}_{1,k}, \mathbf{W}_{2,k}\} (update \lambda_k through the bisection method [32] such that Tr(\mathbf{T}_{1,k}^H \mathbf{T}_{1,k} + \mathbf{T}_{2,k}^H \mathbf{T}_{2,k}) \leq P^{\text{max}})
6. **until stop condition**

Note that if all transmit filters were initialized with LP (i.e. \mathbf{T}_{2,k} = 0, \forall k), then all receivers would get \mathbf{R}_{2,k} = 0 in (11) since \mathbf{T}_{2,k} = 0 and \mathbf{C}_k = 0, \forall k, and the proposed iterative procedure would get stuck to a LP-LE scheme (i.e. proper-based solution). A similar observation was found in [12] with iterative algorithms for the MIMO BC: it was shown that a WLP initialization was required to get an improper-based solution. In Algorithm 1, so as to avoid getting stuck to a proper-based solution, it is required that at least one transmitter is initialized with WLP.

The procedure detailed in Algorithm 1 can be implemented either in a centralized or decentralized manner. In the centralized implementation, a central processing node gathers all the channel matrices in the system (i.e. \mathbf{H}_{kj}, \forall k, \forall j) and then performs the iterative procedure in Algorithm 1. After that, transmitters are informed of the transmit filters to be used and each receiver updates its receive filters based on the received signal and an estimation of the equivalent channel (as it is done in practical implementations [33][25]). On the other hand, in the decentralized implementation, the alternate optimization in Algorithm 1 is combined among transmitters and receivers: receivers perform lines 3 and 4 (i.e. update of receive filters and weighting matrices), while transmitters execute line 5 (i.e. update of transmit filters). To carry out such updates it is required that each k-th transmitter has available the channel matrices towards all receivers in the network (i.e. \mathbf{H}_{jk}, \forall j). Further, it is also required that each receiver has an additional link to feedback the updated receive filters and weighting matrices to all transmitters in the network at each iteration (similar as in the linear transceiver case in [4]). In order to avoid such large requirements for channel knowledge and feedback links, in Section III-E we describe how the minWMSE problem (P1) in (17) could be decomposed to obtain alternative decentralized procedures.

If Algorithm 1 is implemented in a central processing node, then LP transmitters do not need to be aware that improper Gaussian signaling is being used in the network. However, for decentralized implementations it is required that LP transmitters know that WLE is being applied at receivers.

**C. Convergence**

The minWMSE problem (P1) in (17) is convex on each set of variables separately and closed-form expressions have been derived. This ensures that if we update the sets of variables one-by-one then a monotonic reduction of the objective function of (P1) is obtained. Further, by checking the first-order optimality conditions we have arrived to a unique optimal solution for each paired-set of variables given the other two paired-sets of variables (e.g. \{\mathbf{T}_{1,k}, \mathbf{T}_{2,k}\} given \{\mathbf{R}_{1,k}, \mathbf{R}_{2,k}\} and \{\mathbf{W}_{1,k}, \mathbf{W}_{2,k}\}). This way, the two sets on each paired-set can be updated simultaneously while maintaining the monotonic reduction properties of the BCD method applied over the
The complexity of the proposed Algorithm 1 is related to the number of iterations. Simulations show that around 15-20 iterations are enough to reach a stationary point of the maxWSR problem. However, the larger improvement is obtained in the first iterations (see Section IV-A). For decentralized implementations, the number of iterations is relevant and should be limited. In this case, Theorem 2 demonstrates that at each iteration the objective function of (P₁) is (17) monotonically reduced, which in the general case leads to an improvement of the WSR, which in the general case leads to an improvement of the general case leads to an improvement of the WSR improvement cannot be guaranteed. It is important to recall that the proposed Algorithm 1 already outperforms the conventional coordinated linear transceiver schemes with a low number of iterations (e.g. 5, see Section IV-A).

At each iteration of Algorithm 1, three different updates are performed (i.e. one update for each paired-set of variables). For simplicity of the complexity analysis, let \( K \) be the total number of transmit-receive pairs, let \( M, N \) denote the number of antennas at each transmitter and receiver, respectively, and let \( m \) be the number of streams per receiver. We assume that all transceivers are widely linear to compute an upper bound of the total complexity. For matrices \( X \in \mathbb{C}^{a \times b}, Y \in \mathbb{C}^{c \times e}, Z \in \mathbb{C}^{d \times c}, \), the complexity of the product \( XY \) is \( O(ab) \), the complexity of the sum \( X+X \) is \( O(ab) \), and the complexity of the inverse \( Z^{-1} \) is \( O(d^3) \). Then, the complexity at each step in one iteration of Algorithm 1 is:

- updating the receive filters for all receivers (line 3): \( O(K^2MN + K^2N^2m + KN^3) \),
- updating the transmit filters for all receivers (line 5):

\[
O(K^2MN + K^2M^2m + K^2Mm^2 + KM^3).
\]

If we use the upper bound \( m < M \), the total complexity per iteration of the proposed Algorithm 1 is upper bounded by: \( O(K^2M^3 + K^2M^3N + K^2MN^2M + KN^3). \) The order of complexity is the same as the one associated to the algorithm proposed in [4] for the linear transceiver case.

**E. Decentralized formulation**

By taking into account the decompositions of matrices \( A_k \) in (21), \( B_k \) in (23), \( C_k \) in (25), and \( D_k \) in (27), decentralized approaches could be derived if each \( k \)-th transmitter had knowledge of \( Y_k \) in (22), \( \Gamma_k \) in (24), \( \Phi_k \) in (26), and \( \Psi_k \) in (28), \( C_k \) in (5), and \( C_k \) in (6). \( Y_k, \Gamma_k, \Phi_k, \) and \( \Psi_k \) are the terms that require knowledge of information not available either at the \( k \)-th transmitter or at the \( k \)-th receiver, while \( C_k \) and \( C_k \) could be reported by the intended \( k \)-th receiver.

**Proposition 3**: The minWMSE problem (P₁) in (17) can be decomposed into \( K \) parallel optimization problems (one per transmitter). The problem to be solved at the \( k \)-th transmitter for a fixed \( Y_k, \Gamma_k, \Phi_k, \Psi_k, C_k, \) and \( C_k \), is:

\[
\begin{align*}
\text{(P}^k_{\text{II}}) : \quad & \text{minimize} & & f_k + g_k \\
& \text{subject to} & & \left\{ \begin{array}{l}
\text{Tr}(T_k 1_k + T_k T_k^H + T_k T_k^H) \leq P_k^{\text{max}} \\
T_k k \in \mathbb{S}^{K}\end{array} \right.
\end{align*}
\]

where \( f_k \) accounts for the impact over the intended receiver:

\[
f_k = \frac{1}{2} \text{Tr} \left( W_{1,k} E_k W_{1,k}^H + W_{2,k} E_k W_{2,k}^H \right) - \frac{\mu_k}{2} \log_2 \left| \frac{\ln(2)}{\mu_k} W_k \right|
\]

while \( g_k \) reflects the impact over the unintended receivers:

\[
g_k = \text{Tr} \left( (Y_k + \Phi_k)(T_k 1_k + T_k T_k^H) \right) + \text{Tr} \left( (\Gamma_k + \Psi_k)(T_k T_k^H + T_k 1_k T_k) \right).
\]

**Proof**: The first-order optimality conditions of the minWMSE problem (P₁) in (17) and the decomposed problem (P²) in (33) are the same for a fixed \( Y_k, \Gamma_k, \Phi_k, \Psi_k, C_k, \) and \( C_k \). See the conditions in Appendix A and B.

Problem (P²) in (33) is convex on each variable separately and it leads to solutions in (10)-(11), (19)-(20), and (29)-(30). Then, each \( k \)-th transmitter can solve problem (P²) in (33) with alternate optimization between receive filters \( R_{1,k}, R_{2,k} \), weighting matrices \( W_{1,k}, W_{2,k} \), and transmit filters \( T_{1,k}, T_{2,k} \).

A possible mechanism to obtain the matrices \( Y_k, \Gamma_k, \Phi_k, \Psi_k \) also called the interference-cost and pseudo-interference cost matrices [30]) is by exchanging control-plane messages among transmitters, as \( Y_k, \Gamma_k, \Phi_k, \Psi_k \) can be seen as the sum of information from neighboring transmitters. See details for the linear transceiver case in [36]. However, such approach requires knowledge of all the interfering channel matrices to compute \( Y_k, \Gamma_k, \Phi_k, \Psi_k \).

An alternative procedure to obtain matrices \( Y_k, \Gamma_k, \Phi_k, \Psi_k \) by exploiting uplink-downlink (UL-DL) propagation channel reciprocity, as is done in the proper signaling-
based procedure in [6]. In that case, if we focus on DL interference coordination, matrices $\Psi_{k}$, $\Gamma_{k}$, $\Phi_{k}$, and $\Psi_{k}$, could be obtained from a UL pilot-based transmission provided that receivers use a specific pilot precoder for UL transmission that should be a function of the DL receive filters. By doing so, estimation of the interfering channels is not required and information exchange among transmitters is avoided. We omit the signal model here due to space limit. See more details for the linear transceiver case in [6][37], and for the widely linear transceiver case with minimum MSE criterion in [30].

F. Multi-user MIMO extension

The minWMSE problem $(P_{1}$) in (17) (as well as its decomposed problem $(P_{1}^{k}$) in (33)) can easily be extended to the case in which each transmitter serves multiple receivers simultaneously on the same time/frequency resource (multi-user MIMO systems). In this case, the power constraint associated to each transmitter couples the design of the (widely) linear transmit filters to be used to serve the associated receivers, but the solution can be derived by following the approach in Section III. See extension in [6] for the linear transceiver case.

IV. EVALUATIONS

In this section we evaluate through Monte Carlo simulations the performance of the proposed Algorithm 1 in Section III. The procedure is compared to the one in [4] that uses linear transceivers and proper Gaussian signaling (i.e. LP-LE).

A MIMO IC composed of $K$ transmitter-receiver pairs is considered. Channels are modeled through a Rayleigh distribution: $H_{kk} \sim \mathcal{CN}(0, 1), \forall k$, $H_{kj} \sim \mathcal{CN}(0, \eta I), \forall j \neq k$, where factor $0 < \eta \leq 1$ models the relative average interference strength. The noise is assumed to be white proper Gaussian, i.e. $n_{k} \sim \mathcal{CN}(0, \sigma^{2}I), \forall k$. All transmitters are assumed to have the same available power $P_{k} = P, \forall k$, such that the signal-to-noise ratio is defined by $SNR = P/\sigma^{2}$. All transmitters (or receivers) are assumed to have the same number of antennas, which is denoted by $M$ (or $N$). Antenna configurations are depicted in figures as $M \times N$. 500 different channel realizations are averaged.

The following techniques are evaluated:

- **LP-LE IW**: iterative water-filling (IW) algorithm [38] with linear transceivers (LP-LE). It is equivalent to iteratively solve $(P_{1}^{k})$ in (33) at each $k$-th transmitter with $g_{k} = 0$ (i.e. no coordination) and LP-LE.
- **WLP-WLE**: interference coordination technique proposed in this work with widely linear transceivers (WLP-WLE). It is equivalent to use the composite real formulation and the technique proposed in [4].
- **WLP-WLE IW**: IW algorithm with widely linear transceivers (WLP-WLE). It is equivalent to iteratively solve $(P_{1}^{k})$ in (33) at each $k$-th transmitter with $g_{k} = 0$ (i.e. no coordination) and WLP-WLE.
- **HetTX(l)-WLE**: interference coordination technique proposed in this work for a scenario of heterogeneous transmitters, whereby $|l|$ transmitters employ LP while the remaining $K - |l|$ transmitters can adopt WLP. $l=1$ and $l = K/2$ are used for simulations.

The number of iterations of all algorithms is set to 50, and the best result among 3 random transmit initializations is used. For the improper-based optimizations, a WLP initialization is required at least in some transmitters (i.e. random $\{T_{1,k}, T_{2,k}\}$ such that the power budget at each $k$-th transmitter is respected), otherwise the proposed procedure would lead to a proper Gaussian signaling solution (see discussion about initialization in Section III-B).

The performance indicator is the sum of achievable rates measured in bits/s/Hz. $\mu_{k} = 1$ is used in (15), $\forall k$, except for Section IV-D.

In Section IV-A we show the convergence of Algorithm 1. The sum-rate performance is evaluated in Section IV-B for different antenna configurations when varying the number of transmitter-receiver pairs ($K$) and the interference strength ($\eta$). In Section IV-C, the proposed technique is compared with interference alignment schemes at different SNR regimes. Finally, in Section IV-D, a slightly modified version of Algorithm 1 is presented so as to guarantee fairness in the system, and the achieved performance is shown both in terms of sum-rate and 5%-tile rate.

A. Convergence

In this section we verify the convergence of the proposed Algorithm 1 for mixed transceiver design. The performance is compared to the one obtained for the linear transceiver case (i.e. LP-LE) in [4]. Fig. 2 shows the sum-rate versus the iteration number for a specific channel realization with antenna configurations $2 \times 2$ and $1 \times 1$, $K = 5$, SNR=10dB, and $\eta = 1$. Convergence in terms of sum-rate is observed. Further, monotonic convergence is obtained in this channel realization. Note that monotonic convergence is guaranteed in terms of the objective function of problem $(P_{1})$ in (17) but not necessarily in terms of sum-rate, although this is also often the case. The convergence speed is a bit slower for ‘WLP-WLE’ and ‘HetTX-WLE’ as compared to ‘LP-LE’, although it varies depending on the individual channel realizations.
Algorithm 1 for different antenna configurations (\(K\)).\(^{1}\)

\(\sum_{\gamma \in \mathcal{G}} \gamma \cdot \eta = 1\) is expected, the sum-rate is increased as \(K\) increases when transmit coordination is implemented. However, for the cases in which transmit coordination is not used (i.e., IW solutions) the tendency is on the contrary because all transmitters use the maximum transmit power, such that increasing \(K\) implies a significant increase of the interference in the network and, consequently, a degradation of the system performance.

Figure 4 depicts the sum-rate versus \(\eta\) for \(K = 5\), SNR=10dB, and different antenna configurations: Fig. 4.(a) for \(1 \times 1\), and Fig. 4.(b) for \(2 \times 2\).

From Fig. 3 and Fig. 4 several conclusions can be extracted:

- **Proper (LP-LE) vs. improper (WLP-WLE):** In all cases it can be observed that ‘WLP-WLE IW’ outperforms ‘LP-LE IW’. Also ‘WLP-WLE’ and ‘HetTX-WLE’ outperform ‘LP-LE’, as the proper-based optimization is a special case of the improper-based optimization (but not the other way round).

- **IW vs. interference coordination:** The sum-rate gain obtained with interference coordination techniques is significant for all antenna configurations, all numbers of interfering transmitters, and all interference levels.

- **Number of transmitter-receiver pairs (\(K\)):** The sum-rate increment provided by the use of improper Gaussian signaling is larger as \(K\) increases due to the fact that

---

**B. Impact of antenna configuration and interference strength**

In this section we evaluate the performance of the proposed Algorithm 1 for different antenna configurations (\(M \times N\)), different \(K\) values, and different \(\eta\) values. SNR=10dB is used.

Figure 3 displays the sum-rate versus \(K\) for SNR=10dB, \(\eta = 1\), and different antenna configurations: Fig. 3.(a) for \(1 \times 1\), Fig. 3.(b) for \(2 \times 2\), and Fig. 3.(c) for \(4 \times 4\). As it is expected, the sum-rate is increased as \(K\) increases.
the interference to be managed is stronger, see Fig. 3. The $K$ value where the gains start to appear depends on the antenna configuration, as detailed in next bullet.

- **Antenna configuration ($M \times N$):** The sum-rate gain obtained with the use of improper Gaussian signaling is larger for the $1 \times 1$ and $2 \times 2$ cases rather than for the $4 \times 4$ case, because the use of improper Gaussian signaling provides flexibility by splitting one dimension into two halves. This is more useful when the number of transmit/receive antennas is low compared to the number of users. Otherwise, by adding antennas, extra dimensions are already added to the system. For that reason, the gains of interference coordination and improper Gaussian signaling are appreciable for $K \geq 4$ in the $2 \times 2$ case and for $K \geq 8$ in the $4 \times 4$ case, while in the $1 \times 1$ case they are substantial for $K \geq 2$ (i.e. even for a scenario with a single interferer), see Fig. 3.

- **Interference strength ($\eta$):** The sum-rate gain provided by improper Gaussian signaling is larger as the interference level increases (i.e. for larger $\eta$), see Fig. 4.

- **Heterogeneous scenarios:** The sum-rate gains of improper Gaussian signaling in heterogeneous scenarios are not proportional to the number of widely linear transmitters in the network. The largest gains are obtained when most of the transmitters are widely linear (i.e. lower $l$ in 'HetTX(l)-WLE').

### C. Performance versus SNR and comparison with IA

In this section we evaluate the performance of the proposed Algorithm 1 at different SNR regimes. We compare the proposed technique with two algorithms based on interference alignment (IA) that are presented in [39]:

- **IA:** distributed iterative IA algorithm in [39].
- **Max SINR:** distributed Max-SINR algorithm in [39].

These two algorithms are optimal in terms of degrees of freedom (DoF) (i.e. slope of the sum-rate at the high SNR regime) for the MIMO IC with $K = 3$ users and $2 \times 2$ antenna configuration, but not for other configurations.

Figure 5 shows the sum-rate versus SNR for $\eta = 1$, $2 \times 2$ antenna configuration, and different $K$ values: Fig. 5.(a) for $K = 3$, and Fig. 5.(b) for $K = 5$.

For $K = 3$ and $M = N = 2$, 'IA' and 'Max SINR' algorithms attain the optimal DoF (i.e. 3 DoF), as shown in Fig. 5.(a). In contrast, the proposed scheme attains only 2 DoF but it is able to provide significant sum-rate values at low-medium SNR regimes. For $K = 5$ and $M = N = 2$, 'Max SINR' and 'IA' algorithms tend to become saturated in terms of sum-rate (thus 0 DoF), see Fig. 5.(b), while the proposed technique is able to get 2.2 DoF.

Many of the existing schemes for IA with improper Gaussian signaling are only valid for specific antenna configurations and number of users. On the contrary, the proposed scheme can be applied in all possible antenna/users configurations and still get some positive DoF.

For $K = 5$, we can conclude that the gains of improper Gaussian signaling are appreciable for all SNR regimes. $K = 3$ has been used for comparison with the IA algorithms, but it was already shown in Fig. 3(b) that in the $2 \times 2$ case we should use $K \geq 4$ to get appreciable gains with improper Gaussian signaling over 'LP-LE'.

### D. Performance with fairness utility

In this section we evaluate the performance of a slightly modified version of the proposed Algorithm 1. In [4] it is shown that general utility functions can be accommodated in the WMSE problem formulation and only the design of the weighting matrices turns out to be affected. For example, in the linear transceiver design case, if a proportional fair utility function is adopted then the weighting matrices should be updated as: $W_{1,k} = \frac{1}{\eta k \ln(2)} E_k^{-1}$ (see [4]). Similarly, in order to guarantee fairness in the system with mixed transceivers, we update the weighting matrices in Algorithm 1 as:

\[
W_{1,k} = \frac{1}{\eta k \ln(2)} E_k^{-1}
\]

\[
W_{2,k} = \frac{1}{\eta k \ln(2)} E_k^{-1} \hat{E}_k F_k^{**}
\]

being $R_k$ the achievable rate obtained in the previous iteration.

Figure 6 shows the performance in terms of sum-rate and 5%-tile rate versus $K$ for $\text{SNR}=10$ dB, $\eta = 1$, and antenna configuration $2 \times 2$. It can be observed that 'WLP-WLE' and 'HetTX-WLE' techniques allow increasing the system fairness.
is not significant or new dimensions are provided by adding multiple antennas at transmitters and receivers, the proposed coordinated transceiver scheme leads to a proper Gaussian signaling solution.
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APPENDIX A

PROOF OF THEOREM 1

The equivalence of the minWMSE problem (P1) in (17) and the maxWSR problem (P0) in (16) is shown in the following by deriving the optimal weighting matrices \( \{W_{1,k}\}, \{W_{2,k}\} \), for (P1), plugging them into the objective function of (P1), and then showing that the resulting optimization problem is exactly (P0).

The Lagrangian function \( (\mathcal{L}) \) [32] of the minWMSE problem (P1) in (17) is given by:

\[
\mathcal{L} = \sum_{k \in K} \left( \frac{1}{2} \text{Tr}(W_{1,k}E_k + W_{2,k}^*E_k^\dagger + W_{2,k}^*\tilde{E}_k + W_{2,k}\tilde{E}_k^*) - \frac{\mu_k}{2} \log_2 \left( \frac{\ln(2)}{\mu_k} W_k \right) \right) + \sum_{k \in K} \lambda_k \left( \text{Tr}(T_{1,k}T_{1,k}^H + T_{2,k}T_{2,k}^H) - P_k^{max} \right)
\]

(38)

where \( \lambda_k \) denotes the non-negative dual variable associated to the \( k \)-th transmit power constraint in (17). Recall that the determinant of \( \frac{\ln(2)}{\mu_k} W_k \) in (38) (through the use of the structure in (18)) is given by:

\[
\left| \frac{\ln(2)}{\mu_k} W_k \right| = \min_{\mu_k} \left( \frac{\ln(2)}{\mu_k} W_{1,k} \left| \frac{\ln(2)}{\mu_k} (W_{1,k} - W_{2,k}W_{1,k}^{-1}W_{2,k}) \right| \right)
\]

(39)

The first-order optimality conditions for \( W_{1,k} \) and \( W_{2,k} \) lead to:

\[
\frac{d\mathcal{L}}{dW_{1,k}} = 2E_k^* - \frac{\mu_k}{2\ln(2)} (W_{1,k} - W_{2,k}W_{1,k}^{-1}W_{2,k})^{-1} = 0
\]

(40)

\[
\frac{d\mathcal{L}}{dW_{2,k}} = -2\tilde{E}_k
\]

(41)

By identifying the expression in (40) inside (41) we have the following relation: \( \tilde{E}_k = -W_{1,k}^{-1}W_{2,k}E_k \), such that: \( W_{2,k} = -W_{1,k}E_k\tilde{E}_k^* \). Then, by including such relation into (40) we obtain a closed-form expression for \( W_{1,k} \) as a function of \( \{T_{1,k}, T_{2,k}\}, \{R_{1,k}, R_{2,k}\} \). Similarly, by including \( \tilde{E}_k = -W_{2,k}\tilde{E}_k^* \) into (40) we obtain a closed-form expression for \( W_{2,k} \) as a function of \( \{T_{1,k}, T_{2,k}\}, \{R_{1,k}, R_{2,k}\} \). The optimal structures for \( W_{1,k} \) and \( W_{2,k} \) given all \( \{T_{1,k}, T_{2,k}\}, \{R_{1,k}, R_{2,k}\} \) are:

\[
W_{1,k} = \frac{\mu_k}{\ln(2)} (F_k)^{-1}
\]

(42)

\[
W_{2,k} = -\frac{\mu_k}{\ln(2)} E_k^\dagger \tilde{E}_k F_k^{-1}
\]

(43)

where \( F_k = E_k - \tilde{E}_k E_k^\dagger \tilde{E}_k^* \).
Finally, by plugging the optimal $W_{1,k}$ and $W_{2,k}$ in (42)-(43), $\forall k$, into the minWMSE problem $(P_1)$ in (17), and using the determinant relation in (39) and the matrix inversion lemma, we have the following equivalent optimization problem:

\[
\begin{align*}
\text{minimize} & \quad \sum_{k \in K} \mu_k \log_2 |E_k F_k'| \\
\text{subject to} & \quad \text{Tr}(T_{1,k} T_{1,k}^H + T_{2,k} T_{2,k}^H) \leq P_{k,\text{max}} \quad \forall k \\
& \quad T_{2,k} = 0 \quad \forall k \in \mathcal{S}_k^P
\end{align*}
\]

which is equal to $(P_0)$ in (16) and completes the proof. This means that $(P_0)$ in (16) and $(P_1)$ in (17) have the same global optimal solution $\{T_{1,k}^*, T_{2,k}^*, R_{1,k}^*, R_{2,k}^*\}$. Further, if $\{T_{1,k}^*, T_{2,k}^*, R_{1,k}^*, R_{2,k}^*\}$ is a stationary point of $(P_1)$ then $\{T_{1,k}^*, T_{2,k}^*, R_{1,k}^*, R_{2,k}^*\}$ is a stationary point of $(P_0)$ as they satisfy the first-order optimality conditions of both problems. The converse also holds (i.e. if $\{T_{1,k}^*, T_{2,k}^*, R_{1,k}^*, R_{2,k}^*\}$ is a stationary point of $(P_0)$ then $\{T_{1,k}^*, T_{2,k}^*, R_{1,k}^*, R_{2,k}^*\}$ is a stationary point of $(P_1)$). If $\{W_{1,k}^*, W_{2,k}^*\} = \{E_k^*, E_k^*\}$ then the optimal weighting matrices $\{W_{1,k}^*, W_{2,k}^*\}$ are those in (42)-(43).

To give more details about how we arrive at (44), let us show it for a specific receiver. First, by using the matrix inversion lemma, it can be shown that when including the structures of $W_{1,k}$ and $W_{2,k}$ in (42)-(43) into $\frac{1}{2} \text{Tr} \left( W_{1,k} E_k^* + W_{1,k} E_k^* + W_{2,k} E_k^* + W_{2,k} E_k^* \right)$ in (17), this term is a constant and can be taken out of the optimization. So let us focus on developing the term $-\mu_k \log_2 \left| \text{ln} |\mu_k| W_k \right|$ in (17) with the structures of $W_{1,k}$ and $W_{2,k}$ in (42)-(43). By using the determinant relation in (39) we have:

\[
\begin{align*}
-\frac{\mu_k}{2} \log_2 \left| \text{ln} |\mu_k| W_k \right| &= -\frac{\mu_k}{2} \log_2 \left| F_k^* - E_k^* E_k^T E_k^* F_k^* \right| \\
&= -\frac{\mu_k}{2} \log_2 \left| F_k^* - E_k^* E_k^T E_k^* F_k^* \right| \\
&= -\frac{\mu_k}{2} \log_2 \left| F_k^* - E_k^* E_k^T E_k^* F_k^* \right| \\
&= -\frac{\mu_k}{2} \log_2 |E_k F_k'| \\
&= -\frac{\mu_k}{2} \log_2 |E_k F_k'|
\end{align*}
\]

such that the expression in (44) is obtained.

**APPENDIX B**

**PROOF OF PROPOSITION 2**

The optimal transmit filters, when keeping the remaining sets of variables fixed, are obtained by equaling the derivatives with respect to $T_{1,k}$ and $T_{2,k}$ of the Lagrangian function of the minWMSE problem $(P_1)$ in (17) to zero. The Lagrangian function ($L$) is shown in (38). The derivatives result in:

\[
\begin{align*}
\frac{dL}{dT_{1,k}} &= -H_{kk}^H R_{1,k} W_{1,k} - H_{kk}^H R_{2,k} W_{2,k} + (B_k + D_k) T_{2,k} \\
&= (A_k + C_k + \alpha_k I) T_{1,k} = 0
\end{align*}
\]

\[
\begin{align*}
\frac{dL}{dT_{2,k}} &= -H_{kk}^H R_{2,k} W_{1,k} - H_{kk}^H R_{1,k} W_{2,k} + (B_k + D_k) T_{1,k} \\
&= (A_k + C_k + \alpha_k I) T_{2,k} = 0
\end{align*}
\]

where $A_k$, $B_k$, $C_k$, and $D_k$ are defined in (21), (23), (25), and (27), respectively.

This way, if we isolate $T_{1,k}$ from (46) and substitute it to (47), we get an expression for $T_{2,k}$ only as a function of $\{R_{1,k}, R_{2,k}\}$, $\{W_{1,k}, W_{2,k}\}$. Similarly, if we isolate $T_{2,k}$ from (47) and substitute it to (46), we obtain $T_{1,k}$ as a function of $\{R_{1,k}, R_{2,k}\}$, $\{W_{1,k}, W_{2,k}\}$. The derived expressions for $T_{1,k}$ and $T_{2,k}$ are those shown in (29)-(30).

In case the $k$-th transmitter is constrained to use LP, the solution for the transmit filter $T_{1,k}$ is directly obtained from (46): $T_{1,k} = (A_k + C_k + \lambda_k I)^{-1} \left( H_{kk}^H R_{1,k} W_{1,k} + H_{kk}^H R_{2,k} W_{2,k} \right)$.
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