Frequentist and Bayesian approaches for a joint model for prostate cancer risk and longitudinal PSA data
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The paper describes the use of frequentist and Bayesian shared-parameter joint models of longitudinal measurements of prostate specific antigen (PSA) and the risk of prostate cancer (PCa). The motivating dataset corresponds to the screening arm of the Spanish branch of the European Randomized Screening for Prostate Cancer (ERSPC) study. The results show that PSA is highly associated with the risk of being diagnosed with PCa and that there is an age-varying effect of PSA on PCa risk. Both the frequentist and Bayesian paradigms produced very close parameter estimates and subsequent 95% confidence and credibility intervals. Dynamic estimations of disease-free probabilities obtained using Bayesian inference highlight the potential of joint models to guide personalized risk-based screening strategies.
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1. Introduction

Joint models for longitudinal and time-to-event data are increasingly used to assess relationships between serial measurements of markers and time to an event of interest. Joint models were introduced during the 90s [7, 33, 37] and since then have been applied to a great variety of studies in epidemiological and biomedical areas. In turn, these studies have fed a wide methodological research on the subject, with models focused on event times, longitudinal patterns or both ([34] and [19] are excellent reviews up to date).

In a setting of dependent longitudinal and time-to-event data, shared-parameter models consider that the longitudinal and survival processes depend jointly on a common set of random effects. Given the random effects, the two processes are assumed independent. Recently, Rizopoulos has made a great contribution facilitating the use of the joint modeling methodology,
first by means of an overview of the theory and applications of joint modeling [26] and secondly by developing the JM [23] and JMbayes [27] R packages for the frequentist and Bayesian shared-effects’ approaches, respectively.

In statistical science, the long-lasting dissension between frequentists and Bayesians is evolving into a compromise that capitalizes on the strengths of both systems of inference [16]. In fact, it seems that an integrated vision of both methodologies, from both the frequentist [14] and Bayesian worlds [2, 5], is in progress. Joint modeling illustrates how classical and Bayesian statistics can be combined to reach a complex goal, taking advantage of the strengths of both approaches.

Longitudinal and time-to-event data have been combined in different studies of prostate cancer (PCa). Some authors have shown the usefulness of longitudinal measures of the prostate specific antigen (PSA), a protein produced by cells of the prostate gland, to study the natural history of prostate cancer (PCa) [3, 13, 15]. PCa has a highly variable natural history ranging from indolent to very aggressive, with a long preclinical period. Although controversial, opportunistic screening with PSA, has been widely used in Western countries [6]. Two facts have raised questions about the present PSA-based screening paradigm: a) Conflicting results from the two largest clinical trials assessing the effectiveness of PCa screening [1, 30]; and b) Significant harms associated to screening that include biopsy complications and, more seriously, overtreatment of indolent tumors. Current guidelines recommend against universal PCa screening and propose risk-based or personalized screening [4]. Joint models could serve this purpose by dynamically updating the estimated probabilities for the event time outcome as additional information is collected for each subject.

This paper has a double aim: on the one hand, to show how joint models can be used to incorporate past and current PSA levels into a predictive model of PCa. On the other hand, to illustrate how the frequentist and Bayesian approaches can complement each other. The rest of the paper is organised as follows. Section 2 presents a description of the motivating dataset, the Spanish screening arm of the European Randomized Screening for Prostate Cancer study (ERSPC). Section 3 contains the formulation, computational details and results of the joint model under a frequentist and Bayesian approach, respectively. Section 4 illustrates how to estimate dynamic disease-free probabilities. Finally, Section 5 contains a discussion focused on the impact of longitudinal PSA values and baseline covariates on PCa risk and also on the complementarity of frequentist and Bayesian reasoning in joint modeling.

2. Motivation ERSPC study and data description

Our motivating dataset consists of the screening arm of the Spanish subset of the European Randomized Screening for Prostate Cancer (ERSPC) study [17]. The ERSPC study [30] is a multicenter trial initiated in 1991 in the Netherlands and Belgium, with six more European countries joining during the 90s. The objective of the ERSPC was to evaluate whether PCa screening with PSA reduces PCa specific mortality in asymptomatic men. The Spanish subset recruited 4278 individuals between February 1996 and June 1999, aged 45 to 71 years, of whom 2415 were assigned to the screening arm and the remaining to the control arm. Those screened were given a blood test to measure PSA levels.

Serum PSA determinations, for individuals assigned to the screening arm of the study, were mostly performed at an interval of 4 years. A biopsy was indicated if PSA ≥ 3 ng/ml, and in case of a negative result the subject was recalled for an early visit within two years. Among the 2415 participants, a total of 4673 follow-up PSA measurements at the successive screening rounds were recorded. Screening ended in October 2005 but active surveillance of PCa incidence took place until December 31st, 2007 which corresponds to administrative closure.

The minimum age required to enter the study was 45 years. Age at randomization ranged from
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```
\begin{table}
\centering
\caption{Distribution of the subjects in the screening arm of the Spanish ERSPC study, descriptive statistics of the PSA measurements and distribution of the PCa diagnosed cases, stratified by the number of visits and overall.}
\begin{tabular}{lcccc}
\hline
\textbf{Number of visits per subject} & 1 & 2 & 3 & \geq 4 \\
\hline
\textbf{Sample size (%)} & 573 (23.7) & 1499 (62.1) & 293 (12.1) & 50 (2.1) & 2415 (100.0) \\
\textbf{PSA descriptive} & & & & & \\
\textbf{Mean} & 2.40 & 1.40 & 1.92 & 5.46 & 1.78 \\
\textbf{StDev} & 5.67 & 1.67 & 2.25 & 2.79 & 3.20 \\
\textbf{Min} & 0.00 & 0.00 & 0.00 & 0.50 & 0.00 \\
\textbf{1st Q} & 0.60 & 0.60 & 0.60 & 3.79 & 0.63 \\
\textbf{Median} & 1.10 & 1.00 & 1.10 & 4.69 & 1.06 \\
\textbf{3rd Q} & 2.20 & 1.67 & 2.44 & 6.28 & 1.95 \\
\textbf{Max} & 68.90 & 42.30 & 20.36 & 15.53 & 68.90 \hline
\textbf{PCa diagnosed (%)} & 51 (44.0) & 50 (43.1) & 13 (11.2) & 2 (1.7) & 116 (100.0) \\
\end{tabular}
\end{table}
```

45.5 to 71.0 years, with a mean and median of 57.7 and 56.9 yr, respectively. Concerning the number of PSA measurements per subject, Table 1 shows that the most frequent group (62.1%) corresponds to men with two PSA measurements and that nearly one fourth of subjects (23.7%) contributed to the analysis with only one PSA observation. The variability of PSA levels within the latter group is the highest (StDev = 5.67 ng/ml and Max = 68.90 ng/ml). Note that the 50 subjects with four or more follow-up visits had PSA values much higher than the rest of the subjects, with median and third quartile equal to 4.69 and 6.28 ng/ml, respectively. With regard to PCa diagnosed cases, 87.1% correspond to individuals with one or two follow-up visits.

The variable of interest in the longitudinal analysis is PSA, ranging from 0.00 to 68.90 ng/ml with mean and median 1.78 and 1.06 ng/ml., respectively (see Table 1). In order to account for the non-normality of the data, PSA measurements in this paper were considered in a double logarithmic transformed scale. We defined the \( \text{LLPSA} \) variable as the \( \log(1+\log(1+PSA)) \). Figure 1 shows the time-plots of \( \text{LLPSA} \) according to presence or absence of PCa diagnosis, where the consecutive observations on each man are connected through line segments. The top plot shows the \( \text{LLPSA} \) trajectories for the 116 men diagnosed with PCa and the bottom one shows a random sample of 116 men for the not-diagnosed group. Interesting features in both graphics are the wide variation in the initial values of \( \text{LLPSA} \) thus indicating different intercepts for the different individuals and a general, which few exceptions, positive trend with a gentle slope, as well as a potential mildly nonlinear component. However, the PCa group had higher mean values of \( \text{LLPSA} \), in comparison with the non-PCa group. This information gives clear support to the relevance of PSA measurements to explain time to PCa diagnosis.

```
\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure1}
\caption{\textit{LLPSA} profiles across time (age in years) for men who developed PCa during the follow-up period (top panel) and for 116 randomly selected men without a PCa diagnosis (bottom panel), for the participants in the screening arm of the Spanish ERSPC study.}
\end{figure}
```
We defined the time-to-event, \( T \), as the time elapsed from the protocol screening start (age 45) to diagnosis of prostate cancer. We observe that more than 90% of patients were prostate cancer free at age 80 years (see Figure 2a). In particular 116 men (4.8%) were diagnosed with PCa (median follow-up time equal to 2.85 years) and the remaining 2299 men (95.2%) contributed to the study as right-censored data with a median follow-up time equal to 9.76 years.

As previously mentioned, a PSA 3 ng/ml is a key threshold in the screening program. Figure 2b shows the Kaplan-Meier estimate of the survival function for individuals whose first PSA measurement is below or above this limit. A rapid decrease of the survival function for individuals with the first PSA 3 ng/ml is observed and a clinically relevant difference exists between the two categories.

3. A joint model with shared random effects for the Spanish ERSPC study

Our main goal was to assess the effect of PSA profiles over time on the hazard of time to PCa diagnosis. Our approach consisted of including random effects in the longitudinal covariates and jointly modeling the longitudinal and survival components. This joint procedure allows a detailed specification of every submodel [7, 9, 26, 34, 38] as well as achieving a reduction in the standard error of the estimates [21].

In what follows, we propose a shared random effects joint model for the screening arm of the ERSPC study. We start with some common notation and the basic longitudinal and survival submodels. The rest of Section 3 provides the estimation procedure, computational details and interpretation from frequentist and Bayesian perspectives.

3.1 Model proposal and estimation procedure

For the \( i \)-th subject, \( i = 1, \ldots, n \), denoted by \( m_i(t) \) the true LLPSA value at time \( t \) and by \( \mathcal{M}_i(t) = \{m_i(s), 0 \leq s \leq t\} \) the whole longitudinal history of the true marker levels up to
time $t$. The observable data for the $i$-th subject consists of the value of the observed longitudinal $LLPSA$ profile at time point $t_{ij}$, that is $y_{ij} = LLPSA_{ij} = \log(1 + \log(1 + PSA_{ij}))$. Let $y_i(t)$ be the hypothetical observed value of $LLPSA$ at time $t$ which is assumed to deviate from the true value $m_i(t)$ by a certain error measurement $\varepsilon_i(t)$ in such a way that $y_i(t) = m_i(t) + \varepsilon_i(t)$ holds.

The joint model that we propose binds a linear mixed-effects model for the longitudinal part and a relative risk survival model for the time to PCa diagnosis, which incorporates the true subject profile of the longitudinal process [26]. The survival submodel is based on the Weibull distribution due to its flexibility for representing different types of risks. The joint model is justified by the association between dynamic changes in PSA over time and PCa a shape parameter; $w_i$ is specified as Weibull distribution due to its flexibility for representing different types of risks. The joint model and a relative risk survival model for the time to PCa diagnosis, which incorporates the true value $m$ associated with individual $i$.

where $\theta_i = (\beta_0, \beta_1, b_{i0}, b_{i1}, \sigma_{b_0}, \sigma_{b_1}, \rho_{b_{i0}b_{i1}}, \sigma, \sigma_t, \gamma_0, \gamma_1, \alpha)^T$ is the full vector of uncertainties associated with individual $i$. For the longitudinal submodel, $(\beta_0, \beta_1)^T$ and $(b_{i0}, b_{i1})^T$ are the fixed and the random effects for the intercept and the slope term, respectively, and $\varepsilon_{ij}$ the error term for the $i$-th subject at the $j$-th measurement with $(\varepsilon_{ij} \mid \sigma) \sim N(0, \sigma^2)$; furthermore we assume that both random effects given $\sigma_{b_0}$, $\sigma_{b_1}$ and their correlation coefficient, $\rho_{b_{i0}b_{i1}}$, follow a bivariate normal distribution with a mean of zero and an unstructured covariance matrix. For the survival submodel, the baseline hazard is given by $h_0(t \mid \sigma_t) = \sigma_t t^{\sigma_t - 1}$, where $\sigma_t$ is the shape parameter; $w_1 = a_1 \times y_1$ is a covariate which describes the interaction between the age, $a_1$, and the $LLPSA$ measurement, $y_1$, at study entry (first visit), respectively. Its inclusion in the model is justified by the association between dynamic changes in PSA over time and PCa diagnosis ([12]), presumably as the result of benign enlargement of the prostate gland; $(\gamma_0, \gamma_1)^T$ are the regression coefficients for the baseline hazard and the $w_1$ interaction. Finally, $\alpha$ stands for the association parameter assessing the relationship between the longitudinal and the survival submodels.

Since preliminary analysis for joint model (1) showed a large correlation between $b_{i0}$ and $b_{i1}$ we discarded the slope random effect and restrict posterior analyses, both frequentist and Bayesian, interpretations and conclusions to the following model

$$h_i(t \mid M_i(t), w_{1i}, \theta_i) = h_0(t \mid \sigma_t) \exp\{\gamma_0 + \gamma_1 w_{1i} + \alpha(b_{i0} + b_{i1} t)\},$$

(2)

where $(b_{i0} \mid \sigma_{b_0}) \sim N(0, \sigma_{b_0}^2)$ and the error term given $\sigma$ in the longitudinal submodel follows, as stated above, a $N(0, \sigma^2)$ law.

### 3.2 Frequentist approach. Results and interpretation

The joint model expression given in (2) was fitted through the jointModel function, implemented in the R package JM [23]. In particular, the fitting of the initial linear mixed submodel was performed using the nlme package [20], while the survival package [32] was used for estimation of the preliminary survival submodel. Models were validated using the residuals function. JM addresses the key feature of dealing with the shared random effects by numerical integration and by using a pseudo-adaptive Gauss-Hermite quadrature algorithm [25]. In order to select the appropriate model within the family of joint models given in expression (1), we used the Wald test, the AIC criterium and $p$-values $< 0.05$.

The longitudinal submodel in (2) consisted of a linear fixed-effects part with age as a time covariate, and a random effects part which included only a random intercept. The frequentist estimation resulted in a marginal regression line with positive estimated intercept, $\hat{\beta}_0 = 0.369$, and
slope, $\hat{\beta}_1 = 0.014$. The variability associated with the random intercept was high, $\hat{\sigma}_{b0}^2 = 0.050$, indicating the great heterogeneity of the population with regard to the $LLPSA$ measurements at time zero. Estimates for the parameters in model (2) are given in Table 2.

In the survival submodel, the estimated coefficient associated with the $w_1$ interaction was $\hat{\gamma}_1 = -0.068$ indicating a protective effect. Finally, the joint model found a strong association between the $LLPSA$ profiles and risk of PCa, with an estimated value equal to 7.207 ((6.041, 8.372) 95% confidence interval).

### Table 2. Joint model estimates for frequentist analysis of PCa diagnosis and longitudinal PSA values. The survival submodel follows a Weibull distribution and includes the $a_1 \times y_1$ interaction as a covariate, whereas the longitudinal submodel is a linear mixed effects model with random intercept.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>95% Conf. Int.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Longitudinal Submodel</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>0.369</td>
<td>(0.351, 0.388)</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.014</td>
<td>(0.013, 0.015)</td>
</tr>
<tr>
<td>$\sigma^2_0$</td>
<td>0.011</td>
<td>(0.011, 0.012)</td>
</tr>
<tr>
<td>$\sigma^2_{b0}$</td>
<td>0.050</td>
<td>(0.044, 0.057)</td>
</tr>
<tr>
<td><strong>Survival Submodel</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_0$</td>
<td>-13.706</td>
<td>(-15.299,-12.113)</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>-0.068</td>
<td>(-0.107,-0.028)</td>
</tr>
<tr>
<td>$\sigma_t$</td>
<td>1.887</td>
<td>(1.459, 2.315)</td>
</tr>
<tr>
<td><strong>Association</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>7.207</td>
<td>(6.041, 8.372)</td>
</tr>
</tbody>
</table>

The estimated relative risk ($\hat{HR}$) associated with a one year increase in the age at entry in the interaction term $w_1$ was $\exp(\hat{\gamma}_1) = 0.93$, which indicates a 7% decrease in the risk of PCa. Given that high PSA values are related to PCa incidence this might seem an unexpected result. But, an elevated level of PSA can also result from benign enlargement of the prostate or from inflammation, conditions that are relatively rare in the young but common in older men [36]. Therefore, the protective effect of the $w_1$ interaction may indicate that an increase in PSA is associated with a larger increase in risk for a younger man than for an older man.

The joint model reflects a strong positive association between PSA values and risk of PCa, and allows estimation of the impact of different increments of PSA at specific PSA values. Table 3 presents the estimated HRs that correspond to different increases in PSA for different PSA values. For instance, considering the estimated parameter $\alpha = 7.207$ in model (2), a unit increase in PSA represents a 4.7, 1.9 or 1.2-fold increase in the hazard rate of PCa, for reference “true PSA” values 1, 3 or 10, respectively. Therefore, the same changes in PSA have more impact on PCa risk for low PSA values. However, for particular percentual increases of PSA, the HRs did not vary much across different PSA values. Increases of 10% or 20% in PSA levels result in HRs around 1.2 or 1.4, respectively.

### Table 3. Estimated hazard ratio ($\hat{HR}$) of PCa for different increases of PSA at specific PSA reference levels, under the frequentist model.

<table>
<thead>
<tr>
<th>PSA reference level (ng/ml)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{HR}$ for an 1 unit increase of PSA</td>
<td>4.70</td>
<td>2.52</td>
<td>1.90</td>
<td>1.47</td>
<td>1.20</td>
<td>1.12</td>
<td>1.09</td>
</tr>
<tr>
<td>10% increase</td>
<td>1.23</td>
<td>1.24</td>
<td>1.24</td>
<td>1.23</td>
<td>1.20</td>
<td>1.18</td>
<td>1.17</td>
</tr>
<tr>
<td>20% increase</td>
<td>1.48</td>
<td>1.52</td>
<td>1.51</td>
<td>1.47</td>
<td>1.41</td>
<td>1.38</td>
<td>1.36</td>
</tr>
</tbody>
</table>

Figure 3 illustrates a contour plot of the estimated HR for a $\Delta$PSA variation as a function of PSA. For instance, we can see that an increase of 2.0 ng/ml in PSA would represent a higher impact for a subject with 1.0 ng/ml of PSA ($\hat{HR} = 11.9$) than for a subject whose PSA value was 8.0 ng/ml ($\hat{HR} = 1.6$).
3.3 The proposed joint model revisited. A Bayesian approach

We assume the sampling model in (2). From the Bayesian approach, the joint model is not entirely specified until the elicitation of a joint prior distribution for all the uncertainties in the model, \( \theta = \cup_{i=1}^{m} \theta_i \). We assume that all the random components in \( b_0 = (b_{10}, \ldots, b_{n0})^T \) are i.i.d. \( \mathcal{N}(0, \sigma^2_{b_0}) \) given \( \sigma^2_{b_0} \), and consider prior independency for the rest of parameters and hyperparameters in the joint model. Accordingly, the common prior distribution will be the product of the corresponding marginal prior distributions

\[
\pi(\theta) = \pi(\sigma_1) \pi(\gamma_0) \pi(\gamma_1) \pi(\alpha) \pi(\beta_0) \pi(\beta_1) \pi(b_0 \mid \sigma_{b_0}) \pi(\sigma_{b_0}) \pi(\sigma),
\]

with noninformative Normal priors for parameters \( \beta_i \)'s, \( \gamma_i \)'s and \( \alpha \), and noninformative Gamma distributions for the standard deviations associated with the measurement error, the random intercept, and the shape parameter of the baseline hazard in the survival submodel.

Note that in the Bayesian approach, the shared joint model induces conditional independence between the longitudinal and the survival processes given not only the random effects and covariates but also the fixed effects and the rest of parameters as a result of its stochastic role. Bayesian inference expresses all the uncertainties in the problem in probabilistic terms, with the posterior distribution being the most relevant element and, usually, the starting point of all relevant inferences. Because of the complexity of our model, the posterior distribution, \( \pi(\theta \mid D_n) \), where \( D_n \) stands for the data, is not analytical. We have approximated it through Markov Chain Monte Carlo methods (MCMC). In particular, we performed three MCMC chains with \( K = 150 \,000 \) iterations each, of which 50,000 were used for the burn-in period. In addition, they were thinned by storing every 50th iteration in order to decrease autocorrelation in the sample. Computations were carried out using the statistical software WinBUGS [18] and the R-package JMbayes [27].
Table 4. Posterior summaries for the parameters and hyper-parameters of the PSA joint model.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Mean</th>
<th>95% Cred. Int.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Longitudinal model</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>0.362</td>
<td>(0.342, 0.382)</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.014</td>
<td>(0.013, 0.016)</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>0.011</td>
<td>(0.010, 0.012)</td>
</tr>
<tr>
<td>$\sigma_n^2$</td>
<td>0.070</td>
<td>(0.066, 0.074)</td>
</tr>
<tr>
<td><strong>Survival model</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_0$</td>
<td>-12.972</td>
<td>(-14.485, -11.650)</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>-0.064</td>
<td>(-0.101, -0.027)</td>
</tr>
<tr>
<td>$\sigma_t$</td>
<td>1.708</td>
<td>(1.362, 2.125)</td>
</tr>
<tr>
<td><strong>Association</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>6.919</td>
<td>(5.858, 8.026)</td>
</tr>
</tbody>
</table>

Table 4 shows the approximate marginal posterior mean and 95% credible interval of each one of the parameters and hyperparameters of the model. Posterior summaries provided similar numerical results to those obtained from the frequentist methodology, mainly as a result of the use of noninformative priors. The strength of the association between the longitudinal and survival outcomes is estimated through the marginal distribution of the association parameter $\alpha$. The posterior expectation $E(\alpha \mid D_n) = 6.919$, and posterior probability $P(5.858 < \alpha < 8.026 \mid D_n) = 0.95$ provide strong support in favor of joint modeling and against a potential marginal survival analysis. Random effects are also assessed through their marginal posterior distribution. Figure 4 on the left shows the posterior distribution of the random intercept for three different subjects in the study, in particular subjects 170, 707, and 1006, selected with regard to their low, medium and high level of PSA measurements, respectively. These posteriors clearly indicate the heterogeneity of the subject-specific behaviour of the PSA at the time of the subject’s entry into the study.

We now examine the linear mixed-effect longitudinal submodel and focus on $(m_i(t) \mid \beta_0, b_i0, \beta_1) = \beta_0 + b_i0 + \beta_1 t$, the true $LLPSA$ value of subject $i$ at age $t$ years over 45. Note that the particular expression for $m_i(t)$ indicates that the progression of the true $LLPSA$ is equal for all the patients, with the exception of their specific $LLPSA$ level at entry into the screening program. The estimation of the joint model can be easily spread to compute the posterior distribution $\pi(m_i(t) \mid D_n)$, with posterior expectation

$$E(m_i(t) \mid D_n) = \int m_i(t \mid \beta_0, b_i0, \beta_1) \pi(\beta_0, b_i0, \beta_1 \mid D_n) \, d(\beta_0, b_i0, \beta_1),$$

where $\pi(\beta_0, b_i0, \beta_1 \mid D_n)$ is the marginal posterior distribution of $(\beta_0, b_i0, \beta_1)$ for which we have an approximated MCMC sample, $\{\beta_0^{(k)}, b_i0^{(k)}, \beta_1^{(k)} \mid k = 1, \ldots, K\}$, from the common posterior distribution $\pi(\theta \mid D_n)$. A Monte Carlo approximation of $E(m_i(t) \mid D_n)$ is easily derived as

$$\frac{1}{K} \sum_{k=1}^{K} (m_i(t) \mid \beta_0^{(k)}, b_i0^{(k)}, \beta_1^{(k)}) = \frac{1}{K} \sum_{k=1}^{K} (\beta_0^{(k)} + b_i0^{(k)} + \beta_1^{(k)} t), \ \forall t \geq 0.$$  

Figure 4 on the right shows the posterior expected trajectories for the true $LLPSA$ level with age for subjects 170, 707, and 1006 in the study. Note that all of them are parallel as a consequence of the assumed random intercept and the common slope in the model.

As we have already mentioned, the relative risk or hazard ratio (HR) corresponding to an increase of one year in age at the first visit, $a_1$, depends on the subject’s level of $LLPSA$, $y_1$, in the form $\exp(\gamma_1 y_1)$. The posterior distribution of this hazard ratio can be computed from the MCMC approximate random sample from the marginal posterior distribution, $\pi(\gamma_1 \mid D_n)$. Figure 5 on the left displays the posterior mean and a credible 95% interval of this HR with
regard to different values of LLPSA at the time of the first visit. For instance, comparing two subjects with identical PSA longitudinal profiles PSA = 11 at entry (i.e. $y_1 = 1.25$), but with one subject entering the study one year older, an expected reduction of about 7.5% in risk can be seen. In addition, the relative risk corresponding to an increase of $k$ LLPSA units at entry is $\exp(k \gamma_1 a_1)$. Figure 5 on the right shows the posterior mean with age at first visit for values $k = 0.1$, 0.3 and 0.5. As expected, all the posterior mean values decrease with $a_1$ and $k$, supporting the idea that an increment in the value of LLPSA at entry is less serious, in terms of risk, in older men than in younger people.

Figure 5. (left) Mean and 95% credible interval of the posterior distribution of the HR, corresponding to an increment of one unit in age at the first visit as a function of LLPSA at the first visit values, and (right) Mean of the posterior distribution of the HR corresponding to an increment of $k = 0.1$, 0.3, 0.5 units in LLPSA at the first visit as a function of age at the first visit.

4. Dynamic disease-free probabilities

The flexibility provided by the joint modeling approach is in line with a growing trend towards personalized Medicine [8, 22, 24]. From this perspective, it is important that screening programs incorporate statistical tools that can take into account the observed evolution of the health status of patients and facilitate estimation of disease-free probabilities at each visit. These estimates are of interest not only for individuals that follow the screening program but also for subjects from the population of which the sample is considered representative. In particular, the real challenge is being able to estimate these probabilities not only at each measurement time points, but also at a generic time $u > t$ given PSA history tracking and disease-free time up to $t$.

In that scenario, the goal consists of estimating the probability of being diagnosis-free for a subject $i$ with covariate $w_{1i}$ after a certain set of longitudinal measurements $Y_i$ which assures disease-free status up to the time $t$ of the last visit. Bayesian reasoning approaches this issue through the posterior distribution $\pi(Pr(T_i \geq u \mid T_i > t, Y_i, w_{1i}, \theta) \mid D_n, Y_i)$ with posterior expectation
\[
\Pr(T_i \geq u \mid T_i > t, \mathcal{Y}_i, w_{1i}, \mathcal{D}_n) = \int \Pr(T_i \geq u \mid T_i > t, \mathcal{Y}_i, w_{1i}, \theta) \pi(\theta \mid \mathcal{D}_n, \mathcal{Y}_i) \, d\theta, \quad u > t,
\]

where \(\pi(\theta \mid \mathcal{D}_n, \mathcal{Y}_i)\) is the current posterior distribution of \(\theta\). Some discussion about the meaning of this posterior distribution with regard to individuals participating or not in the study becomes necessary. If there is interest in any of the specific individuals who have participated in the study, the posterior distribution \(\pi(\theta \mid \mathcal{D}_n, \mathcal{Y}_i)\) does not need to be updated with \(\mathcal{Y}_i\) because it already contains all the relevant information about that individual, and consequently, \(\pi(\theta \mid \mathcal{D}_n, \mathcal{Y}_i) = \pi(\theta \mid \mathcal{D}_n)\). If there is interest in estimating the conditional free-disease probability of a new subject who has not participated in the study in a sequential manner, the relevant posterior distributions, \(\pi(\theta \mid \mathcal{D}_n, \mathcal{Y}_i)\) need to be computed. The probability \(\Pr(T_i \geq u \mid T_i > t, \mathcal{Y}_i, w_{1i}, \theta)\) in the integrand of (5) depends on the current survival time, \(T_i > t\), but not on the particular longitudinal trajectory, \(\mathcal{Y}_i\), of the follow-up of the patient. This fact is a result of the shared joint effects model, which assumes independence between the survival and the longitudinal process, given the common random effects, covariates, and parameters.

Figure 6 shows the posterior probability of (5) together with a 95\% credible interval for subjects 170, 707, and 1006 in the study at the end of their follow-up. We were focusing on people in the study, and consequently these posteriors were computed from the common posterior distribution \(\pi(\theta \mid \mathcal{D}_n)\) in Section 3.3. The graphics also include their observed trajectory and the posterior mean of their true \(LLPSA\) level as it was computed in (4) and displayed in Figure 4. The optimistic information expected for subjects 170 and 707, despite the differences in their subsequent estimated random intercept, should be noted, and the more worrying situation for subject 1006, with an estimation of the true \(LLPSA\) markedly higher than for the two previous subjects.

As previously mentioned, inference for individuals not in the study requires the sequential updating of the posterior probability of \(\theta\) on the basis of the information provided by the subsequent longitudinal measurements. We would expect a minimal change in the estimation of the common parameters but not of the subject-specific random effects. The update of posterior distributions for which we only have an approximate sample is a complex process which is beyond the scope of this paper. [24] develops a very clever proposal for approximating \(\pi(\theta \mid \mathcal{D}_n, \mathcal{Y}_i)\) and updating the specific random effects associated with the individual but not the common parameters. In particular, he uses empirical Bayesian estimation for the random effects and an asymptotic normal distribution, based on the maximum likelihood estimation, for the common population parameters.

Figure 7 shows the estimated disease-free probabilities for a generic individual not in the study, which have been sequentially updated as the longitudinal follow-up progresses. They were
obtained using the method proposed by Rizopoulos, using the R package JM. A more pronounced increasing trend in the longitudinal trajectory of the PSA is associated with a lower PCa-free survival probability, which highlights the relevance of an accurate follow-up in personalized decision making. Specifically, according to Figure 7, Table 5 shows the dynamic estimates for disease-free PCa probabilities at 65, 70, 75 and 80 years old and at 10 years after a subject’s last visit.

![Figure 7](image-url). Successive $LLPSA$ longitudinal trajectories and dynamic PCa free survival probabilities (with 95% pointwise credible intervals at each time point) for a patient after their first to fourth successive PSA measurements, based on the Spanish branch of the ERSPC study.

<table>
<thead>
<tr>
<th>PCa-free probability at</th>
<th>Age</th>
<th>PSA</th>
<th>$LLPSA$</th>
<th>Age 65</th>
<th>Age 70</th>
<th>Age 75</th>
<th>Age 80</th>
<th>10 years after last visit</th>
</tr>
</thead>
<tbody>
<tr>
<td>65 years</td>
<td>50.75</td>
<td>2.20</td>
<td>0.772</td>
<td>0.928</td>
<td>0.848</td>
<td>0.704</td>
<td>0.502</td>
<td>0.967</td>
</tr>
<tr>
<td>60 years</td>
<td>54.92</td>
<td>1.82</td>
<td>0.711</td>
<td>0.945</td>
<td>0.874</td>
<td>0.755</td>
<td>0.567</td>
<td>0.945</td>
</tr>
<tr>
<td>65 years</td>
<td>59.28</td>
<td>6.24</td>
<td>1.092</td>
<td>0.932</td>
<td>0.816</td>
<td>0.635</td>
<td>0.395</td>
<td>0.836</td>
</tr>
<tr>
<td>60 years</td>
<td>61.79</td>
<td>8.85</td>
<td>1.190</td>
<td>0.927</td>
<td>0.752</td>
<td>0.501</td>
<td>0.240</td>
<td>0.668</td>
</tr>
</tbody>
</table>

5. Discussion

In this study, using data from the Spanish arm of the ERSPC study, we have estimated a joint model of longitudinal measurements of PSA and time to diagnosis of PCa. Our model overcomes the limitations of simpler statistical tools because it accounts for a) the effect of PSA as an endogenous time-dependent covariate measured with error and b) the non-random dropout that results when an individual is diagnosed with PCa [26, 34]. In particular, we used both the frequentist and the Bayesian approaches, and built a shared-parameter joint model that combined some baseline covariates at study entry and longitudinal PSA values to predict PCa incidence.
The selected joint model included a linear trajectory with random intercept for the \( \log(1 + \log(1 + \text{PSA})) \) values in the longitudinal submodel. The survival submodel included the interaction of \( \text{age} \) and \( \text{LLPSA} \) at study entry together with the \textit{true} longitudinal marker. Our model is consistent with the literature and clinical knowledge. On the one hand, the observed PSA is highly associated with the risk of being diagnosed with PCa. On the other hand, there is a protective effect of the \( \text{age} \times \text{PSA} \) term, consistent with the age-varying effect of PSA on PCa risk [36]. Our contribution consisted of using joint modeling techniques to 1) obtain an efficient estimate of the impact of PSA trajectories on time to PCa diagnosis; and 2) refine the PCa free survival estimates by using predictions based on the whole true history of PSA evolution for each subject. Our work can be considered a first step that should be followed by a more comprehensive modeling process accounting for additional predictive factors measured over time.

Our results show that both the frequentist and Bayesian paradigms produced very close parameter estimates and subsequent 95% confidence and credible intervals. This agreement is not an unexpected fact because a) the same sampling model was used for both approaches; b) a very slightly informative prior distribution was used for the Bayesian analysis, which provided virtually no additional information in the estimation process; and c) the sample size was large enough to be the dominant and determining source of information in the study. Bayesian methods often involve slower and computationally intensive tools for approximating the posterior distribution. However, once it is obtained they provide a natural framework for dealing with random effects and predictions. In particular, in our study we have applied Bayesian inference to assess individual true \( \text{LLPSA} \) levels and obtain dynamic predictions of the survival probabilities. Given that screening for prostate cancer may benefit many but also may result in adverse events in some, it is essential to develop tools that allow interventions to be more effectively targeted to individuals at high risk and reduced in those at low risk, thus minimizing harms.

Research on clinical decision-making, based on dynamic PSA measures, has been more frequent in the clinical setting than in early detection. Prediction tools of recurrence based on longitudinal PSA values have been proposed to guide decisions for patients treated for PCa. [22] and [38], with different joint modeling approaches, showed that accounting for longitudinal PSA measures was a powerful tool for individual prediction. [31], following the joint modeling work of [22], implemented real-time predictions of PCa recurrence on a web-based calculator. In the early detection area, several studies have assessed the predictive value of dynamic PSA markers like PSA velocity, PSA doubling time or PSA percentual change. In general, these PSA change markers added little to the predictive accuracy of PSA levels alone or in combination with other variables [12, 35]. However, and consistent with our results, the studies that used joint modeling approaches showed that the whole PSA history had a relevant role for PCa risk assessment [3, 13, 15].

Screening for prostate cancer has originated substantial debate in the clinical and public health communities. The true benefit of screening for PCa remains uncertain and may result in harms, such as false positive results, overdiagnosis and overtreatment, for many men that never would become symptomatic [11]. The PSA test alone, regardless of the cut-off value assigned, is not suitable for a screening test due to high false-negative and false-positive results [10]. Risk calculators that include PSA and other variables have shown better predictive ability with respect to PSA levels alone [29]. An improvement of predictive models is necessary to better inform individual patient decision making and health policy decisions on PCa screening.

Although joint modeling seems a very suitable approach for our data, this study has several limitations. First, the number of observations per subject was small, only 14% of them had three or more PSA measurements. Having more measurements per individual would have prevented some potential bias in the random effect estimate and would have produced more precise estimates of the association parameter. In addition, more PSA measurements per subject probably would have resulted in a richer longitudinal model, better capturing the heterogeneity of the sample and better feeding the survival submodel. Second, the fact that subjects entered the study...
at different ages may have reduced the accuracy of the estimated association parameter. And third, in contrast with the multivariate risk calculators, our model included only the repeated PSA measurements over time, accounting for the age and PSA interaction at study entry. Our dataset, which was not a clinical database, did not include variables like prostate volume or family history that could have improved the predictive ability of the model. Other variables like the result of digital rectal exam and transuretral ultrasound were not measured systematically but only when a biopsy was performed. The recent approach of [28] on multivariate longitudinal joint models should be considered in future works on individual risk assessment.

In conclusion, the combination of frequentist and Bayesian approaches, for shared random effects joint models, enriched the analysis and interpretation of our data. Moreover, the complementarity of both approaches helped to establish a bridge between both ways of thinking. This study gives support to the age-decreasing effect of PSA on PCa risk. In addition, it corroborates a strong association between longitudinal PSA values and diagnosis of PCa. Future works should explore whether joint models with additional longitudinal biomarkers and richer data can improve the performance of the existing risk calculators.
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