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Abstract—Optimized regenerator allocation techniques select which of the already installed regenerators in a translucent network must be used in order to maximize the quality of the optical signal while minimizing the opaqueness of the network. Unfortunately, the performance of an optimized regenerator allocation strategy strongly depends on the accuracy of the physical-layer information. In this paper, we investigate the effects of optimized regenerator allocation techniques when the physical-layer information is inaccurate. According to the performed experiments, we conclude that mostly of the current techniques of regenerator usage optimization are only possible when perfect knowledge of physical information is available.

I. INTRODUCTION 

In the last years, a critical point in the evolution of optical networks has been the increase in transmission capacity, going from bit rates of 10 Gbps to 40 Gbps. In addition, optical networks are evolving from opaque to all-optical, i.e., transparent networks. Unlike transparent networks, in a traditional opaque network, an optical-electronic-optical (OEO) conversion is necessary at every switching node. The OEO conversion enables re-amplifying, re-shaping, and re-timing (i.e., 3R regeneration) the optical signal. As a result, the signal regains the same physical features as it has at the source node. Nowadays, 3R regeneration is only possible by means of OEO conversion, making the overall regeneration process slow and expensive.

On the other hand, in an all-optical network, the optical signal reaches the destination node without using OEO conversion at the intermediate nodes along the path. However, the maximum transmission distance that an optical signal can reach with 3R regeneration is limited by the physical-layer impairments (PLIs). The accumulation of PLIs degrades the optical signal quality, at the extent that the latter can become illegible at the destination. In this regard, the higher the transmission rate the higher the PLI effects are—actually, most of the PLIs have a higher effect when the network operates at rates equal or above 40 Gbps [1].

An interim solution is provided by translucent optical networks, in which selected network nodes are equipped with 3R regeneration capabilities. Then the lightpaths are divided into transparent sub-paths (i.e., transparent segment between two 3R regenerators). This leads to attain a good trade-off between network cost and end-to-end optical signal quality.

In this scenario, new RWA algorithms, so-called Impairment Aware RWA algorithms (IA-RWA), have been proposed in the literature for transparent and translucent optical networks. In the IA-RWA algorithms, the PLIs are modeled as constraints to be considered by the path computation process when selecting the route and the wavelength. A summary of the most significant IA-RWA algorithms can be found in [2].

Recent efforts have been dedicated to modeling the PLIs, with the end of making easier the study of their impact on the network performance. A PLI model must be simple enough to be useful in practice, where a limited number of input parameters should be sufficient to characterize each optical link. It is also desirable to have a single output or performance parameter. This parameter allows capturing the effects of all PLIs on each optical circuit, in order to evaluate the optical signal quality, commonly called quality factor parameter $Q$ [3] [4]. In this paper, we consider IA-RWA algorithms relying on the $Q$ Personick’s factor [3], as the optical signal performance parameter.

In the context of network planning, off-line IA-RWA algorithms are used in order to calculate and allocate the necessary resources (i.e., the number of wavelengths on each link) so as to establish an estimated number of permanent connections. Additionally, in translucent networks, these IA-RWA algorithms are enhanced for computing the number of regenerators needed at each network node. This problem is referred to as the regenerator placement.

In this work, we deal with IA-RWA algorithms during the regular operation of a translucent network, that is, under dynamic traffic conditions. In such a scenario, network resources, including the 3R regenerators, are already placed. Upon receiving a connection request, the IA-RWA algorithm performs an on-line route computation, wavelength selection and it decides whether to use or not the regenerators already placed along the nodes of the selected path; this is known as regenerator allocation.

Few works in the recent literature address the problem of regenerator placement and allocation. Moreover, these works only consider the placement/allocation based on accurate physical-layer (e.g., $Q$) information. In this paper, we investigate the effects of optimized regenerator allocation techniques when the physical information is not completely accurate. In such cases, the IA-RWA process might end up...
selecting routes and wavelengths through which lightpaths cannot be successfully established, due to the possible discrepancy between the estimated $Q$ factor and the real one in the network, but also it may also fail due to the inappropriate allocation of regenerators along the path. In this context, we evaluate an IA-RWA algorithm (MINCOD-Q [5]) combined with two regenerator allocation techniques: 1) an optimized scheme allocating regenerator resources at the nodes where the signal quality falls below a threshold; 2) a non-optimal one allocating all the regenerator resources found in the nodes along the path regardless of the optical signal quality.

II. IA-RWA ALGORITHMS WITH REGENERATOR PLACEMENT AND ALLOCATION IN TRANSLUCENT NETWORKS

In translucent networks, IA-RWA algorithms are usually combined with both regenerator placement and allocation techniques. The regenerator placement is part of the planning phase, in which the goal is the design of the most cost-effective network which minimizes the number of regenerator resources. This is a complex optimization problem and, in particular, is solved by the use of off-line algorithms. The regenerator placement problem is addressed in [4] [6].

Once regenerators are placed in selected nodes of the network, the regenerator allocation problem aims at minimizing/optimizing the utilization of such already installed regenerators. This problem involves the routing of the connection requests to attain an efficient utilization of the network resources (i.e., wavelengths and 3R regenerators). To this end, several IA-RWA algorithms have been proposed in the literature. Examples of them can be found in [7] and [8].

III. Q PERSONICK’s FACTOR AND UNCERTAINTIES IN THE ESTIMATION OF THE Q FACTOR

The BER is considered as the main performance parameter to measure the optical signal quality at the receiver of an optical connection. This parameter can be ascertained taking into account the network topology, the path and, the wavelengths assigned by the IA-RWA algorithm to each traversed line system, and the allocation of regenerators. By doing so, the optical signal degradation along that lightpath can be estimated by means of the BER level. Indeed, the estimated BER has to be above a given threshold to ensure that the optical signal quality is acceptable. For this reason, an effective and simple method is required in order to estimate the optical signal degradation along a path. This can be tackled by observing that the BER threshold can be translated into a threshold value of the so-called Personick $Q$ factor [3]. The $Q$ factor can then be evaluated as a function of the transmission-system parameters (i.e. optical bandwidth, electrical bandwidth, power level at the signal launch, etc.) and the transmission impairments (e.g., ASE-noise, PMD, etc.). Without any error correction mechanism on the digital signal at the receiver, a quality factor $Q = 16.9$ dB corresponds to a BER of approximately $1 \times 10^{-12}$. Typically, the requirements for the minimum value of the signal $Q$ at the receiver are about $17$ dB without error correction, and $12$ dB in case of error correction. The expression used for evaluating the $Q$ factor at the receiver of a transparent path (or sub-path) is given by (1).

\[
Q_{\text{val}} = a_0 + a_1 \text{OSNR}_{\text{val}} + a_2 N_{\text{SPAN}} + a_3 (P_{\text{R}} N_{\text{SPAN}})^b
\]

According to (1) the quality factor depends on both linear and non-linear effects. The $\text{OSNR}_{\text{val}}$ factor is the optical signal to noise ratio expressed in dB at the receiver. The terms $a_0 N_{\text{SPAN}}$ and $a_3 (P_{\text{R}} N_{\text{SPAN}})^b$ take into account the non-linear effects, considering all the amplifiers along a path (booster, pre- and line amplifiers). $N_{\text{SPAN}}$ is the number of spans forming the transparent path. A span is the segment of a link between two amplifiers. $P_{\text{R}}$ [dBm] is the power level at the signal transmission (typically $3$ dBm). The coefficients $a_0, a_1, a_2, a_3$, and $B$ depend on the type of used line systems and should be tuned by an on-field measurement campaign [9].

However, as it is argued in [10] and [11] the physical parameters stored at the source nodes' databases, and/or the $Q$ values computed by means of the corresponding $Q$ model, may be different from the corresponding real physical values. In general, the differences between the real $Q$ values and the computed $Q$ values are due to two reasons, namely, uncertainties derived from the inaccuracy of the $Q$ model (i.e., the $Q$ Personick’s model does not take into account physical impairments that depend on the traffic load); and also uncertainties due to the inaccuracy of the monitored physical parameters. In these conditions, the performance of the IA-RWA process might drop sharply when either assigning routes and wavelengths or when allocating regenerators, since the real $Q$ value differs from the $Q$ factor used by the IA-RWA algorithms.

IV. OVERVIEW OF IA-RWA ALGORITHMS WITH AND WITHOUT REGENERATOR ALLOCATION

In light of the above, our goal is to analyze the effects of using optimized regeneration allocation techniques when the physical information is not completely accurate. To this end, we evaluate an IA-RWA algorithm: MINCOD-Q [5]. For the sake of clarification, we assume that a regenerator placement algorithm was previously used to place the regenerators according to a static traffic matrix [9].

A. MINCOD-Q IA-RWA Algorithm

The so-called Minimum Coincidence and Distance according to the $Q$ factor (MINCOD-Q) [5] is based on the Minimum Coincidence and Distance routing algorithm [12]. MINCOD-Q uses a set of $K$ pre-computed routes, from a source node to a destination node, having the minimum distance and the minimum number of shared links. The $Q$ factor is computed according to the expression (1), and is used as the performance indicator to decide whether a lightpath or the set of transparent sub-paths satisfy a given $Q$-threshold constraint. For each sub-path, the selected wavelength channel is the first one available on each link forming
the sub-paths because we assume wavelength conversion capability at the 3R regenerators. This algorithm always allocates the available pre-planned placed regenerators along the path regardless of whether the regenerator is needed to fulfill the adequate optical signal quality requirements.

B. Optimization of Regenerator usage: MINCOD-Q-REG Algorithm

In [5], the MINCOD-Q routing decision is enhanced in order to avoid using regenerators on a node as long as it is not necessary. As a result, the new proposed MINCOD-Q-REG algorithm computes the path without using regenerators. In the first node of the path wherein the $Q$ factor level is below the $Q$ threshold, the algorithm stops. Then, the algorithm looks for a regenerator in the previous node. If a free regenerator is found in that node, and the $Q$ factor level on that node is above the threshold, then an available regenerator is allocated. Otherwise, if no free regenerators can be allocated in the previous node, the algorithm seeks for a regenerator in the next previous node, and so on. This enhanced algorithm is named MINCOD-Q-REG algorithm. Results in [5] show the significant improvement of this optimization in terms of the resource consumption. With approximately only 10% of the installed regenerators, MINCOD-Q-REG behaves similar than MINCOD-Q in terms of blocking probability. However, the MINCOD-Q-REG algorithm was proposed to optimize the regenerator usage by blocking probability. However, the real $Q$ values will be quantified in a single error value that is unknown by the IA-RWA algorithm. We then associate an error value to each one of the candidate transparent lightpaths between nodes with 3R regenerators.

In our study the discrepancies between both the computed and the real $Q$ values will be quantified in a single error value that is unknown by the IA-RWA algorithm. We then associate an error value to each one of the candidate transparent lightpaths between nodes with 3R regenerators.

\[ Q_{\text{real}}(\text{lightpath}) = Q(Q \text{Personick's}) – \text{error (lightpath)} \]

where $Q_{\text{real}}$ is the real $Q$ value, $Q(Q \text{Personick's})$ is the $Q$ value obtained using the $Q$ Personick's methodology and error is the lightpath error:

This error value is a fixed amount of dBs ranged in the different set of simulations between 0 and 2 dBs; in this study we only consider the case of underestimation of the $Q$ value. Obviously, we assume that this error value is unknown to the IA-RWA algorithm and, as a result, the algorithm may make a wrong routing and wavelength assignment and/or a wrong regenerator allocation decision.

Figure 1 shows the percentage of blocked connections of both MINCOD-Q and MINCOD-Q-REG versus the degree of inaccuracy, i.e., error in (2) for two different traffic loads. Note that an inaccuracy degree of 0 dBs corresponds to have accurate $Q$ information. We observe that for 0 dBs (i.e., accurate information), MINCOD-Q-REG outperforms the MINCOD-Q performance for all traffic loads. With inaccurate information MINCOD-Q-REG only outperforms MINCOD-Q for 0.5 Erlangs with an inaccuracy of 0.25 dBs. The MINCOD-Q-REG algorithm (which makes optimization of the regenerator usage) is more affected when increasing the degree of inaccuracy compared with MINCOD-Q. This is rooted on the fact that the MINCOD-Q-REG allocates regenerators only when the $Q$ factor value in an intermediate node along the path falls below a threshold. Therefore, when establishing a new lightpath, MINCOD-Q-REG can decide not to allocate a new regenerator in an intermediate node because the computed $Q$ is above the required $Q$ threshold. However, the real $Q$ value may be below that $Q$ threshold.

A. Results for inaccurate $Q$ information

In the following set of simulations, we add a degree of inaccuracy to the $Q$ factor computed by means of the $Q$ Personick’s methodology. We analyze the impact of inaccurate physical information [10] in terms of the blocking probability when the two proposed regenerator schemes are used.

Utilized in all the following simulations is set to 17 dB.

![Figure 1. Percentage of blocked connections versus degree of inaccuracy](image)
In this situation, the lightpath will be selected without allocating a regenerator in the mentioned node. In consequence, the lightpath will be blocked in a subsequent intermediate node since the received optical signal does not have sufficient quality.

From Figure 1 we conclude that the regenerator allocation optimization is only fruitful in the MINCOD-Q algorithm in terms of blocking probability when the degree of inaccuracy (error) is at most 0.5 dBs. This conclusion should not be extrapolated to different IA-RWA algorithms, but it is expected to have the same problem with other IA-RWA algorithms.

In order to further evaluate the performance of these algorithms, we have carried out a different set of simulations reducing the number of installed regenerators in the network from 129 to 14. Figure 2 shows the percentage of the connection blocking (a) and the average number of regenerators per time unit (b), versus the traffic load for both MINCOD-Q and MINCOD-Q-REG strategies considering 129 and 14 regenerators installed through the network and an inaccuracy degree set to 0.25 dBs. In Figure 2 a) we observe: MINCOD-Q-REG scheme is highly affected by the inaccuracy information whereas it is less affected by the reduction of installed regenerators. On the other hand in terms of regenerator consumption (see Figure 2 b), the MINCOD-Q-REG outperforms the results obtained by the MINCOD-Q, needing approximately only a 10% of the regenerators that MINCOD-Q requires. In light of the numerical results, when the degree of inaccuracy is below 0.5 dBs, we can achieve by means of regenerator allocation techniques a significant reduction in the needed regenerators. Whereas when the degree of inaccuracy is higher, regenerator allocation optimizations are not useful due to their high cost in terms of blocking probability.

VI. CONCLUSIONS

In this paper, we show the high impact on the network performance of optimized regenerator allocation techniques when the physical-layer information is not completely accurate. We have evaluated the MINCOD-Q IA-RWA algorithm without regenerator usage optimization as well as combined with an optimized regenerator allocation scheme in the presence of different degrees of inaccuracy.

From the results obtained, we conclude that optimizing the regenerator usage in MINCOD-Q is suitable in terms of resource consumption with either accurate information, or with a degree of inaccuracy lower than 0.5 dBs. However, when the degree of inaccuracy is higher, it is not advisable to use the optimized regenerator technique, because the blocking probability increases significantly. It is preferable to use a simpler IA-RWA algorithm, not optimized, using all the regenerators available in the path.
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