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Abstract

In this paper, we present a novel two-step strategy for static output-feedback controller design. In the first step, an optimal state-feedback controller is obtained by means of a linear matrix inequality (LMI) formulation. In the second step, a transformation of the LMI variables is used to derive a suitable LMI formulation for the static output-feedback controller. This design strategy can be applied to a wide range of practical problems, including vibration control of large structures, control of offshore wind turbines, control of automotive suspensions, vehicle driving assistance and disturbance rejection. Moreover, it allows designing decentralized and semi-decentralized static output-feedback controllers by setting a suitable zero-nonzero structure on the LMI variables. To illustrate the application of the proposed methodology, two centralized static velocity-feedback $H_\infty$ controllers and two fully decentralized static velocity-feedback $H_\infty$ controllers are designed for the seismic protection of a five-story building.
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1 Introduction

Nowadays, a wide variety of sophisticated state-feedback controller designs can be formulated as linear matrix inequality (LMI) optimization problems [Boyd et al. (1994); Huang and Mao (2009); Amato et al. (2010); Oishi and Fujioka (2010); Wang et al. (2010); Dhawan and Kar (2011); Du et al. (2011); Liu et al. (2011); Chen and Wang (2012)], which can be efficiently solved using standard computational tools as those provided by the MATLAB Robust Control Toolbox [Balas et al. (2011)]. Moreover, LMI-based control design strategies allow including complex information constraints by setting a suitable zero-nonzero structure on the LMI optimization variables [Wang et al. (2009)]. This feature can be particularly relevant in control problems with a large number of sensors and actuation devices. In this case, decentralized and semi-decentralized strategies help to improve the performance and robustness of the control system by reducing the amount of information exchange and the computational burden in real-time operation [Sišjak (1991); Lunze (1992); Chen and Stanković (2005); Rossell et al. (2010); Zečević and Sišjak (2010); Palacios-Quiñonero et al. (2010, 2011, 2012a); Karimi et al. (2013)].

It must be highlighted, however, that having access to the full state information is a quite uncommon situation in practice and, usually, the information avail-
able for feedback purposes consists of a reduced set of observed output variables that can be expressed as linear combinations of the states. In this context, static output-feedback controllers constitute a very interesting option [Syrmos et al. (1997); Crusius and Trofino (1999); Prempain and Postlethwaite (2001); Žecević and Siljak (2004); Bara and Boutayeb (2005); Feng et al. (2011)]. In its simplest formulation, a static output-feedback controller can be written in the following form:

\[ u(t) = Ky(t), \]  

where \( K \) is a constant matrix that allows obtaining the vector of control actions \( u(t) \) from the vector of observed outputs \( y(t) \) by means of a simple matrix product. The practical advantages provided by this kind of controllers, however, are balanced by the challenging theoretical and computational problems associated with static output-feedback controller design [Moerder and Calise (1985); Cao et al. (1998); Toscano (2006); Gadewadikar et al. (2007); Feng et al. (2011)].

Recently, a two-step computational strategy for static output-feedback controller design was presented in Palacios-Quiñonero et al. (2014b). In the first step, an optimal state-feedback controller is computed by solving an LMI optimization problem \( P_s \). Next, the static output-feedback controller is obtained by solving a second LMI optimization problem \( P_o \), which is derived from \( P_s \) by means of a suitable transformation of the LMI variables [Rubió-Massegú et al. (2013b)]. This approach is conceptually simple and computationally effective, it allows taking advantage of the wide literature on LMI-based state-feedback controller design strategies and, moreover, makes it possible to synthesize static output-feedback controllers with information constraints by setting a proper zero-nonzero structure on the variables of \( P_o \).

The definition of the variables transformation used to derive the output-feedback LMI optimization problem \( P_o \) involves a constant matrix \( L \) that plays an important role in the applicability and effectiveness of the computational strategy. Preliminary works with the simplified choice \( L = 0 \) have produced interesting results in the fields of vibration control of large structures [Rubió-Massegú et al. (2012); Palacios-Quiñonero et al. (2012b,c, 2013, 2014e)], control of offshore wind turbines [Bakka and Karimi (2013); Bakka et al. (2014)], control of active vehicle suspensions [Rubió-Massegú et al. (2013a); Palacios-Quiñonero et al. (2014a)], vehicle driving assistance [Oufroukh and Mammar (2014)] and disturbance rejection [Ballesteros et al. (2013)]. More advanced choices of the \( L \) matrix, motivated by the theoretical results in Palacios-Quiñonero et al. (2014b), have been recently applied to the fields of vibration control of large structures [Palacios-Quiñonero et al. (2014c)] and control of vehicle suspensions [Rubió-Massegú et al. (2014)] with positive results.

This paper makes a twofold contribution: Firstly, we provide a complete, well structured and practical presentation of the main elements involved in the two-step design strategy for output-feedback controller design. Secondly, we introduce an advanced \( L \)-matrix choice that allows computing fully decentralized velocity-feedback \( H_\infty \) controllers for vibration control of large structures. To enhance the practical aspects, the theoretical exposition is complemented with the design of four static velocity-feedback \( H_\infty \) controllers for the seismic protection of a five-story building. These controllers include centralized and fully decentralized designs and illustrate in detail the usage of null and advanced \( L \)-matrices.

For clarity and simplicity, the discussion has been restricted to the continuous-time \( H_\infty \) approach. However, it has to be highlighted that the proposed design methodology can also be applied to other control strategies that admit an LMI formulation. For example, discrete-time \( H_\infty \) applications can be found in Palacios-Quiñonero et al. (2012b, 2014a); Ballesteros et al. (2013), and continuous-time energy-to-peak applications have been presented in Palacios-Quiñonero et al. (2014c,e).

The paper is organized as follows: Sect. 2 provides a detailed description of the state-feedback LMI optimization problem \( P_s \) and the derivation of the output-feedback LMI optimization problem \( P_o \). In Sect. 3, the two-step procedure for output-feedback controller design is presented, and some relevant aspects associated with the usage of null and advanced \( L \)-matrices are discussed. In Sect. 4, a mathematical model of a five-story building subject to seismic disturbances and equipped with a full set of interstory actuation devices is introduced. For the seismic protection of this building, three different controllers are designed in Sect. 5: an optimal state-feedback \( H_\infty \) controller and two centralized velocity-feedback \( H_\infty \) controllers, which are computed using a null \( L \)-matrix and the advanced \( L \)-matrix choice proposed in Palacios-Quiñonero et al. (2014b). In Sect. 6, information constraints are discussed and two fully decentralized velocity-feedback \( H_\infty \) controllers are designed, using a null \( L \)-matrix and a new \( L \)-matrix choice specially devised for the \( H_\infty \) approach. To demonstrate the effectiveness of the proposed static velocity-feedback controllers, numerical simulations of the five-story building vibrational response are conducted in Sect. 7, using the full scale North–South El Centro 1940 and North–South Kobe 1995 seismic records as ground acceleration inputs. Finally, in Sect. 8, some conclusions and future research lines are briefly presented.
2 Theoretical background

In this section, we introduce some fundamental concepts, results and notations that will be used throughout the paper. First, the main elements of static-feedback $H_\infty$ controller design are summarized. Next, the general results presented in Rubió-Massegú et al. (2013b) are applied to the particular case of static output-feedback $H_\infty$ controller design.

2.1 State-feedback $H_\infty$ controller

Let us consider the system

\[ S : \begin{cases} \dot{x}(t) = A x(t) + B_u u(t) + B_w w(t), \\ z(t) = C_z x(t) + D_z w(t), \end{cases} \tag{2} \]

where $x(t) \in \mathbb{R}^n$ is the state, $u(t) \in \mathbb{R}^m$ is the control input, $w(t) \in \mathbb{R}^d$ is the disturbance input, $z(t) \in \mathbb{R}^d$ is the controlled output and $A$, $B_u$, $B_w$, $C_z$ and $D_z$ are constant matrices with appropriate dimensions. For a given static state-feedback controller

\[ u(t) = G x(t), \tag{3} \]

with state gain matrix $G \in \mathbb{R}^{m \times n}$, we obtain the following closed-loop system:

\[ S_c : \begin{cases} \dot{z}_c(t) = A_G z_c(t) + B_w w(t), \\ z_c(t) = C_G z_c(t), \end{cases} \tag{4} \]

where the matrices $A_G$ and $C_G$ have the form

\[ A_G = A + B_u G, \quad C_G = C_z + D_z G. \tag{5} \]

The $H_\infty$-norm of the state-feedback controller defined by the control gain matrix $G$ is the largest energy gain from the disturbance input to the controlled output

\[ \gamma_G = \sup_{\|w\| \neq 0} \frac{\|z_c\|}{\|w\|}, \tag{6} \]

where $\| \cdot \|$ is the usual continuous 2-norm

\[ \|f\|_2 = \left[ \int_0^\infty \{f(t)\}^T f(t) \, dt \right]^{1/2}. \tag{7} \]

The value $\gamma_G$ can be computed using the closed-loop transfer function from the disturbance input $w(t)$ to the controlled output $z_c(t)$

\[ T_G(s) = C_G (s I - A_G)^{-1} B_w. \tag{8} \]

More precisely, the value $\gamma_G$ can be expressed as the $H_\infty$-norm of $T_G$

\[ \gamma_G = \|T_G\|_\infty = \sup_f \sigma_{\max} \{T_G(2\pi f j)\}, \tag{9} \]

where $j = \sqrt{-1}$, $f$ is the frequency in Hz and $\sigma_{\max}[ \cdot ]$ denotes the maximum singular value.

In the $H_\infty$ approach, the objective consists of obtaining a control gain matrix $\hat{G}$ that produces an asymptotically stable closed-loop matrix $\hat{A}_G$ and, simultaneously, attains an optimally small $H_\infty$-norm $\gamma_{\hat{G}}$. An effective method to compute the optimal gain matrix $\hat{G}$ is based on the Bounded Real Lemma (Boyd et al. (1994)) which, for a prescribed $\gamma > 0$, states the equivalence of the following conditions:

1. $\|T_G\|_\infty < \gamma$, and $A_G$ is asymptotically stable.

2. There exists a symmetric positive-definite matrix $X \in \mathbb{R}^{n \times n}$ such that the matrix inequality

\[ \begin{bmatrix} A_G X + X A_G^T + \gamma^{-2} B_w B_w^T & * \\ * & -I \end{bmatrix} < 0 \]

holds, where $*$ denotes the transpose of the element in the symmetric position and the matrix inequality indicates that the corresponding matrix is negative definite.

From eqs. (5) and (10), we obtain the nonlinear matrix inequality

\[ \begin{bmatrix} A X + X A^T + B_u G X + X G^T B_u^T + \gamma^{-2} B_w B_w^T & * \\ * & -I \end{bmatrix} < 0 \]

which, by introducing the new variables

\[ Y = G X, \quad \eta = \gamma^{-2}, \]

can be converted into the following LMI:

\[ \begin{bmatrix} A X + X A^T + B_u Y + Y^T B_u^T + \eta B_w B_w^T & * \\ * & -I \end{bmatrix} < 0. \]

The optimal state-feedback $H_\infty$ controller can now be computed by solving the following LMI optimization problem:

\[ \mathcal{P}_s : \begin{cases} \text{maximize} \quad \eta \\ \text{subject to} \quad X > 0, \eta > 0, \\ \text{and the LMI in eq. (13)}, \end{cases} \]

where the matrices $X$ and $Y$ are the optimization variables. If this optimization problem attains an optimal value $\tilde{\eta}$, for the pair of matrices $(\tilde{X}_s, \tilde{Y}_s)$, then the gain matrix

\[ \tilde{G}_s = \tilde{Y}_s \tilde{X}_s^{-1} \]

defines a state-feedback controller

\[ u(t) = \tilde{G}_s x(t). \]
with an asymptotically stable closed-loop matrix $A_{\hat{G}_s}$, and an optimal $H_\infty$-norm
\[ \gamma_{\hat{G}_s} = (\hat{\eta}_s)^{-1/2}. \]  

**Remark 1** For a given state gain matrix $\hat{G}_s$, the $\gamma$-value corresponding to the state-feedback controller
\[ u(t) = \hat{G}_s x(t) \]  
can be computed by considering the closed-loop matrices
\[ A_{\hat{G}} = A + B_u \hat{G}, \quad C_{\hat{G}} = C_z + D_z \hat{G}, \]  
and the LMI
\[ \begin{bmatrix}
  A_{\hat{G}} X + X (A_{\hat{G}})^T + \eta B_w B_w^T & * \\
  C_{\hat{G}}^T X & -I
\end{bmatrix} < 0. \]  
If the auxiliary optimization problem
\[ \mathcal{P}_a : \begin{cases} 
  \text{maximize} \quad \eta \\
  \text{subject to} \quad X > 0, \eta > 0, \\
  \text{and the LMI in eq. (20)}
\end{cases} \]  
attains an optimal value $\hat{\eta}_a$, then $A_{\hat{G}}$ is asymptotically stable and the $H_\infty$-norm of the controller in eq. (18) has the value
\[ \gamma_{\hat{G}_s} = (\hat{\eta}_a)^{-1/2}. \]  
Note that the matrices $A_{\hat{G}}$ and $C_{\hat{G}}$ have fixed values in the problem $\mathcal{P}_a$ and, consequently, the matrix inequality in eq. (20) is linear. Moreover, if the LMI optimization problem $\mathcal{P}_a$ admits an optimal solution $\hat{G}_s$, then we have the inequality
\[ \gamma_{\hat{G}_s} \leq \gamma_{\hat{G}_s}. \]

### 2.2 Static output-feedback $H_\infty$ controllers

Let us consider the vector of observed outputs $y(t) \in \mathbb{R}^p$ that can be written in the form
\[ y(t) = C_y x(t), \]  
where $C_y \in \mathbb{R}^{p \times n}$ is a matrix with row-rank $p < n$. In this case, we are interested in obtaining a static output-feedback controller of the form
\[ u(t) = Ky(t), \]  
which uses a constant gain matrix $K \in \mathbb{R}^{m \times p}$ to compute the control actions $u(t)$ from the observed output information $y(t)$. By substituting eq. (24) into eq. (25), we obtain the associated state-feedback controller
\[ u(t) = G_K x(t), \]  
with state gain matrix
\[ G_K = KC_y. \]  
The $H_\infty$-norm of the static output-feedback controller in eq. (25) can be defined using the associated state gain matrix $G_K$ as follows:
\[ \gamma_K = \gamma_{G_K} = \| T_{G_K} \|_\infty, \]  
and the problem of designing an optimal static output-feedback $H_\infty$ controller can be seen as a constrained state-feedback control problem, where the state gain matrix $G$ must admit the factorization $G = KC_y$. More precisely, a static output-feedback $H_\infty$ controller of the form given in eq. (25) can be computed by solving the following optimization problem:
\[ \mathcal{P}_s : \begin{cases} 
  \text{maximize} \quad \eta \\
  \text{subject to} \quad X > 0, \eta > 0, (X,Y) \in \mathcal{M}, \\
  \text{and the LMI in eq. (13)},
\end{cases} \]  
where $\mathcal{M}$ is a set that contains all the pairs of matrices $(X,Y)$ for which there exists a matrix $K \in \mathbb{R}^{m \times p}$ such that
\[ YX^{-1} = KC_y. \]  
An effective computational strategy to deal with the non-convex optimization problem $\mathcal{P}_s$ has been formulated in Rubió-Massegú et al. (2013b). This strategy introduces the following transformations of the LMI variables:
\[ X = QX_Q Q^T + RX_n R^T, \quad Y = Y_n R^T, \]  
where $Q \in \mathbb{R}^{n \times (n - p)}$ is a matrix whose columns are a basis of $\text{Ker}(C_y)$, and $R \in \mathbb{R}^{n \times p}$ has the following form:
\[ R = C_y^T + QL, \]  
where
\[ C_y^T = C_y^T (C_y C_y^T)^{-1} \]
is the Moore-Penrose pseudoinverse of \( C_y \), and \( L \in \mathbb{R}^{(n-p) \times p} \) is a constant matrix. The transformations in eq. (31) introduce, as new LMI variables, two symmetric matrices \( X_q \in \mathbb{R}^{(n-p) \times (n-p)} \) and \( X_n \in \mathbb{R}^{p \times p} \), and a general matrix \( Y_n \in \mathbb{R}^{m \times p} \).

By substituting the variable transformations given in eq. (31) into the LMI in eq. (13), we obtain the LMI presented in Fig. 1, and, according to the results obtained in Rubió-Massegú et al. (2013b), a static output-feedback controller can be computed by solving the following LMI optimization problem:

\[
\mathcal{P}_o: \begin{cases} 
\text{maximize } \eta \\
\text{subject to } X_q > 0, \ X_n > 0, \ \eta > 0, \\
\text{and the LMI in Fig. 1.}
\end{cases}
\] (34)

If the LMI optimization problem \( \mathcal{P}_o \) can be properly solved, producing an optimal value \( \tilde{\eta}_o \) for the triplet \((\tilde{X}_q, \tilde{X}_n, \tilde{Y}_n)\), then the output gain matrix

\[
\tilde{K} = \tilde{Y}_n (\tilde{X}_n)^{-1}
\] (35)

defines a static output-feedback controller

\[
u(t) = \tilde{K} y(t)
\] (36)

with asymptotically stable closed-loop matrix

\[
A_{\tilde{K}} = A + B_u \tilde{K} C_y
\] (37)

and an associated \( H_\infty \)-norm \( \gamma_{\tilde{K}} \) that satisfies

\[
\gamma_{\tilde{K}} \leq \tilde{\gamma}_o = (\tilde{\eta}_o)^{-1/2}.
\] (38)

**Remark 2** As indicated in eq. (38), the LMI optimization problem \( \mathcal{P}_o \) only provides an upper bound of the \( \gamma \)-value corresponding to the static output-feedback controller given in eq. (36). According to the discussion in Remark 1, the actual value of \( \gamma_{\tilde{K}} \) can be computed by considering the associated state-feedback gain matrix

\[
G_{\tilde{K}} = \tilde{K} C_y
\] (39)

and solving the LMI optimization problem \( \mathcal{P}_s \) in eq. (21) with \( \tilde{G} = G_{\tilde{K}} \). If this auxiliary LMI optimization problem attains the optimal value \( \tilde{\eta}_s \), then the \( H_\infty \)-norm of the output-feedback controller in eq. (36) satisfies

\[
\gamma_{\tilde{K}} = (\tilde{\eta}_s)^{-1/2}.
\] (40)

Moreover, looking at eqs. (23) and (38), we also have the inequality

\[
\gamma_{\tilde{G}_s} \leq \gamma_{\tilde{K}} \leq \tilde{\gamma}_o.
\] (41)

### 3 Design strategies

The LMI variable transformations defined in eqs. (31) – (33) contain a constant matrix \( L \), which can provide an important design flexibility and, at the same time, can exert a critical influence in the applicability of the design strategy. In this section, we take advantage of this property to define a versatile and effective two-step design procedure for static output-feedback \( H_\infty \) controllers. First, the two-step design procedure is presented. Next, some feasibility issues associated with the case \( L = 0 \) are discussed and a numerical line of solution is proposed. Finally, some recent theoretical results obtained in Palacios-Quiñonero et al. (2014b) are applied to introduce a more advanced choice of the \( L \)-matrix.

#### 3.1 General two-step design procedure

Considering the discussion presented in Sect. 2, the output-feedback \( H_\infty \) controller design procedure can be summarized as follows:

**Step 1. State-feedback \( H_\infty \) controller design**

(S1.1) Solve the optimization problem \( \mathcal{P}_s \) in eq. (14) to compute the optimal state gain matrix \( \tilde{G}_s \) and the optimal cost \( \gamma_{\tilde{G}_s} \).

(S1.2) Check that the design requirements are satisfied by the state-feedback controller \( u(t) = \tilde{G}_s x(t) \).

**Step 2. Output-feedback \( H_\infty \) controller design**

(S2.1) Choose a suitable \( L \)-matrix to define the \( R \)-matrix in eq. (32) and formulate the LMI optimization problem \( \mathcal{P}_o \) in eq. (34).

(S2.2) Solve the optimization problem \( \mathcal{P}_o \) to compute the output gain matrix \( \tilde{K} \) and the upper bound \( \tilde{\gamma}_o \).

(S2.3) Compare the optimal cost \( \gamma_{\tilde{G}_s} \) and the suboptimal output-feedback cost \( \gamma_{\tilde{K}} \).

(S2.4) Assess the performance of the output-feedback controller \( u(t) = \tilde{K} y(t) \), taking as a reference the optimal state-feedback controller obtained in Step 1.

**Remark 3** In Step 1, we assume that a satisfactory state-feedback controller can be designed for the problem under consideration. We also assume that this state-feedback controller can be computed by solving an LMI optimization problem. These two conditions are positively satisfied in a large number of practical
control problems, for which effective LMI-based state-feedback controller design strategies can be found in the literature.

**Remark 4** Step 1 can be considered as an exploratory step. The state-feedback controller has a complete access to the state information. If no suitable controller can be found under full-information conditions, then the possibility of obtaining a satisfactory static output-feedback controller should be seriously reconsidered.

**Remark 5** The underlying idea in the proposed design procedure consists of obtaining a static output-feedback controller that satisfies \( \gamma_{\bar{R}} \approx \gamma_{\bar{G}} \). It has been observed in practice that, frequently, the performance of these almost optimal output-feedback controllers is very similar to the performance of the optimal state-feedback controller. Accordingly, the optimal cost \( \gamma_{\bar{G}} \) and the output-feedback cost \( \gamma_{\bar{R}} \) are compared in step (S2.3) to assess the degree of optimality attained by the output-feedback controller. To this end, an approximate comparison can be made using the upper bound \( \bar{\gamma}_{o} \) in eq. (38) and the inequality in eq. (41). When a more precise comparison is necessary, the actual value of \( \gamma_{\bar{R}} \) can be computed by solving the auxiliary LMI optimization problem \( \bar{P}_{a} \) discussed in Remark 2. It should be highlighted that the optimal state-feedback controller and the static output-feedback controller are both designed using the same controlled output \( \tilde{z}(t) = C_{z}x(t) + D_{z}u(t) \) and, consequently, the \( \gamma \)-value comparison is meaningful.

### 3.2 Design strategy with \( L = 0 \)

From an algebraic point of view, the choice \( L = 0 \) is a natural option that produces the simplified R-matrix

\[
R = C^{\dagger}_{y}
\]

in the design step (S2.1). In this case, no information from the optimal state-feedback controller is used to compute the static output-feedback controller. This approach has been applied in Rubió-Massegú et al. (2013a) to design an output-feedback \( H_{\infty} \) controller for vehicle suspensions with positive results. The choice \( L = 0 \) has also been successfully used to compute static velocity-feedback controllers for seismic protection of large structures in Rubió-Massegú et al. (2012); Palacios-Quíñonero et al. (2012b,c, 2014e). In these applications to structural vibration control, however, the output-feedback LMI optimization problem \( P_{o} \) is initially reported to be unfeasible by the MATLAB LMI solver and the design step (S2.2) cannot be completed.

To overcome the encountered feasibility issues, we introduce a slightly perturbed state matrix

\[
\hat{A} = A - \epsilon I_{n},
\]

where \( \epsilon \) is a small positive number, and consider the following LMI optimization problem:

\[
\hat{P}_{o} : \begin{cases}
\text{maximize } \eta \\
\text{subject to } \eta_{B} > 0, \eta_{Y} > 0, \eta > 0, \text{ and the LMI in Fig. 2.}
\end{cases}
\]

In all the aforementioned applications to structural vibration control, the MATLAB LMI solver fails to solve the corresponding LMI optimization problem \( \bar{P}_{o} \), but, quite surprisingly, it has no difficulties to deal with the perturbed LMI problem \( \hat{P}_{o} \). Taking advantage of this computational trick, we can solve the LMI problem \( \hat{P}_{o} \) to obtain an optimal triplet \((\hat{X}_{o}, \hat{X}_{n}, \hat{Y}_{o})\) with an associated cost \( \hat{\eta}_{o} \). We can also obtain the output gain matrix

\[
\hat{K} = \hat{Y}_{n}^{-1}(\hat{X}_{n})
\]

and define the static output-feedback controller

\[
u(t) = \hat{K} y(t),
\]

with associated state-feedback matrix

\[
G_{\hat{R}} = \hat{K} C_{y}.
\]

**Remark 6** It should be noted that the value

\[
\tilde{\gamma}_{o} = (\hat{\eta}_{o})^{-1/2}
\]

is not an upper bound of \( \gamma_{\bar{R}} \) and can only be considered as an estimate. Additionally, the feasibility of the perturbed LMI problem \( \hat{P}_{o} \), neither implies the asymptotic stability of the closed-loop state matrix

\[
A_{\hat{R}} = A + B_{u}\hat{K} C_{y}.
\]

To give a proper response to these issues, we can follow the ideas presented in Remark 1 and consider the LMI
optimization problem $\mathcal{P}_a$ in eq. (21) with $\hat{G} = G_R$. If
this auxiliary LMI problem can be solved and attains the optimal value $\hat{\eta}_a$, then the closed-loop matrix $A_{\hat{K}}$ is
asymptotically stable and the actual $H_\infty$-norm of the static output-feedback controller defined by the output
gain matrix $\hat{K}$ can be computed as
\[
\gamma_{\hat{K}} = (\hat{\eta}_a)^{-1/2}. \tag{50}
\]

**Remark 7** The feasibility issues mentioned in this section constitute a strange and poorly understood phenomenon. From a practical perspective, extensive numerical simulations show that using a perturbed state matrix of the form given in eq. (43) is an effective strategy to overcome the problem. This line of solution with $\epsilon = 0.01$ is used in Sect. 5.2 and Sect. 6.1 with positive results.

### 3.3 Advanced choice of the $L$-matrix

The choice $L = 0$ has the obvious advantage of simplicity. However, this option also has the important drawback of ignoring the particular characteristics of the problem under consideration. In order to obtain more advantageous choices of the matrix $L$, the properties of the LMI variable transformations in eqs. (31)–(33) have been investigated in detail. Next, we summarize some results presented in Palacios-Quiñonero et al. (2014b), which lead to a more advanced choice of the matrix $L$.

For a given matrix $L \in \mathbb{R}^{(n-p) \times p}$, let us consider the variety of matrices
\[
\mathcal{V}_L = \{X = QX_oQ^T + RX_nR^T | X_o \in \mathbb{S}^{n-p}, X_n \in \mathbb{S}_p\},
\]
where $\mathbb{S}_k = \{X \in \mathbb{S}^{k \times k} | X > 0\}$ denotes the set of all $k \times k$ symmetric positive-definite matrices. The following assertions hold (for details, see Theorem 1 and Theorem 2 in Palacios-Quiñonero et al. (2014b)):

1. The family $\mathcal{V}_L = \{V_L | L \in \mathbb{R}^{(n-p) \times p}\}$ defines a partition of $\mathbb{S}_n$.

2. For a given $X \in \mathbb{S}_n$, there exists a unique $L_X \in \mathbb{R}^{(n-p) \times p}$ such that $X \in \mathcal{V}_L$. This unique $L$-matrix can be explicitly written in the following form:
\[
L_X = Q^\dagger XC_{y}C_{y}^T(C_{y}XC_{y}^T)^{-1}, \tag{51}
\]
where $Q^\dagger = (Q^TQ)^{-1}Q^T$ denotes the Moore-Penrose pseudoinverse of $Q$.

After selecting a particular matrix $L$, the LMI optimization problem $\mathcal{P}_o$ in eq. (34) can be seen as a constrained version of the LMI optimization problem $\mathcal{P}_c$ in eq. (29) with the additional condition $X \in \mathcal{V}_L$. The expression in eq. (51) suggests a natural choice of the matrix $L$, which consists of selecting the $L$-matrix corresponding to the optimal $X$-matrix obtained in the state-feedback problem $\mathcal{P}_a$. More precisely, if an optimal solution to the problem $\mathcal{P}_a$ in the design step (S1.1) has been attained with the optimal LMI matrices $(\hat{X}_s, \hat{Y}_s)$, then we choose the following $L$-matrix in step (S2.1):
\[
\tilde{L} = Q^\dagger \hat{X}_sC_{y}^T(C_{y}\hat{X}_sC_{y}^T)^{-1}, \tag{52}
\]
and solve the output-feedback LMI optimization problem $\mathcal{P}_o$ in step (S2.2) using the $R$-matrix
\[
\tilde{R} = C_{y}^\dagger + Q\tilde{L}. \tag{53}
\]

This advanced choice of the $L$-matrix has been used in Palacios-Quiñonero et al. (2014b) and Palacios-Quiñonero et al. (2014d) to design static velocity-feedback $H_\infty$ controllers for seismic protection of large structures. According to the results reported in these works, the new approach has a double advantage: (i) it can help to avoid the feasibility issues associated with the choice $L = 0$ and, simultaneously, (ii) it can also help to reduce the value $\gamma_{\hat{K}}$ producing, in some cases, static output-feedback controllers that are practically optimal.

### 4 Five-story building mathematical model

In this section, we provide a state-space model for the lateral motion of a five-story building, which will be used in the controller designs presented in Sect. 5 and Sect. 6 and the numerical simulations conducted in Sect. 7. The building motion can be described by the second-order differential equation
\[
M\ddot{q}(t) + C_d\dot{q}(t) + K_sq(t) = T_u u(t) + T_w w(t), \tag{54}
\]
where
\[
qu(t) = [q_1(t), q_2(t), q_3(t), q_4(t), q_5(t)]^T \tag{55}
\]
is the vector of displacements relative to the ground and $q_i(t)$, for $i = 1 \ldots 5$, represents the lateral displacement of the $i$th story $s_i$ with respect to the ground level $s_0$. The vector of control actions is
\[
u(t) = [u_1(t), u_2(t), u_3(t), u_4(t), u_5(t)]^T. \tag{56}
\]
The control action $u_i(t)$ is applied by the actuation device $a_i$, which produces a pair of opposite structural forces as indicated in Fig. 3. The seismic ground acceleration is denoted by $w(t)$. $M$, $C_d$, and $K_s$ are the mass, damping and stiffness matrices, respectively. $T_u$
Stiffness matrices have been used: following particular values of the mass, damping and numerical simulations conducted in this paper, the location matrix. In the different controllers designs is the control location matrix and \( T_w \) is the excitation location matrix have the following form:

\[
T_u = \begin{bmatrix}
1 & -1 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
\end{bmatrix},
T_w = -M \begin{bmatrix}
1 \\
1 \\
1 \\
1 \\
1 \\
\end{bmatrix}.
\]

By considering the vector of interstory drifts

\[
r(t) = [q_1, q_2 - q_1, q_3 - q_2, q_1 - q_3, q_5 - q_4]^T,
\]

and the state vector

\[
x(t) = \begin{bmatrix}
r(t) \\
\dot{r}(t)
\end{bmatrix},
\]

we can derive a first-order state-space model

\[
\dot{x}(t) = Ax(t) + Bu(t) + B_ww(t),
\]

with

\[
A = PArP^{-1}, \quad Bu = Pb(Bu)_r, \quad B_w = Pb(Bw)_r,
\]

\[
A_r = \begin{bmatrix}
0 & I_n \\
-M^{-1}K_s & -M^{-1}C_d
\end{bmatrix},
(Bu)_r = \begin{bmatrix}
0_{5 \times 5} \\
M^{-1}T_w
\end{bmatrix}, \quad (Bw)_r = \begin{bmatrix}
0_{5 \times 1} \\
-1_{5 \times 1}
\end{bmatrix},
\]

where \([0]_{n \times m}\) represents a zero-matrix of the indicated dimensions, \(I_n\) is the identity matrix of order \(n\), \([1]_{n \times 1}\) denotes a vector of dimension \(n\) with all its entries equal to 1, and \(P\) is the change of basis matrix corresponding to the state transformation

\[
\begin{bmatrix}
r(t) \\
\dot{r}(t)
\end{bmatrix} = P \begin{bmatrix}
q(t) \\
\dot{q}(t)
\end{bmatrix}.
\]

For the particular building matrices \(M, C_d, K_s, T_u\) and \(T_w\) given in eqs. (57) - (60), the values of the corresponding system matrices \(A, Bu\) and \(B_w\) are displayed in Fig. 4.

Figure 3: Five-story building mechanical model: actuation scheme and external disturbance
As indicated in step (S1.1), we solve the LMI optimization problem \( P_s \) in eq. (14) with the matrices \( A, B_u, B_w, C_z, D_z \) given in Fig. 4 and eq. (70), obtaining an optimal state-feedback \( H_\infty \) controller
\[
u(t) = \tilde{G}_s x(t) \quad (71)
\]
with an associated \( \gamma \)-value
\[
\gamma_{\tilde{G}_s} = 0.7466. \quad (72)
\]
The state gain matrix \( \tilde{G}_s \) and the corresponding optimal matrix \( \tilde{X}_s \) are displayed in Fig. 5.

To demonstrate the good behavior of the state-feedback controller defined by the gain matrix \( \tilde{G}_s \), the maximum singular values of the closed-loop pulse transfer function
\[
T_{\tilde{G}_s}(2\pi fj) = C_{\tilde{G}_s} \left(2\pi fj I - A_{\tilde{G}_s}\right)^{-1} B_w \quad (73)
\]
and the open-loop pulse transfer function
\[
T(2\pi fj) = C_z (2\pi fj I - A)^{-1} B_w \quad (74)
\]
are presented in Fig. 6. The graphic of the open-loop transfer function (dash-dotted black line) shows the frequency response characteristics of the uncontrolled building. In particular, it can be clearly appreciated the building resonant frequencies, which are located at 1.0082, 2.8246, 4.4929, 5.7974, and 6.7735 Hz. The graphic of the closed-loop transfer function \( T_{\tilde{G}_s}(2\pi fj) \) (solid blue line) shows the ability of the state-feedback \( H_\infty \) controller to mitigate the building vibrational response at the resonant frequencies. This graphic has

\[
A = 10^3 \times \\
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0.0010 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.0010 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.0010 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.0010 & 0 & 0 & 0 & 0 \\
-0.6831 & 0.5251 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0010 \\
0.6831 & -1.0652 & 0.4732 & 0 & 0 & 0.0006 & 0 & 0 & 0 & 0 \\
0 & 0.5402 & -0.4515 & 0.4300 & 0 & 0 & 0.0004 & 0 & 0 & 0.0004 \\
0 & 0 & 0.4783 & -0.8645 & 0.4102 & 0 & 0 & 0.0004 & 0 & -0.0009 & 0.0003 \\
0 & 0 & 0 & 0.4346 & -0.7258 & 0 & 0 & 0 & 0.0004 & 0 & -0.0008 \\
\end{bmatrix},
\]

\[
B_u = 10^{-5} \times \\
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.4647 & -0.4647 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-0.4647 & 0.9427 & -0.4780 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -0.4780 & 0.9611 & -0.4831 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -0.4831 & 0.9714 & -0.4883 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -0.4883 & 0.8641 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}, \quad B_w = \\
\begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
-1 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\end{bmatrix}.
\]

Figure 4: System matrices of the first-order model with interstory drifts and interstory velocities as state variables

### 5 Centralized controllers

In this section, the design strategies discussed in Sect. 3 are applied to compute centralized velocity-feedback \( H_\infty \) controllers for the seismic protection of the five-story building presented in Sect. 4. The controller designs and numerical simulations are conducted with the system
\[
S : \begin{cases}
\dot{x}(t) = A x(t) + B_u u(t) + B_w w(t), \\
z(t) = C_z x(t) + D_z u(t),
\end{cases} \quad (69)
\]
defined by the system matrices \( A, B_u, B_w \) given in Fig. 4, and the controlled output matrices
\[
C_z = \begin{bmatrix} I_{10}^T \\ 0_{5 \times 10}^T \end{bmatrix}, \quad D_z = 10^{-6.3} \begin{bmatrix} 0_{10 \times 5} \\ I_5 \end{bmatrix}. \quad (70)
\]

All the computations have been carried out with MATLAB and a relative error of \( 10^{-6} \) has been set in the function \texttt{mincx()} to solve the different LMI optimization problems.

#### 5.1 Centralized state-feedback controller

According to the general design procedure presented in Sect. 3.1, we begin by obtaining a suitable state-feedback \( H_\infty \) controller, which uses the full state information to compute the control actions and plays a twofold role in the design procedure: (i) serving as a natural reference in the performance assessment of the output-velocity controllers and (ii) providing an appropriate \( X \)-matrix for the advanced choices of the \( L \)-matrix. As indicated in step (S1.1), we solve the LMI optimization problem \( P_s \) in eq. (14) with the matrices \( A, B_u, B_w, C_z, D_z \) given in Fig. 4 and eq. (70), obtaining an optimal state-feedback \( H_\infty \) controller
\[
u(t) = \tilde{G}_s x(t) \quad (71)
\]
with an associated \( \gamma \)-value
\[
\gamma_{\tilde{G}_s} = 0.7466. \quad (72)
\]

The state gain matrix \( \tilde{G}_s \) and the corresponding optimal matrix \( \tilde{X}_s \) are displayed in Fig. 5.

To demonstrate the good behavior of the state-feedback controller defined by the gain matrix \( \tilde{G}_s \), the maximum singular values of the closed-loop pulse transfer function
\[
T_{\tilde{G}_s}(2\pi fj) = C_{\tilde{G}_s} \left(2\pi fj I - A_{\tilde{G}_s}\right)^{-1} B_w \quad (73)
\]
and the open-loop pulse transfer function
\[
T(2\pi fj) = C_z (2\pi fj I - A)^{-1} B_w \quad (74)
\]
are presented in Fig. 6. The graphic of the open-loop transfer function (dash-dotted black line) shows the frequency response characteristics of the uncontrolled building. In particular, it can be clearly appreciated the building resonant frequencies, which are located at 1.0082, 2.8246, 4.4929, 5.7974, and 6.7735 Hz. The graphic of the closed-loop transfer function \( T_{\tilde{G}_s}(2\pi fj) \) (solid blue line) shows the ability of the state-feedback \( H_\infty \) controller to mitigate the building vibrational response at the resonant frequencies. This graphic has
with circles corresponds to the state-feedback. The drifts are displayed in Fig. 8(a), where the blue line (solid blue line) and the open-loop transfer function pulse transfer function $T(2\pi f j)$ (dash-dotted black line) also presents the state-feedback controller and the black line with rectangles presents the vibrational response of the uncontrolled building. The maximum absolute interstory drift peak-values with moderate levels of control effort. In what follows, we will assume that $\tilde{G}_s$ defines a suitable state-feedback controller for the five-story building introduced in Sect. 4.

Remark 8 It has been observed that solving the LMI optimization problem $\mathcal{P}_s$ in eq. (14) using different MATLAB versions can produce small differences in the matrix $\tilde{X}_s$ and substantial differences in some elements of the control gain matrix $G_s$. These differences have also been observed when using the same MATLAB version on different computers. However, in all the cases the same optimal value $\gamma_{\tilde{G}_s} = 0.7466$ has been obtained, and the corresponding graphics of singular values given in eq. (72).

To provide a more complete picture of the state-feedback controller performance, we have also conducted numerical simulations of the five-story building vibrational response, using the full scale North-South El Centro 1940 seismic record as ground acceleration input (see Fig. 7). The maximum absolute interstory drifts are displayed in Fig. 8(a), where the blue line with circles corresponds to the state-feedback $H_\infty$ controller and the black line with rectangles presents the vibrational response of the uncontrolled building. The maximum absolute control efforts corresponding to the state-feedback controller are displayed in Fig. 8(b). A quick look at the graphics clearly shows that the proposed state-feedback $H_\infty$ controller attains a good level of reduction in the interstory drift peak-values with moderate levels of control effort. In what follows, we will assume that $G_s$ defines a suitable state-feedback controller for the five-story building introduced in Sect. 4.

Remark 8 It has been observed that solving the LMI optimization problem $\mathcal{P}_s$ in eq. (14) using different MATLAB versions can produce small differences in the matrix $\tilde{X}_s$ and substantial differences in some elements of the control gain matrix $G_s$. These differences have also been observed when using the same MATLAB version on different computers. However, in all the cases the same optimal value $\gamma_{\tilde{G}_s} = 0.7466$ has been obtained, and the corresponding graphics of singular values given in eq. (72).
values, interstory drift peak-values and control effort peak-values are practically identical to those shown in Figs. 6, 8(a) and 8(b), respectively.

5.2 Centralized velocity-feedback controller with \( L = 0 \)

Now, we use the design methodology proposed in Sect. 3.2 to obtain a centralized static velocity-feedback \( H_\infty \) controller. To this end, we consider an output-feedback controller

\[
u(t) = K_y y(t), \quad (75)\]

where the observed-output is the vector of interstory velocities

\[
y(t) = [\dot{r}_1(t), \dot{r}_2(t), \dot{r}_3(t), \dot{r}_4(t), \dot{r}_5(t)]^T, \quad (76)\]

which can be written in the form

\[
y(t) = C_y x(t) \quad (77)\]

with

\[
C_y = \begin{bmatrix} [0]_{5 \times 5} & I_5 \end{bmatrix}. \quad (78)\]

To complete the design step (S2.1), we take a basis of \( \text{Ker}(C_y) \) and obtain the matrix

\[
Q = \begin{bmatrix} I_5 \newline [0]_{5 \times 5} \end{bmatrix} \quad (79)\]

and, by setting \( L = 0 \) in eq. (32), we also obtain the \( R \)-matrix

\[
R_0 = [0]_{3 \times 5} I_5. \quad (80)\]

As indicated in Sect. 3.2, the LMI optimization problem \( \mathcal{P}_a \) corresponding to the matrices \( Q \) and \( R \) given in eqs. (79) and (80) is reported to be infeasible by the MATLAB LMI solver and produces no positive results. To overcome this difficulty, we consider the perturbed state matrix

\[
\hat{A} = A - 0.01I_{10} \quad (81)\]

and solve the perturbed LMI optimization problem \( \hat{\mathcal{P}}_0 \) in eq. (44). In this case, no feasibility issues are encountered and we obtain the velocity gain matrix

\[
\hat{K} = 10^6 \times \begin{bmatrix} -5.5401 & -0.7411 & 0.3965 & 0.2060 & 0.1017 \\
-0.7406 & -5.6394 & 1.0210 & 0.4926 & 0.1729 \\
0.7814 & 0.7110 & -6.8120 & -0.3484 & 0.2644 \\
0.3852 & 0.4091 & -0.1740 & -5.7953 & -0.2354 \\
0.1804 & 0.2339 & 0.3265 & -0.2358 & -6.2418 \end{bmatrix}, \quad (82)\]

with an estimated \( H_\infty \)-norm

\[
\hat{\gamma}_0 = 0.7794. \quad (83)\]

To guarantee the asymptotic stability and compute the actual \( H_\infty \)-norm of the static velocity-feedback controller

\[
u(t) = \hat{K} y(t), \quad (84)\]

we solve the auxiliary LMI problem \( \mathcal{P}_a \) discussed in Remark 6, obtaining the \( \gamma \)-value

\[
\gamma_R = 0.7539. \quad (85)\]

Comparing \( \gamma_R \) with the optimal \( \gamma \)-value in eq. (72), we can see that the \( H_\infty \)-norm increment produced by the velocity-feedback controller in eq. (84) is inferior to 1%. Moreover, looking at the plots of singular values displayed in Fig. 9, it can also be appreciated that the response similarities between the proposed velocity-feedback controller and the optimal state-feedback controller in eq. (71) are not restricted to the peak value, but rather encompasses the full frequency range.

5.3 Centralized velocity-feedback controller with advanced \( L \)-matrix

Following the ideas presented in Sect. 3.3, we now consider the matrix \( C_y \) in eq. (78), the matrix \( Q \) in eq. (79), the optimal matrix \( \tilde{X}_s \) displayed in Fig. 5 and the expression

\[
\tilde{L} = Q^T \tilde{X}_s C_y^T \left( C_y \tilde{X}_s C_y^T \right)^{-1} \quad (86)\]
to compute the $L$-matrix

\[
\begin{bmatrix}
0.0028 & 0.0080 & 0.0062 & 0.0045 & 0.0025 \\
0.0013 & -0.0034 & 0.0039 & 0.0026 & 0.0016 \\
-0.0023 & -0.0021 & -0.0073 & 0.0004 & 0.0006 \\
-0.0039 & -0.0041 & -0.0039 & -0.0085 & -0.0015 \\
-0.0034 & -0.0035 & -0.0033 & -0.0028 & -0.0073
\end{bmatrix}
\]

which produces the $R$-matrix

\[
\tilde{R} = \begin{bmatrix} \tilde{L} & I_b \end{bmatrix}.
\]  

Next, we solve the LMI optimization problem $P_o$ corresponding to the matrix $Q$ in eq. (79) and the matrix $R$ given in eq. (88), obtaining the following velocity-feedback gain matrix:

\[
\tilde{K} = 10^6 \begin{bmatrix}
-2.7372 & -0.9491 & -0.5118 & -0.9908 & -0.7746 \\
-1.0267 & -3.2689 & -1.1102 & -0.6310 & -0.4555 \\
-1.2465 & -0.1394 & -5.3464 & 0.6938 & -0.0992 \\
-1.4048 & -1.7622 & 1.2444 & -3.7717 & -0.2013 \\
-0.9325 & -0.8565 & -0.0779 & -0.0167 & -2.6777
\end{bmatrix},
\]

with an associated $\gamma$-value that satisfies

\[
\gamma_{\tilde{K}} \leq 0.7467.
\]  

It is worth highlighting that the advanced choice of the $L$-matrix in eq. (86) allows solving the LMI optimization problem $P_o$ with no feasibility issues. Moreover, the $\gamma$-value in eq. (72) and the upper bound in eq. (90) indicate that the velocity-feedback controller

\[
u(t) = \tilde{K}y(t)
\]  

is practically optimal. Looking at the plots of singular values displayed in Fig. 10, we can appreciate that the graphic corresponding to the velocity-feedback controller in eq. (91) presents a small peak around the second resonant frequency (2.8246 Hz). For all the other frequencies, the proposed velocity-feedback controller has virtually the same behavior as the optimal state-feedback controller in eq. (71).

6 Structured velocity-feedback controllers

Control gain matrices with a particular zero-nonzero structure can be used to define decentralized or semi-decentralized controllers, which can be operated using restricted local feedback information. For vibration control of large structures, fully decentralized static velocity-feedback controllers constitute a case of singular interest. This kind of controllers can be defined by a diagonal output gain matrix and can have the outstanding property of admitting a passive implementation [Palacios-Quíñones et al. (2012c)]. The main objective of this section is to obtain fully decentralized velocity-feedback controllers of the following form:

\[
u(t) = K^{(d)}y(t),
\]
In the decentralized design, the choice $L = 0$ leads us to the same initial feasibility issues discussed in Sect. 5.2. However, as it happened in the centralized case, these difficulties can be overpassed by considering the perturbed state matrix $\hat{A}$ in eq. (81) and by solving the perturbed LMI optimization problem $\hat{P}_o$ in eq. (44) with the additional zero-nonzero structure constraints $X_n$ and $Y_n$ given in eqs. (93) and (94). As a result, we obtain the diagonal velocity gain matrix
$$\hat{K}^{(d)} = 10^6 \times \begin{bmatrix} -8.0247 & 0 & 0 & 0 & 0 \\ 0 & -5.4060 & 0 & 0 & 0 \\ 0 & 0 & -4.3416 & 0 & 0 \\ 0 & 0 & 0 & -3.6926 & 0 \\ 0 & 0 & 0 & 0 & -3.3789 \end{bmatrix},$$
with an estimated $H_\infty$-norm
$$\hat{\gamma}\hat{\gamma}_o = 0.7816.$$
Moreover, the resolution of the auxiliary LMI problem $P_o$ in eq. (21) with
$$\hat{G} = \hat{K}^{(d)} C_y$$
guarantees the asymptotic stability of the decentralized static velocity-feedback controller
$$u(t) = \hat{K}^{(d)} y(t),$$
and produces the $\gamma$-value
$$\gamma_{\hat{K}^{(d)}} = 0.7768.$$
From the matrix $\delta$ given in eqs. (93) and (94) for different values of $\bar{\delta}$ and $\bar{\mu}$, more precisely, denoting by $\hat{X}$ that contains the above 1-diagonal of $H_6$, we select by inspection four boundary values $\delta, \mu$.

In contrast to what happens in the $L=0$ case, the $L$-matrix choice used in Sect. 5.3 to obtain centralized static velocity-feedback controllers produces no positive results in decentralized designs. However, we have observed that satisfactory decentralized controllers can be designed by considering slightly variations of the matrix $L$ in eq. (52). In particular, a fully decentralized static velocity-feedback energy-to-peak controller with excellent properties has been computed in Palacios-Quinonero et al. (2014c) using the $L$-matrix

$$L_{\text{ltp}} = Q^T \tilde{X} C_y (C_y \tilde{X} C_y)^T, \quad (100)$$

where $\tilde{X}$ is the optimal $X$-matrix corresponding to the optimal state-feedback controller obtained in the design step (S1.1) and $\tilde{X}^{(d)}$ is a diagonal matrix that contains the diagonal elements of $\tilde{X}$.

In this section, we present a new $L$-matrix choice suitable for decentralized velocity-feedback controllers under the $H_\infty$ approach. To this end, we consider the following family of tridiagonal matrices:

$$X_{\delta, \mu}^{(d)} = \delta \left\{ \tilde{X}^{(d)} + \mu \left[ \tilde{X}^{(d)} + (\tilde{X}^{(d)})^T \right] \right\}, \quad (101)$$

where $\delta$ and $\mu$ are real numbers and $\tilde{X}^{(d)}$ is a matrix that contains the above 1-diagonal of $\tilde{X}$. More precisely, denoting by $\tilde{x}_{i,j}$ and $\tilde{x}_{i,j}^{(d)}$ the elements of $\tilde{X}$ and $\tilde{X}^{(d)}$, respectively, we have:

$$\begin{align*}
\tilde{x}_{i,i+1}^{(d)} &= \tilde{x}_{i,i+1} & \text{for } i = 1, \ldots, n-1, \\
\tilde{x}_{i,j} &= 0 & \text{otherwise}.
\end{align*} \quad (102)$$

From the matrix $X_{\delta, \mu}^{(d)}$, we define the $L$-matrix

$$L_{\delta, \mu}^{(d)} = Q^T \tilde{X} C_y (C_y \tilde{X} C_y)^T, \quad (103)$$

which allows completing the design steps (S2.1) and (S2.2) with the zero-nonzero structure constraints given in eqs. (93) and (94). In our five-story building control problem, we select the particular values

$$\delta^* = 0.14, \quad \mu^* = 0.85, \quad (104)$$

which produce the $L$-matrix

$$L_{\delta, \mu}^{(d)} = \begin{bmatrix}
-0.0224 & 0.0191 & 0.0109 & 0.0049 & 0.0021 \\
0.0025 & -0.0329 & 0.0210 & 0.0123 & 0.0066 \\
0.0072 & -0.0059 & -0.0370 & 0.0150 & 0.0098 \\
0.0059 & 0.0049 & 0.0038 & -0.0371 & 0.0059 \\
0.0020 & 0.0005 & -0.0001 & 0.0010 & -0.0397
\end{bmatrix}. \quad (105)$$

By completing the design steps (S2.1) and (S2.2) with the matrix $L_{\delta, \mu}^{(d)}$, and the structure constraints in eqs. (93) and (94), we obtain the control gain matrix

$$\tilde{K}^{(d)} = 10^6 \times \begin{bmatrix}
-6.3640 & 0 & 0 & 0 & 0 \\
0 & -5.7753 & 0 & 0 & 0 \\
0 & 0 & -5.3282 & 0 & 0 \\
0 & 0 & 0 & -5.2014 & 0 \\
0 & 0 & 0 & 0 & -6.1716
\end{bmatrix} \quad (106)$$

and the upper bound

$$\gamma_{\tilde{K}^{(d)}} \leq 0.7560, \quad (107)$$

which indicates that the decentralized velocity-feedback controller

$$u(t) = \tilde{K}^{(d)} y(t) \quad (108)$$

produces a $\gamma$-value increment inferior to 1.26% with respect to the optimal value $\gamma_{\tilde{G}} = 0.7466$. In fact, by solving the LMI optimization problem $P_o$ discussed in Remark 2 with $\tilde{G} = \tilde{K}^{(d)} C_y$, we obtain the actual $\gamma$-value

$$\gamma_{\tilde{K}^{(d)}} = 0.7525, \quad (109)$$

which exceeds the optimal value $\gamma_{\tilde{G}}$ in only 0.79%.

Looking at the plots of singular values displayed in Fig. 12, it can be appreciated the good behavior of the decentralized velocity-feedback controller defined by the diagonal gain matrix $\tilde{K}^{(d)}$ when compared with the optimal state-feedback controller.

Remark 9 Let us denote by $P^{(d)}_o(\delta, \mu)$ the LMI optimization problem $P_o$ in eq. (34) corresponding to the $L$-matrix $L_{\delta, \mu}^{(d)}$ and the zero-nonzero structure constraints given in eqs. (93) and (94). A suitable pair of parameter values $\delta^*$ and $\mu^*$ can be computed as follows: First, we select by inspection four boundary values

$$\delta_t < \delta_u, \quad \mu_t < \mu_u, \quad (110)$$

for which the LMI optimization problems

$$P^{(d)}_o(\delta_t, \mu_t), P^{(d)}_o(\delta_u, \mu_t), P^{(d)}_o(\delta_u, \mu_u), P^{(d)}_o(\delta_t, \mu_u)$$
and solve the optimization problem

\[ P(\delta, \mu) \] is the optimal \( \gamma \)-value corresponding to the LMI optimization problem \( \mathcal{P}_o^{(d)}(\delta, \mu) \). For our five-story building control problem, we take the boundary values

\[ \delta_i = \delta_{\ell} + i (\delta_u - \delta_{\ell})/n_\delta, \quad i = 0, \ldots, n_\delta, \quad (111) \]

\[ \mu_j = \mu_{\ell} + j (\mu_u - \mu_{\ell})/n_\mu, \quad j = 0, \ldots, n_\mu, \quad (112) \]

and solve the optimization problem

\[ \min_{i,j} \tilde{\gamma}_0^{(d)}(\delta_i, \mu_j), \quad (113) \]

where \( \tilde{\gamma}_0^{(d)}(\delta, \mu) \) is the optimal \( \gamma \)-value corresponding to the LMI optimization problem \( \mathcal{P}_o^{(d)}(\delta, \mu) \). For our five-story building control problem, we take the boundary values

\[ \delta_{\ell} = 0.05, \quad \delta_u = 0.50, \quad \mu_{\ell} = 0.50, \quad \mu_u = 1.00, \quad (114) \]

and the grid of pairs \((\delta_i, \mu_j)\) defined by

\[ n_\delta = n_\mu = 10. \quad (115) \]

In this case, we obtain the LMI optimization problems

\[ \mathcal{P}_o^{(d)}(\delta_i, \mu_j), \quad i = 0, \ldots, 10, \quad j = 0, \ldots, 10, \quad (116) \]

which produce the minimum \( \gamma \)-value

\[ \tilde{\gamma}_0^{(d)}(\delta^*, \mu^*) = 0.7560 \quad (117) \]

for the parameter values \( \delta^* \) and \( \mu^* \) given in eq. (104).

Remark 10 Besides producing a suitable pair of parameter values \( \delta^* \) and \( \mu^* \) for the problem under consideration, the rudimentary computational strategy proposed in Remark 9 also illustrates the important role that can be played by the \( L \)-matrix in the design process. To compute the controller in eq. (108), we take advantage of the design flexibility provided by the \( L \)-matrix and explore a total number of 121 different controllers corresponding to the \( L \)-matrices

\[ L_{\delta_i, \mu_j}^{(d)}, \quad i = 0, \ldots, 10, \quad j = 0, \ldots, 10, \quad (118) \]

obtaining a fully decentralized velocity-feedback controller that exceeds the optimal \( \gamma \)-value attained by the optimal state-feedback controller in less than 1%.

Moreover, it is worth highlighting that after selecting the boundary parameter values in eq. (114), the LMI optimization problems in eq. (116) are all feasible and the minimization problem in eq. (113) can be completed in about 8 seconds using an ordinary personal computer.

Remark 11 As indicated in Remark 5, the proposed design strategy for static output-feedback controllers relies on the following heuristic principle: the behavior of static output-feedback controllers with an almost optimal \( \gamma \)-value is similar to the behavior exhibited by the optimal state-feedback controller. Looking at the \( \gamma \)-value increments collected in Table 1 and the plots of singular values presented in Figs. 9–12, it becomes apparent that this heuristic principle holds for the different velocity-feedback controllers computed in Sects. 5 and 6. However, it should be noted that a smaller \( \gamma \)-value does not necessarily imply a uniformly better performance over the complete frequency range. Thus, for example, we can see in Table 1 that the minimum \( \gamma \)-value increment is attained by the centralized velocity-feedback controller with \( L = L \) computed in Sect. 5.3, whereas the maximum \( \gamma \)-value increment corresponds to the decentralized velocity-feedback controller with \( L = 0 \) obtained in Sect. 6.1. In contrast, looking at the graphics in Figs. 10 and 11, it can be appreciated that the decentralized controller has a better behavior in the frequency range 2–3 Hz.

Remark 12 Analogously as it happened in the state-feedback case, solving the LMI optimization problems \( \mathcal{P}_o \) and \( \mathcal{P}_o^{(d)} \) using different computers or MATLAB versions can produce different control gain matrices. Consequently, the particular values obtained for the matrices \( \hat{K}, \hat{K}^{(d)} \) and \( \hat{K}^{(d)} \) can differ significantly from those presented in eqs. (82), (89), (95) and (106), respectively. Additionally, if the \( X \)-matrix obtained in the design step (S1.1) is distinct from the matrix \( \hat{X}_s \) presented in Fig. 5, then the values of the matrix \( \hat{L} \) in eq. (87), the values of the parameters \( \delta^* \) and \( \mu^* \) in eq. (104), and the matrix \( L_{\delta^*, \mu^*}^{(d)} \) in eq. (105) will also be affected and, probably, a new set of boundary values \( \delta_{\ell}, \delta_u, \mu_{\ell}, \mu_u \) will need to be selected in the optimization procedure described in Remark 9. However, it has to be highlighted that despite the differences observed in the control gain matrices, the obtained \( \gamma \)-values are very similar and the corresponding graphics of singular values are practically identical to those shown in Figs. 9–12.

7 Numerical results

To complement the frequency response information provided by Figs. 9–12, in this section we carry out

Table 1: Percentages of increment in the \( \gamma \)-values produced by the static velocity-feedback controllers with respect to the optimal value \( \gamma_{\delta_u} = 0.7466 \)

<table>
<thead>
<tr>
<th>( L )-matrix</th>
<th>Centralized</th>
<th>Decentralized</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L = 0 )</td>
<td>0.94%</td>
<td>4.05%</td>
</tr>
<tr>
<td>Advanced ( L )</td>
<td>0.01%</td>
<td>0.79%</td>
</tr>
</tbody>
</table>

are all feasible. Next, we consider the points

\[ \delta_i = \delta_{\ell} + i (\delta_u - \delta_{\ell})/n_\delta, \quad i = 0, \ldots, n_\delta, \]

\[ \mu_j = \mu_{\ell} + j (\mu_u - \mu_{\ell})/n_\mu, \quad j = 0, \ldots, n_\mu, \]

and solve the optimization problem

\[ \min_{i,j} \tilde{\gamma}_0^{(d)}(\delta_i, \mu_j), \]

where \( \tilde{\gamma}_0^{(d)}(\delta, \mu) \) is the optimal \( \gamma \)-value corresponding to the LMI optimization problem \( \mathcal{P}_o^{(d)}(\delta, \mu) \). For our five-story building control problem, we take the boundary values

\[ \delta_{\ell} = 0.05, \quad \delta_u = 0.50, \quad \mu_{\ell} = 0.50, \quad \mu_u = 1.00, \]

and the grid of pairs \((\delta_i, \mu_j)\) defined by

\[ n_\delta = n_\mu = 10. \]

In this case, we obtain the LMI optimization problems

\[ \mathcal{P}_o^{(d)}(\delta_i, \mu_j), \quad i = 0, \ldots, 10, \quad j = 0, \ldots, 10, \]

which produce the minimum \( \gamma \)-value

\[ \tilde{\gamma}_0^{(d)}(\delta^*, \mu^*) = 0.7560 \]

for the parameter values \( \delta^* \) and \( \mu^* \) given in eq. (104).
which are denoted as “velocity-feed. adv. L” computed using more advanced the graphics pertaining to velocity-feedback controllers in the legends, and the red lines with asterisks show

acceleration peak of 8.18 m/s which is a larger seismic disturbance with an absolute South Kobe 1995 seismic record displayed in Fig. 13, which is a larger seismic disturbance with an absolute acceleration peak of 8.18 m/s².

In Fig. 14, we present the maximum absolute interstory drifts and maximum absolute control efforts corresponding to the centralized velocity-feedback controllers designed in Sects. 5.2 and 5.3. The graphics corresponding to the decentralized velocity-feedback controllers computed in Sects. 6.1 and 6.2 are displayed in Fig. 15. In the different subfigures, the green lines with triangles represent the graphics associated with velocity-feedback controllers designed with a null L-matrix, which are denoted as “velocity-feed. L = 0” in the legends, and the red lines with asterisks show the graphics pertaining to velocity-feedback controllers computed using more advanced L-matrix choices, which are denoted as “velocity-feed. adv. L” in the legends. Additionally, to facilitate proper references for the performance assessment of the proposed velocity-feedback controllers, plots corresponding to the uncontrolled building and the optimal state-feedback $H_\infty$ controller have also been included, using black lines with rectangles and blue lines with circles, respectively.

For the North–South El Centro 1940 seismic disturbance, the graphics in Figs. 14(a) and 14(b) show that the behavior of the centralized velocity-feedback controller defined by the output gain matrix $\hat{K}$ in eq. (89) is very similar to the behavior exhibited by the optimal state-feedback controller. Looking at the graphics in Figs. 14(c) and 14(d), we can also see that the behavior of both controllers is practically the same in the case of the North–South Kobe 1995 seismic disturbance. For the centralized velocity-feedback controller defined by the output gain matrix $\hat{K}$ given in eq. (82), the graphics in Fig. 14 indicate that this controller, designed with the simplified choice $L = 0$, presents an overall good behavior but the differences with respect to the optimal state-feedback controller are quite significant, specially for the larger seismic disturbance.

Regarding the decentralized controllers, the graphics in Fig. 15 show that the performance of the decentralized velocity-feedback controller defined by the diagonal output gain matrix $\bar{K}^{(d)}$ in eq. (106) is certainly remarkable. Looking at the plots in Figs. 15(a) and 15(b), we can see that, for the North–South El Centro 1940 seismic disturbance, the decentralized controller computed with the advanced $L$-matrix $F^{(d)}_{\mu}$ attains practically the same level of reduction in the interstory drift peak-values as the optimal state-feedback controller, presenting only a small increment of the control effort peak-value in the first actuation device. For the North–South Kobe 1995 seismic record, the differences increase but the behavior of the decentralized velocity-feedback controller is still quite close to the behavior exhibited by the optimal state-feedback controller. The plots in Fig. 15 also indicate that the decentralized velocity-feedback controller defined by the diagonal output gain matrix $\bar{K}^{(d)}$ in eq. (95) and computed with a null $L$-matrix has a remarkably good behavior. This decentralized controller attains levels of reduction in the interstory drift peak-values that are quite similar to those achieved by the optimal state-feedback controller, requiring control efforts with smaller peak values for the upper four actuation devices but a significantly larger peak value in the first actuation device.

Remark 13 It has to be highlighted that the decentralized velocity-feedback controllers defined by the diagonal output gain matrices $\bar{K}^{(d)}$ and $\bar{K}^{(d)}$ can be implemented by means of a system of passive linear dampers with no sensors, no communication system and null power consumption [Palacios-Quinonero et al. (2012c)]. The performance of the proposed decentralized velocity-feedback controllers, illustrated by the plots in Fig. 15, should be evaluated in the light of this important property.

8 Conclusions and future directions

In this work, a two-step procedure to design static output-feedback controllers has been proposed. This novel design methodology, based on recent theoretical results presented in Rubió-Massegú et al. (2013b), can be applied to a wide variety of control problems for which satisfactory state-feedback controllers can be obtained using a linear matrix inequality formulation. In particular, the new approach has proved to be effec-
tive in providing suitable solutions to large-scale control problems with information constraints. The design procedure includes the choice of a matrix $L$ that plays an important role in the effectiveness of the method. In some cases, positive results can be achieved with the simplified choice $L = 0$. Also, more sophisticated $L$-matrices can be obtained by applying the theoretical results presented in Palacios-Quinonero et al. (2014b).

In this paper, an advanced $L$-matrix choice specially devised for fully decentralized velocity-feedback $H_{\infty}$ controller design is provided.

To illustrate the flexibility and effectiveness of the two-step design procedure, a set of five different $H_{\infty}$ controllers for the seismic protection of a five-story building has been designed. This set includes a centralized state-feedback controller, which uses the full state as feedback information and is taken as a reference in the performance assessment; two centralized static velocity-feedback controllers, which can operate using only the interstory velocities as feedback information; and two fully decentralized static velocity-feedback controllers, which can be implemented by means of a system of passive linear dampers. To assess the performance of the static velocity-feedback controllers, the building frequency response has been investigated for the different control configurations. Also, numerical simulations of the building vibrational response have been conducted, using the full scale North–South El Centro 1940 and North–South Kobe 1995 seismic records as ground acceleration inputs. The numerical data indicate that, despite the restricted access to the state information, the behavior of the proposed static velocity-feedback controllers is similar to the behavior exhibited by the optimal state-feedback controller. Moreover, improved performance levels can be attained with advanced choices of the $L$-matrix.

The positive results obtained to date, clearly indicate that further research effort should be addressed to apply the proposed design methodology in more complex control problems, such as simultaneous stabilization [Shi and Qi (2009)], switching systems [Hou et al. (2012); Attia et al. (2012); Xiang et al. (2014); Li et al. (2014)], networked control [Yang et al. (2011); Zhang and Wang (2012)], robust control [Toscano and Lyonnet (2010); Vaselý et al. (2011); Dong and Yang (2013); Aouaouda et al. (2014)], fuzzy systems [Ho et al. (2012); Zhang et al. (2014)] and finite frequency control [Chen et al. (2010); Wang et al. (2014)].
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Figure 14: Maximum absolute interstory drifts and maximum absolute control efforts corresponding to the centralized velocity-feedback controllers defined by the control gain matrices $\hat{K}$ (green line with triangles) and $\tilde{K}$ (red line with asterisks). The plots corresponding to the uncontrolled building (black line with rectangles) and the optimal state-feedback $H_\infty$ controller (blue line with circles) are also included as a reference. The full scale North–South El Centro 1940 seismic record has been used as ground acceleration input to obtain the plots in Figs. (a) and (b). For the plots in Figs. (c) and (d), the full scale North–South Kobe 1995 seismic record has been taken as ground acceleration input.
Figure 15: Maximum absolute interstory drifts and maximum absolute control efforts corresponding to the decentralized velocity-feedback controllers defined by the diagonal control gain matrices $\hat{K}^{(d)}$ (green line with triangles) and $\tilde{K}^{(d)}$ (red line with asterisks). The plots corresponding to the uncontrolled building (black line with rectangles) and the optimal state-feedback $H_\infty$ controller (blue line with circles) are also included as a reference. The full scale North–South El Centro 1940 seismic record has been used as ground acceleration input to obtain the plots in Figs. (a) and (b). For the plots in Figs. (c) and (d), the full scale North–South Kobe 1995 seismic record has been taken as ground acceleration input.