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Abstract— In order to improve reliability and safety of wind turbines, it is important to detect and isolate faults as fast as possible. In this work, an approach based on interval observers is used for robust Fault Detection and Isolation (FDI) of wind turbines. Fault detection is addressed using interval observers and unknown but bounded descriptions of the noise and modeling errors, while fault isolation is based on a row-reasoning approach. The performance of the proposed robust FDI scheme is assessed using a set of fault scenarios considered in a wind turbine benchmark.

I. INTRODUCTION

Wind energy is inexhaustible, widely distributed and clean. These factors have made it fast growing in recent years. Wind turbines need to operate reliably at all times. Unfortunately, some faults that can occur in the gearbox, blades, sensors or actuators, could cause remarkable downtime of the wind turbine. Therefore, the design of fault diagnosis techniques is a crucial step in achieving reliable operations of them. If faults can be detected and identified at an early point, the consequences in breakdown, damages and repair costs will be less.

FDI algorithms can be used to detect the faults in the the wind turbine and accommodate them when possible. Model-based FDI is necessary to obtain a good diagnosis of faults. The generated residuals must be sensitive to the faults of interest and insensitive to process and measurement noises. The problem of model-based fault diagnosis in wind turbines has been recently addressed. Methods ranging from Kalman filters [1], observers [2] or parity equations [3] have been suggested as possible model-based techniques for fault diagnosis of wind turbines.

In [2], a benchmark model for fault detection and isolation as well as fault tolerant control of wind turbines is proposed. The benchmark model describes a realistic generic three blade horizontal variable speed wind turbine with a full scale converter coupling and a rated power of 4.8MW. The high noise on the wind speed measurement, nonlinearities in the aerodynamic torque and uncertainties make the FDI a challenging problem. Some solutions to FDI in this benchmark model were proposed in an FDI benchmark competition. In particular, in [4], both an observer-based and a Kalman filter-based approach have been applied for both residual generation and evaluation, the latter performed taking into account the statistical properties of the residual signals. For fault isolation, a bank of residual generators based on dual sensor redundancy has been used. In [5], a set-membership approach for the FDI of the Wind Turbine Benchmark was proposed. The scheme was based on the use of parity equations for residual generation and the on-line analysis of the observed fault signatures for fault isolation. On the other hand, an FDI strategy based on piecewise affine Takagi Sugeno models was presented in [6]. A method that used both physical and analytical redundancy for residual generation and an up-down counter/up-down counters for fault decision was proposed by [7]. Recently, in [8], a set-membership approach for fault detection of the benchmark wind turbine has been proposed.

In this paper, the problem of robust fault diagnosis in wind turbines is addressed applying the interval observer-based approach proposed in [9]. The proposed model-based fault detection methodology relies on the use of observers and unknown but bounded descriptions of the noise and modeling errors. Robustness is achieved by propagating the model uncertainty to the residual alarm limit generating an adaptive threshold. When the residuals are outside the alarm limits it is argued that model uncertainty alone cannot explain the residual; and therefore, a fault must have occurred. Fault isolation is based on analyzing the observed fault signatures on-line and matching them with the theoretical ones, obtained by means of the structural analysis, using a row-reasoning scheme. The performance of the proposed FDI scheme is tested on the benchmark model [2] considering some fault scenarios.

In Section II, the proposed robust fault detection and isolation based on interval observers as well as a method for estimating parameter uncertainty are presented. In Section III, the wind turbine is briefly introduced and the set of residuals that will be used for fault diagnosis is generated. The results obtained by applying the proposed robust FDI approach to the wind turbine benchmark are presented in Section IV. Finally, some conclusions are given in Section V.

II. FAULT DETECTION, ISOLATION AND UNCERTAINTY ESTIMATION

A. Problem set-up

Let us consider that the wind turbine to be monitored can be described by a MIMO linear uncertain dynamic model...
expressed as follows:

\[ x(k+1) = A(\theta)x(k) + B(\theta)u(k) + F_a(\theta)f_a(k) \]  
\[ y(k) = C(\theta)x(k) + F_s(\theta)f_s(k) + \nu(k) \]

where \( u(k) \in \mathbb{R}^n \) is the system input, \( y(k) \in \mathbb{R}^n \) is the system output, \( x(k) \in \mathbb{R}^n \) is the state-space vector, \( \nu(k) \in \mathbb{R}^n \) is the output noise that is assumed to be bounded \( |\nu(k)| < \sigma \), \( f_a(k) \in \mathbb{R}^n \) and \( f_s(k) \in \mathbb{R}^n \) represent faults in the actuators and sensors, respectively. \( A(\theta) \), \( B(\theta) \), \( C(\theta) \), \( F_a(\theta) \), and \( F_s(\theta) \) are matrices of appropriate dimensions, where \( \theta \) is the parameters vector.

The system (1)-(2) is monitored using a linear observer with Luenberger structure that uses an interval model of the system, i.e. a model with parameters bounded by intervals:

\[
\theta \in \Theta = \{ \theta \in \mathbb{R}^n \mid \underline{\theta} \leq \theta \leq \bar{\theta} \}
\]

that represent the uncertainty about the exact knowledge of real parameters \( \theta \). This observer, known as interval observer, is expressed as follows [12]:

\[
\hat{x}(k+1, \theta) = A_0(\theta)\hat{x}(k, \theta) + B(\theta)u(k) + Ly(k) \quad (4)
\]

\[
\hat{y}(k, \theta) = C(\theta)\hat{x}(k, \theta)
\]

where \( \hat{x}(k, \theta) \) is the estimated state vector, \( \hat{y}(k, \theta) \) is the estimated output vector, and \( A_0(\theta) = A(\theta) - LC(\theta) \) is the observer matrix.

The observer gain matrix \( L \in \mathbb{R}^{n \times n} \) is designed to stabilize the matrix \( A_0(\theta) \) and to guarantee a desired performance regarding fault detection, for all \( \theta \in \Theta \), using the LMI pole placement approach [13].

The input/output form of the system (1)-(2) using the shift operator \( q^{-1} \) and assuming zero initial conditions is given by:

\[
y(k) = G_a(q^{-1}, \theta)u(k) + G_f(q^{-1}, \theta)f(k) + \nu(k) \quad (5)
\]

Thus, the input/output form of the observer (4) is expressed as follows:

\[
\hat{y}(k, \theta) = G(q^{-1}, \theta)u(k) + H(q^{-1}, \theta)y(k) \quad (8)
\]

with:

\[
G(q^{-1}, \theta) = C(\theta)qL - A_0(\theta)\]

\[
H(q^{-1}, \theta) = C(\theta)qL - A_0(\theta)\]

The effect of the uncertain parameters \( \theta \) on the observer temporal response \( \hat{y}(k, \theta) \) will be bounded using an interval satisfying:

\[
\hat{y}(k, \theta) \in \left[ \underline{\hat{y}}(k), \bar{\hat{y}}(k) \right] \quad (11)
\]

Such interval can be computed independently for each output \( i \in \{1, \ldots, n_y\} \), neglecting couplings among outputs, as follows:

\[
\underline{\hat{y}}_i(k) = \min_{\theta \in \Theta} \hat{y}_i(k, \theta) \quad \text{and} \quad \bar{\hat{y}}_i(k) = \max_{\theta \in \Theta} \hat{y}_i(k, \theta) \quad (12)
\]

\(^1\)The intervals for uncertain parameters can be inferred from real data using set-membership parameter estimation algorithms [10], [11].

subject to the observer equations given by (4). The interval bounds in (12) are determined using a method based on zonotopes [14], that is more efficient than other numerical optimisation methods, from a computational point of view.

Finally, taking into account that the additive noise in the system (2) is bounded, the following condition should be satisfied

\[
y(k) \in \left[ \hat{y}(k) - \sigma, \hat{y}(k) + \sigma \right] \quad \text{(13)}
\]

in a non-faulty scenario.

B. Parameter uncertainty estimation

Classical system identification methods [15] are formulated under a statistical framework. Assuming that the measured variables are corrupted by additive noises with known statistical distributions and that the model structure is known, a parameter estimation algorithm will provide nominal values for the parameters together with descriptions of the associated uncertainty in terms of the covariance matrix or confidence regions for a given probability level [16], [17]. However, this type of approaches cannot be applied when measurement errors are described as unknown but bounded errors and/or when modeling errors exist.

Recently, some methodologies that provide a model with its uncertainty have been developed [18]. One of these methodologies, known as bounded-error set-membership estimation [10], assumes a bounded but unknown description of the noise and parametric uncertainty and produces a set of parameters consistent with the model structure. This approach will be used in this work to estimate the parametric uncertainty of the interval observer in (4).

Regarding the uncertain variables that appear in (4), it is assumed that a priori considerations, theoretical or practical, allow to obtain useful intervals associated to measurement noises, leading to an estimation of the noise bound \( \sigma \). The goal of the parameter estimation algorithm is to characterize the parameter set \( \Theta \), chosen in this paper as a box, consistent with the data collected in a fault-free scenario. Given \( N \) measurements of system inputs \( u(k) \) and outputs \( y(k) \) from a scenario free of faults and rich enough from the identifiability point of view and a nominal model described by a vector \( \theta_n \) obtained using a least-square parameter estimation algorithm [15], the uncertain parameter estimation algorithm proceeds by solving the following optimization problem

\[
\min_\alpha \quad \text{subject to :}
\]

\[
\begin{align*}
\gamma(k) & \in \left[ \hat{y}(k) - \sigma, \hat{y}(k) + \sigma \right] \quad k = 1, \ldots, N \\
\gamma(k) & = \min_{\theta \in \Theta} \hat{y}(k, \theta) \quad k = 1, \ldots, N \\
\hat{y}(k) & = \max_{\theta \in \Theta} \hat{y}(k, \theta) \quad k = 1, \ldots, N \\
y(k, \theta) & = G(q^{-1}, \theta)u(k) + H(q^{-1}, \theta)y(k) \quad k = 1, \ldots, N \\
\Theta & = [\theta_n(1 - \alpha), \theta_n(1 + \alpha)]
\end{align*}
\]

(14)

C. Fault detection test

Fault detection test is based on generating nominal residuals comparing the measurements of some physical system
variables \(y(k)\) with their estimation \(\hat{y}(k)\) provided by the observer (4):

\[
r(k) = y(k) - \hat{y}(k, \theta_0)
\]

(15)

where \(r(k) \in \mathbb{R}^n\) is the residual set and \(\theta_0\) the nominal parameters. According to [19], the computational form of the nominal residual generator, obtained using (4), is:

\[
r(k) = (I - H(q^{-1}, \theta_0))y(k) - G(q^{-1}, \theta_0)u(k)
\]

(16)

that has been derived taking into account the input/output form of the observer (8).

When considering model uncertainty located in parameters, the residual generated by (15) will not be zero, even in a non-faulty scenario. To cope with the effect of parameter uncertainty, a passive robust approach based on adaptive thresholding can be used [9]. Thus, using this passive approach, the effect of parameter uncertainty in the residual \(r(k)\) is bounded by the interval [20]:

\[
r(k) \in [r^1(k) - \sigma, r^1(k) + \sigma]
\]

(17)

where:

\[
r^1(k) = \hat{y}(k) - \hat{y}(k, \theta_0) \quad \text{and} \quad \tau(k) = \tilde{y}(k) - \hat{y}(k, \theta_0)
\]

(18)

where \(\hat{y}(k)\) and \(\tilde{y}(k)\) are the bounds of the system output estimation computed component-wise using the interval observer (4) and obtained according to (12).

Then, the fault detection test could be based on checking if the residuals satisfy or not the condition given by (17). In case that this condition does not hold, a fault can be indicated.

D. Fault isolation test

Fault isolation consists in identifying the faults affecting the system. It is carried out on the basis of fault signatures, generated by the detection module, and their relation with all the considered faults, \(f(k) = \{f_1(k), f_2(k)\}\). Robust residual evaluation presented in Section II-C allows obtaining a set of fault signatures \(\phi(k) = \{\phi_1(k), \phi_2(k), \ldots, \phi_n(k)\}\), where each fault indicator is given by:

\[
\phi_i(k) = \begin{cases} 
0 & \text{if } r_i(k) \notin [r^1_i(k) - \sigma, \tau_i(k) + \sigma] \\
1 & \text{if } r_i(k) \in [r^1_i(k) - \sigma, \tau_i(k) + \sigma]
\end{cases}
\]

(19)

Standard fault isolation reasoning exploits the knowledge about the binary relation that exists between the set of fault hypothesis and the set of residuals, stored in the so called Fault Signature Matrix (FSM), denoted as \(M\). An element \(m_{ij}\) of \(M\) is equal to 1 if the fault \(f^j\) affects the computation of the residual \(r_i\); otherwise, the element \(m_{ij}\) is zero-valued. A column of \(M\) is known as a theoretical fault signature and indicates which residuals are affected by a given fault. If two or more columns are equal, the corresponding faults cannot be distinguished. Hence, a set of faults is isolable if all the columns in \(M\) are different.

Due to the uncertainty, when a fault is present in the system, an undefined number of the residuals affected by the fault can be found inconsistent, mainly depending on the sensitivity of each residual with respect to the fault and on the fault magnitude. In other words, the observed fault signature will not exactly match the theoretical signature of the present fault. In this case, if the column-matching procedure is used, then that particular fault will not be identified. An appropriate reasoning should only consider the residuals that are inconsistent when searching for the fault (inconsistency is relevant, consistency is not). A residual that is found inconsistent indicates that one of the faults that affects the residual is acting on the system. But the contrary is not true: if a residual is satisfied, it does not assure that none of the associated faults is present. According to the established terminology [21], the used algorithm must avoid single-fault exoneration, which is implicit in the column matching reasoning.

Under single-fault assumption, this can be easily achieved by taking into account that the fault that is actually present in the system has to affect all the residuals that have been found inconsistent according to the observed fault signature (if not, the single fault hypothesis cannot explain the observed behavior). Algorithm 1 summarizes an isolation procedure based on the row-reasoning approach.

Algorithm 1 Fault isolation

1: while TRUE do
2: \(f^{\text{fault}} \leftarrow \text{FALSE}\)
3: \(k \leftarrow 0\)
4: while \(f^{\text{fault}} \neq \text{TRUE}\) do
5: \(k \leftarrow k + 1\)
6: Obtain input-output data \([u(k), y(k)]\) at time instant \(k\)
7: for \(i = 1\) to \(n\) do
8: if \(r_i(k) \notin [r^1_i(k) - \sigma, \tau_i(k) + \sigma]\) then
9: \(\phi_i = 1\)
10: \(f^{\text{fault}} \leftarrow \text{TRUE}\)
11: else
12: \(\phi_i = 0\)
13: end if
14: end for
15: \(\mathcal{FC} \leftarrow \{f^1, f^2, \ldots, f^n\}\)
16: for \(i = 1\) to \(n\) do
17: if \(\phi_i = 1\) then
18: for \(j = 1\) to \(n\) do
19: if \(m_{ij} = 0\) then
20: \(\mathcal{FC} \leftarrow \mathcal{FC} - f^j\)
21: end if
22: end for
23: end if
24: end for
25: end while
26: Fault candidate set \(\mathcal{FC}\)
27: for \(j = 1\) to \(|\mathcal{FC}|\) do
28: \(\pi_j(k) = \frac{\sum_{i \in \mathcal{FC}} m_{ij}}{\sum_{i \in \mathcal{FC}} m_{ij}}\)
29: end for
30: Candidate fault is: \(\arg\max_{j=1,\ldots,|\mathcal{FC}|} \pi_j(k)\)
31: end while

III. CASE STUDY: WIND TURBINE SYSTEM

A. Wind Turbine Model and Fault Scenarios

A complete description of the wind turbine model of the FDI/FTC benchmark can be found in [2]. Such a model comprises the Wind model, the Blade and Pitch model, the Drive train model, the Generator/Converter model, the
Controller and the parameters of the models. Hereafter, only the Pitch system model and the Generator/Converter model will be shown, as the faults acting in the system affect those subsystems.

The hydraulic pitch system can be modeled as a second order transfer function:

$$
\beta(s) = \frac{\omega_n^2}{s^2 + 2\zeta\omega_n s + \omega_n^2}
$$

where $\beta(s)$ and $\beta_r(s)$ are the pitch angle and its reference, respectively, and $\omega_n$ and $\zeta$ are the natural frequency and the damping ratio of the pitch actuator model.

The converter dynamics can be modeled by a first order transfer function:

$$
\tau_g(s) = \frac{\alpha_{gc}}{s + \alpha_{gc}}
$$

where $\tau_g$ and $\tau_{g,r}$ are the converter torque and its reference, respectively, and $\alpha_{gc}$ is the cutoff frequency.

The power produced by the generator depends on the rotational speed of the rotor and the applied load:

$$
P_g(t) = \eta_g \omega_g(t) \tau_g(t)
$$

where $P_g$ is the power produced by the generator, $\eta_g$ its efficiency and $\omega_g$ the rotational speed of the rotor.

Since the turbine has three blades, all three pitch positions are measured. Such a measurement is done with two sensors for each blade in order to ensure physical redundancy. The variables defined as $\beta_1$, $\beta_2$, and $\beta_3$ for the pitch reference to blade 1, 2 and 3; $\beta_{1,m}$, $\beta_{1,m2}$, $\beta_{2,m}$, $\beta_{2,m2}$, $\beta_{3,m}$, $\beta_{3,m2}$ are the pitch positions measurements starting from the two measurements for the blade 1 followed by the two measurements for blade 2, and blade 3 in the end. For the same reason, the generator and rotor speeds are also measured with two sensors. The two rotor speed measurements are defined as $\omega_{r,m}$ and $\omega_{r,m2}$, while the two generator speed measurements are defined as $\omega_{g,m}$ and $\omega_{g,m2}$. The proposed FDI scheme is tested on the WT benchmark model considering the faults described in Table I.

### B. Residual Generation

By applying structural analysis [22] to the WT model provided in [2], a set of twelve residuals expressed as reduced observers in input-output form are obtained.

### TABLE I: WT Faults Description

<table>
<thead>
<tr>
<th>Fault</th>
<th>Fault description</th>
<th>Type</th>
<th>Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>Pitch 1 measurement</td>
<td>Fixed value</td>
<td>2000s-2100s</td>
</tr>
<tr>
<td>$f_2$</td>
<td>Pitch 2 measurement</td>
<td>Gain factor</td>
<td>2300s-2400s</td>
</tr>
<tr>
<td>$f_3$</td>
<td>Pitch 3 measurement</td>
<td>Fixed value</td>
<td>2600s-2700s</td>
</tr>
<tr>
<td>$f_4$</td>
<td>Rotor speed sensor $\omega$</td>
<td>Fixed value</td>
<td>1500s-1600s</td>
</tr>
<tr>
<td>$f_5$</td>
<td>Rotor and generator speed</td>
<td>Gain factor</td>
<td>1000s-1100s</td>
</tr>
<tr>
<td>$f_6$</td>
<td>Parameter abrupt change in pitch 2</td>
<td>Changed dynamics</td>
<td>2900s-3000s</td>
</tr>
<tr>
<td>$f_7$</td>
<td>Parameter slowly change in pitch 3</td>
<td>Changed dynamics</td>
<td>3400s-3500s</td>
</tr>
<tr>
<td>$f_8$</td>
<td>Offset in converter system</td>
<td>Offset</td>
<td>3800s-3900s</td>
</tr>
</tbody>
</table>

### TABLE II: Fault signature matrix

<table>
<thead>
<tr>
<th>$r$</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_3$</th>
<th>$f_4$</th>
<th>$f_5$</th>
<th>$f_6$</th>
<th>$f_7$</th>
<th>$f_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_1$</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$r_2$</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$r_3$</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$r_4$</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$r_5$</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$r_6$</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$r_7$</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$r_8$</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$r_9$</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$r_{10}$</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$r_{11}$</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$r_{12}$</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

where $a_{ij}$, $b_{ij}$ and $c_{ij}$ are model parameters that have to be estimated, $\eta_g$ is a known coefficient, and $l_{ij}$ are the observer gains.

Moreover, the FSM represented in Table II gives the relation between residuals and faults. A cross ‘x’ in the i-th row and j-th column of the FSM indicates that the i-th residual is affected by the j-th fault. Consequently $m_{ij} = 1$ where there is a cross and $m_{ij} = 0$ elsewhere.

### C. Uncertain parameter estimation

Residuals $r_1$, $r_3$, $r_5$, $r_7$, and $r_9$ are static equations that involve the comparison of the values of two different sensors measuring the same variable. In the same way, residual $r_{12}$ compares the value of a sensor with the one calculated using a static relation with two other sensors. Residuals $r_2$ and $r_4$ are obtained from the discretization of the drive train model expressed in state space form. Residuals $r_6$, $r_8$ and $r_{10}$ follow the discretization of the continuous second transfer function that models the hydraulic pitch system. Finally, residual $r_{11}$
is derived from the discretization of the first order transfer function that models the converter dynamics.

In order to reduce the effect of the noise in fault detection and isolation procedures, the variables involved in the discretized regressor equations have been filtered by second order low-pass filters. Nominal coefficients of dynamical residuals have been obtained applying the least square method to the data obtained simulating the system in the fault free scenario.

The parameter estimation procedure described in Section II-B has been applied to the fault-free scenario specified in the benchmark in order to obtain the intervals for the parameters of the residuals that will be used for fault detection and isolation purposes. The noise bound $\sigma$ is estimated using three times the standard deviation of the nominal residual (15).

D. Fault Detection and Isolation

The fault detection has been implemented by means of (17) applied to the 12 residuals obtained in Section III-B. The fault isolation has been implemented using the Algorithm 1 with the FSM presented in Table II.

IV. RESULTS

The proposed robust FDI scheme has been evaluated with the benchmark model and the faults provided by [2]. Due to lack of space only the results of two fault scenarios are shown in this work. Fig. 1 and Fig. 2 show the nominal residuals $r_1^0, \ldots, r_{12}^0$ and the observed fault signature components $\phi_1, \ldots, \phi_{12}$ used in the proposed fault detection and isolation procedure in fault scenario 3 (fixed value in the third pitch measurement from $t = 2600s$ to $t = 2700s$). The fault is detected and isolated at instant $t = 2600.06s$, as shown in Fig. 3. It can be seen that the FDI system satisfies the detection time requirements [2].

![Fig. 1: Nominal residuals $r_1^0, \ldots, r_{12}^0$ in fault scenario 3.](image)

![Fig. 2: Observed fault signature components in fault scenario 3.](image)

![Fig. 3: Fault isolation results in fault scenario 3.](image)

scenario 5 (change of gain in the rotor and generator speed measurement from $t = 1000s$ to $t = 1100s$). The fault $f_3$ is detected and isolated in 0.03 seconds ($t = 1100.03s$), as shown in Fig. 6.

V. CONCLUSIONS

In this paper, a robust FDI scheme for wind turbines diagnosis has been proposed. The FDI scheme is based on interval observers, unknown but bounded description of the noise and modeling errors and a row-reasoning approach. The performance of the proposed FDI scheme has been assessed using the proposed fault scenarios considered in the wind turbine benchmark. Satisfactory results have been obtained for the different fault scenarios considered.
Observed fault signature components in fault scenario 5.

Fig. 4: Nominal residuals $r_{1}^{0}, \ldots, r_{12}^{0}$ in fault scenario 5.

Fig. 5: Observed fault signature components in fault scenario 5.
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Fig. 6: Fault isolation results in fault scenario 5.


