Analysis of Bifurcation Behavior of a Piecewise Linear Vibrator with Electromagnetic Coupling for Energy Harvesting Applications
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Recently, nonlinearities have been shown to play an important role in increasing the extracted energy of vibration-based energy harvesting systems. In this paper, we study the dynamical behavior of a piecewise linear (PWL) spring-mass-damper system for vibration-based energy harvesting applications. First, we present a continuous time single degree of freedom PWL dynamical model of the system. Different configurations of the PWL model and their corresponding state-space regions are derived. Then, from this PWL model, extensive numerical simulations are carried out by computing time-domain waveforms, state-space trajectories and frequency responses under a deterministic harmonic excitation for different sets of system parameter values. Stability analysis is performed using Floquet theory combined with Filippov method, Poincaré map modeling and finite difference method (FDM). The Floquet multipliers are calculated using these three approaches and a good concordance is obtained among them. The performance of the system in terms of the harvested energy is studied by considering both purely harmonic excitation and a noisy vibrational source. A frequency-domain analysis shows that the harvested energy could be larger at low frequencies as compared to an equivalent linear system, in particular for relatively low excitation intensities. This could be an advantage for potential use of this system in low frequency ambient vibrational-based energy harvesting applications.

*Author for correspondence abdelali.elaroudi@urv.cat
1. Introduction

Recently, there has been an increasing interest in self-powered devices in remote environment applications, where the use of rechargeable batteries becomes infeasible or problematic, such as in hard-to-access locations. Some approaches have been investigated in the literature to solve this problem by using energy harvesting techniques [Kaźmierski & Beeby, 2011]. This topic is considered one of the key points in the development of autonomous sensors with extended lifetime [Mitcheson et al., 2008]. There exist different energy harvesting technologies that can be used depending on the type of the available energy. Among the commonly used energy sources, vibrational kinetic energy is the most used for applications such as development of micro generators and noise harvesters [Kaźmierski & Beeby, 2011]. In this approach, mechanical energy is converted to electricity by using piezoelectric, capacitive or inductive transducers [Kaźmierski & Beeby, 2011]. In the piezoelectric transduction the dynamical strain is converted into electrical energy, in inductive conversion, oscillation of magnets induces electric current in coils while in capacitive transduction, geometrical variations induce voltage. Vibration-based energy harvesting research has largely focused on linear electromechanical devices excited at resonance [Kaźmierski & Beeby, 2011]. In most of the reported studies, the energy harvesters are designed as linear resonators by matching the resonant frequency of the harvester with that of the external excitation to extract maximum power. This maximum power extraction depends on the quality factor (Q factor) of the linear resonator. However, it is viable only when the excitation frequency is known a priori. Moreover, a maximum energy extraction with a high Q factor will paradoxically imply a limited and narrow frequency range within which energy can be harvested. The performance of these systems is therefore rapidly degraded if the excitation frequency is far from the resonant one and they are efficient effective when an optimum design is implemented by tuning the resonance frequency to match with the ambient source vibrations frequency. However, in environments where no single dominant frequency exists, these performances can be lowered significantly as the excitation frequency moves away from the designed frequency [Gammaitoni et al., 2011]. Some solutions have been reported recently to remedy these problems. Among them, resonance tuning and frequency up-conversion techniques [Tang et al., 2000; Ralman et al., 2010]. These methods can overcome the above mentioned problems at the expense of making their implementation a challenging task. For instance, resonance tuning implies the change of the mass of the harvester while frequency-up conversion would imply the use of an array of resonators which would increase the size and cost of the harvester and making it not a suitable choice for small self-powered portable devices. Traditionally, nonlinearities are to be avoided in device design. However, recently these nonlinearities have been shown to have potential to allow designers to take advantages of nonlinear behavior in certain applications [Gammaitoni et al., 2011] where the performance of energy harvesters is enhanced by inducing a bistable potential well through introducing suitable polynomial nonlinearities inducing a double well potential effect which makes the harvester efficient in a broad frequency range including low frequencies. By using this approach, rather than resonance frequency tuning, the nonlinearity of the system is exploited to improve the performances of the energy harvester within a wide frequency range outperforming, in this way, classical resonant energy harvesters [Gammaitoni et al., 2011], [Trigona et al., 2011]. In [Andò et al., 2010] another double well working principle was proposed, modeled and numerically simulated using statistical differential equations approach by considering a random input vibration source to describe the behavior of micro-electromechanical systems (MEMS). In [Masana & Daqqaq, 2012], a methodology for nonlinear energy harvesting by exploiting super-harmonic resonances of a bistable vibrator was proposed lowering, in this way, the bandwidth to low frequency ranges. It has been demonstrated both theoretically and experimentally that a harvester with a bistable potential energy well can exhibit large voltage levels that are favorable for energy harvesting at frequencies close to one half of the excitation frequency. These techniques have been demonstrated to work both at the micro scale [Gammaitoni et al., 2009] and nano scale [López-Suárez et al., 2011]. Polynomial nonlinearity is not the only way to enhance the performances of the harvesters at low frequencies. In [Triplett et al., 2011] a piecewise linear (PWL) system was proposed for vibration-based energy harvesting applications. The performance of the harvester when some suitable parameters vary were characterized by numerical simulations. In [El Aroud et al., 2013a], this system was reconsidered and its dynamical behavior was studied by...
time-domain and frequency-domain numerical simulations using long-time integration performed on a continuous-time PWL model. Other studies dealing with PWL systems that can be used as energy harvesters can be found in [Bendame and Abdel-Rahman, 2012], [Soliman et al., 2008] where a prototype of an electromagnetic micro generator is designed and analyzed both numerically and experimentally. PWL switched systems constitute a special class of hybrid systems [Liberzon, 2003] and arise often in practical control systems when some nonlinear components such as switching, dead-zone, saturation, relays, and hysteresis are encountered. Most of the PWL systems studied in the literature are characterized by switching among linear subsystems when certain fixed boundaries in the state space are reached [Mandal et al., 2013-a], [Mandal et al., 2013-b], [Xiong et al., 2013], [Xie et al., 2013]. Although each subsystem is linear, the dynamics of the overall switching system is highly nonlinear and its analysis requires sophisticated computational tools [Mandal and Banerjee, 2012].

The aim of this paper is to present some analytical tools to study the nonlinear behavior of this kind of systems and in particular to apply these tools to study in details the dynamical behavior and to carry out the stability analysis of the system considered recently in [Triplet et al., 2011] and [El Aroudi et al., 2013a]. Different approaches will be combined to reveal the richness of the dynamical behaviors that this system can exhibit and to perform its stability analysis. For such a switched complex system, cross checking the results using different tools is necessary. In this paper, stability analysis is performed using Floquet theory combined with Fillipov technique, Poincaré map modeling and Finite Difference Method (FDM). Discrete-time Poincaré map approach allows one to obtain the fixed point corresponding to the steady-state periodic orbit in the continuous domain. By performing a small-signal perturbation in the vicinity of this fixed point, the Jacobian matrix of the discrete time-model is obtained and stability analysis can be carried out straightforwardly. Although by using Floquet theory combined with Fillipov method, the stability analysis can be carried out by using the monodromy matrix in the same way, there is a still a need to use the discrete-time modeling to get the steady-state periodic orbit at which the monodromy matrix must be evaluated. In both previous approaches, the switching sequence of the periodic orbit must be determined beforehand. This is not the case of the FDM in which the switching sequence is not needed.

The rest of the paper is organized as follows. In Section 2, a brief description of the PWL system considered in this study is provided. The dynamical model of this system is presented and its different configurations are unfolded in Section 3. In Section 4, stability analysis is performed using Floquet theory combined with Fillipov technique, Poincaré map modeling and FDM. Numerical simulations illustrating bifurcation diagrams, time-domain waveforms and state-space trajectories are presented in Section 5 when the some suitable system parameters are varied. The Floquet multipliers are calculated for different periodic orbits using different approaches all giving the same result. Symmetry breaking or pitchfork, flip or period doubling and chaotic motion are shown to occur in the system. The performance of the system in terms of the harvested energy is studied in the same section. Finally, conclusions and discussions are presented in the last section.

2. System description

Vibration-based energy harvesting is the process in which mechanical energy is transformed into electricity. This process allows to convert the kinetic energy from a moving body due to ambient vibrations into electrical energy through a certain electromechanical mechanism. Energy harvesters can be modeled by single degree of freedom spring-mass systems. In the present work we study the dynamical behavior of a PWL energy harvester first considered in [Triplet et al., 2011]. The schematic diagram of the system is shown in Fig. 1. It consists of a spring-mass-damper system where a piecewise linear (PWL) model for the friction and the stiffness is considered which represents their respective spatial limitation [Triplet et al., 2011]. The total damping of the system is composed of a constant mechanical damping $b_m$ and an electromagnetic damping $b_e$ described as [Soliman et al., 2008], [Tulloch, 2011]

$$b_e = \frac{(B\ell)^2}{R_C + R_L}$$

(1)

where $B$ is the induced magnetic field, $\ell$ is the length of the coil, $R_C$ is its resistance and $R_L$ is the load resistance. The piecewise linearity comes from the fact that the electromechanical coupling is assumed to be significant only over a finite interval for the displacement $x$ of the mass $m$. Moreover, the restoring force $f_r(x)$ acting on the inertial mass is assumed to contain an interval of zero stiffness, with a linear term outside this region. In particular, the state dependent mechanical damping factor $\beta(x)$ can be expressed as the sum of an electromechanical damping term
Fig. 1. Schematic diagram the spring-mass-damper system with spatial limitations. The system damping and stiffness change when the displacement reaches the value $\pm x_e$ and $\pm d$ respectively.

$\beta_e(x)$ depending on the state and a purely mechanical constant term $b_m$, i.e., $\beta(x) = \beta_e(x) + b_m$, where the term $\beta_e(x)$ is given by

$$\beta_e(x) = \begin{cases} b_e & \text{if } |x| \leq x_e \\ 0 & \text{if } |x| > x_e \end{cases}$$

(2)

where $x_e$ is the length of the interval within which the electromechanical coupling is assumed to exist. The restoring force $f_r(x)$ is expressed as follows

$$f_r(x) = \begin{cases} k(x + d) & \text{if } x < -d \\ 0 & \text{if } |x| \leq d \\ k(x - d) & \text{if } x > d \end{cases}$$

(3)

where $d$ is the length of the interval within which the restoring force $f_r(x)$ acting on the inertial mass is assumed to be zero. Note that the stiffness corresponding to a linear spring can be restored from (3) by just putting $d = 0$. Similarly, making $b_e = 0$ in (2), one can recover the linear mechanical damping case.

3. Dynamical model

Let us consider that the system is driven with an external force $f(t)$. Therefore, the equation of the motion can be written as follows

$$\ddot{x} + \frac{1}{m} (\beta(x) \dot{x} + f_r(x)) = \frac{f(t)}{m}$$

(4)

where $x$ is the mass displacement, $\omega_f$ is the harmonic forcing angular frequency, and the overdot stands for taking the derivative with respect to time. Let $y = \dot{x}$ be the velocity of the mass. Then, (4) can be written in the following form:

$$\dot{y} = \frac{1}{m} (\beta(x) y + f_r(x)) + \frac{f(t)}{m}$$

(6)

Different kinds of external vibrational source $f(t)$ can be considered. In some cases, these sources are governed by stochastic laws and their parameters can only be known in terms of statistical parameters such as mean values and variances [López-Suárez et al., 2011], [El Aroudi et al., 2013b]. However there are other applications where
these sources can be considered deterministic signals such as in rotating machines and in vehicle and aircraft tires [Toh et al., 2007]. In the first case the idealized excitation sinusoidal term will only represent an approximation of the real case. For simplicity in the study of bifurcation phenomena and stability analysis a simple sinusoidal vibrational $T$–periodic source is considered, i.e., $f(t) = F \sin(\omega f t)$, where $T = 2\pi/\omega f$. Yet, when performing numerical simulations a Case study corresponding to a noisy vibrational source will be considered. The dynamics of the system is highly dependent on the system parameters. As the system is PWL, the dynamics for each system configuration can be described by a linear differential equation which can be written in the following form: $\dot{x} = A_i x + B_i(t)$, where $x = (x, y)$ is the system vector of state variables and where $i = 1 \ldots 8$ is an index whose value depends on the configuration that the system takes. It will be shown that in all cases $A_i$ is a constant matrix while $B_i(t)$ is a time varying periodic vector.

3.1. **Symmetry properties in the model**

Theorem 1. Let $x_1(t)$ be solution of (5)-(6). Then, either $x_1(t)$ is nonsymmetric and there exists another solution $x_2(t)$ given by

$$x_2(t) = -x_1(t + \frac{T}{2})$$

(7)

or $x_1(t)$ is a unique symmetric solution with half period odd symmetry, i.e., $x_1(t) = -x_1(t + \frac{T}{2})$.

Proof. Let us write the model (5)-(6) as follows:

$$\dot{x} = f(x, t)$$

(8)

The proof is straightforward by using (5)-(6) and observing that $f(-x, t + \frac{T}{2}) = f(x, t)$ ■

3.2. **System linear configurations**

Depending on the values of parameters $d$ and $x_e$, different sequences and configurations can take place. Figure 2 shows the possible cases depending on whether $d < x_e$ or $x_e < d$, $b_e \to 0$ or $d \to 0$. All possible transitions and their different conditions are represented in Fig. 3.

3.2.1. **Case 1: $x_e < d$**

This corresponds to Fig. 2(a). In this case, there are four different possible configurations ($C_1 \ldots C_4$) that the system can take. These configurations are

- **Configuration 1 ($C_1$):** $f_x(x) = k(x + d)$ and $\beta(x) = b_m$. From (5)-(6), the system matrix $A$ and vector $B$ are

$$A_1 = \begin{pmatrix} 0 & 1 \\ -k/m & -b_m/m \end{pmatrix}, \quad B_1 = \begin{pmatrix} 0 \\ m(F \sin(\omega f t) - kd) \end{pmatrix}$$

(9)

- **Configuration 2 ($C_2$):** $f_x(x) = 0$ and $\beta(x) = b_m$. From (5)-(6), the system matrix $A$ and vector $B$ are

$$A_2 = \begin{pmatrix} 0 & 1 \\ 0 & -b_m/m \end{pmatrix}, \quad B_2 = \begin{pmatrix} 0 \\ m \sin(\omega f t) \end{pmatrix}$$

(10)

- **Configuration 3 ($C_3$):** $f_x(x) = 0$ and $\beta(x) = b_m + b_c$. From (5)-(6), the system matrix $A$ and vector $B$ are

$$A_3 = \begin{pmatrix} 0 & 1 \\ 0 & -b_m/b_c \end{pmatrix}, \quad B_3 = \begin{pmatrix} 0 \\ m \sin(\omega f t) \end{pmatrix}$$

(11)

- **Configuration 4 ($C_4$):** $f_x(x) = k(x - d)$ and $\beta(x) = b_m$. From (5)-(6), the system matrix $A$ and vector $B$ are

$$A_4 = \begin{pmatrix} 0 & 1 \\ -k/m & -b_m/m \end{pmatrix}, \quad B_4 = \begin{pmatrix} 0 \\ m(F \sin(\omega f t) + kd) \end{pmatrix}$$

(12)
3.2.2. Case 2: $d < x_e$

This corresponds to Fig. 2(b). In this case, in addition to the previous configurations, two new ones appear and Configuration $C_2$ disappears. The configurations for this case are given as follows:

- Configuration 5 ($C_5$): $f_r(x) = k(x + d)$ and $\beta(x) = b_m + b_c$. From (5)-(6), the system matrix $A$ and vector $B$ are

$$A_5 = \begin{pmatrix} 0 & \frac{1}{m} \\ -\frac{k}{m} & -\frac{b_m + b_c}{m} \end{pmatrix}, \quad B_5 = \begin{pmatrix} 0 \\ \frac{1}{m}(F \sin(\omega f t) - kd) \end{pmatrix}$$

- Configuration 6 ($C_6$): $f_r(x) = k(x - d)$ and $\beta(x) = b_m + b_c$. From (5)-(6), the system matrix $A$ and vector $B$ are
\[ A_6 = \begin{pmatrix} 0 & -\frac{k}{m} - b_e/m \\ \frac{1}{m} & 0 \end{pmatrix}, \quad B_6 = \begin{pmatrix} 0 \\ \frac{1}{m}(F \sin(\omega_f t) + kd) \end{pmatrix} \] (14)

3.2.3. **Case 3: \( b_e \to 0 \)**

This corresponds to Fig. 2(c). In this case, the system can only switch among three configurations which are Configurations \( C_1, C_2 \) and \( C_4 \).

3.2.4. **Case 3: \( d \to 0 \)**

This corresponds to Fig. 2(d). In this case, the system can switch between two new configurations which are Configurations \( C_7, C_8 \) given below

- **Configuration 7 (C7):** \( f_r(x) = kx \) and \( \beta(x) = b_m \). From (5)-(6), the system matrix \( A \) and vector \( B \) are

  \[ A_7 = \begin{pmatrix} 0 & 1 \\ -\frac{k}{m} - b_m/m \end{pmatrix}, \quad B_7 = \begin{pmatrix} 0 \\ \frac{F}{m} \sin(\omega_f t) \end{pmatrix} \] (15)

- **Configuration 8 (C8):** \( f_r(x) = kx \) and \( \beta(x) = b_m + b_e \). From (5)-(6), the system matrix \( A \) and vector \( B \) are

  \[ A_8 = \begin{pmatrix} 0 & 1 \\ -\frac{k}{m} - b_m + b_e/m \end{pmatrix}, \quad B_8 = \begin{pmatrix} 0 \\ \frac{F}{m} \sin(\omega_f t) \end{pmatrix} \] (16)

As mentioned above, the linear case can be recovered from this PWL system by just making \( b_e \to 0 \) and \( d \to 0 \). In this case, the frequency response can be expressed in closed form by the following equations corresponding to the displacement and the velocity respectively

\[ X(j\omega) = \frac{\frac{F}{m}}{-\omega^2 + \frac{k}{m}j\omega + \frac{k}{m}} \] (17)

\[ Y(j\omega) = j\omega \frac{\frac{F}{m}}{-\omega^2 + \frac{k}{m}j\omega + \frac{k}{m}} \] (18)

These expressions will be used to compare the frequency response of the PWL system with the linear equivalent system.

3.3. **Closed-form solutions corresponding to the different linear configurations**

Note that the system for each configuration can be described by a linear differential equation with a periodic input. Let us define the vectors \( B \) and \( B_d \) as follows

\[ B_d = \begin{pmatrix} 0 \\ \frac{kd}{m} \end{pmatrix} \] (19)

where the positive sign in the expression of \( B_d \) applies for Configurations \( C_4 \) and \( C_6 \) and the negative one applies for Configurations \( C_1 \) and \( C_5 \). For other configurations, the corresponding vector \( B_d \) is zero. The solution for the trajectory \( \mathbf{x}(t) \) corresponding to Configuration \( C_i \) which takes place starting from an initial time instant \( t_i \) with an initial state \( \mathbf{x}(t_i) \) can be expressed as follows

\[ \mathbf{x}(t) = e^{A_i(t-t_i)} \mathbf{x}(t_i) + \int_{t_i}^{t} e^{A_i(t-\tau)} B_i(\tau) d\tau := \Phi_i(t-t_i) \mathbf{x}(t_i) + \Psi_i(t, t_i) \] (20)
where the matrix $\Phi_i$ is the state transition matrix corresponding to configuration $C_i$ that can be expressed as follows

$$\Phi_i(t) = e^{A_i t}$$

while the vector $\Psi_i$ is given by

$$\Psi_i(t, t_i) = (A_i^2 + \omega_f^2 I)^{-1} (\Phi_i(t - t_i)(\omega_f \cos(\omega_f t_i) + A_i \sin(\omega_f t_i)) - \omega_f I \cos(\omega_f t) - A_i \sin(\omega_f t)B + A^{-1}(\Phi_i(t - t_i) - I)B_d$$

### 4. Stability analysis of periodic orbits in the PWL system

Different approaches can be used to perform the stability analysis of the system under study. We will present here three different methods. The first approach will be based on a Poincaré map function [El Aroudi et al., 2007]. The second approach is the Floquet theory ([Aizerman and Gantmakher, 1958]) together with Fillipov methods for systems with discontinuous vector field [Fillipov, 1988], [Leine and Nijmeijer, 2004], [Giaouris et al., 2008]. The third approach is based on the FDM together with Floquet theory [Nayfeh et al., 2009], [Nayfeh and Balachandran, 1995].

#### 4.1. Poincaré map modeling

Let us consider that within an interval of time $(nT, (n + 1)T)$, $(n \in \mathbb{N})$ a system trajectory is composed by $N_c$ different possible configurations of the system, where $T = 2\pi/\omega_f$ is the period of the external force. Let us also consider that the switching from one configuration to another occurs at time instants $t_{i,n}$, $i = 1 \ldots N_c$, when a threshold condition in the form $\sigma_i(x(t_{i,n}), t_{i,n}) = 0$ is fulfilled. More specifically, let us suppose that the system take the following configurations during their corresponding time subintervals within an entire cycle $(nT, (n + 1)T)$

Configuration 1($C_1$) : $\dot{x} = A_1 x + B_1(t) := f_1(x, t)$ for $t \in [t_{0,n}, t_{1,n}]

Configuration 2($C_2$) : $\dot{x} = A_2 x + B_2(t) := f_2(x, t)$ for $t \in [t_{1,n}, t_{2,n}]

\vdots

Configuration $i$($C_i$) : $\dot{x} = A_i x + B_i(t) := f_i(x, t)$ for $t \in [t_{i-1,n}, t_{i,n}]

\vdots

(23)

where $A_i$ and $B_i$ are the system matrices during phase $i(i = 1, 2, \ldots, N_c)$. In all the cases, while $A_i$ is a constant matrix, $B_i$ is a time varying periodic vector. $x$ is the vector of the state variables. The switching conditions can be written in the following compact form

$$\sigma(x_n, t_n) := \begin{bmatrix}
\sigma_1(x_n, t_1) \\
\sigma_2(x_n, t_2) \\
\vdots
\end{bmatrix} = \begin{bmatrix}
Kx(t_{1,n}) - x_1 \\
Kx(t_{2,n}) - x_2 \\
\vdots
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
\vdots
\end{bmatrix}$$

(24)

where $t_n = [t_{1,n}, t_{2,n}, \ldots, t_{i,n}, \ldots]^T$ is the vector of switching instants within the $n$th cycle, $K = [1 \ 0]$ is a suitable vector to select the displacement state variable $x$ from the complete state vector $x$, (Note that $Kx = x$) and $x_i$ is suitable boundary value for taking into account space limitations. Note that $x_i$ can take only the values of $\pm d$ or $\pm x_i$. By stacking-up the solutions during their corresponding switching intervals, a Poincaré map can be built to carry out orbital stability analysis of different periodic orbits. The general expression of the map is as follows

$$x_{n + 1} = f(x_n, t_n)$$

(25)

$$\sigma(x_n, t_n) = 0$$

(26)

where $x_n := x(nT)$ is the vector of the state variables at time instants $nT, n = 1, 2, \ldots$. The functions $f$ and $\sigma$ can be determined by stacking-up the solutions during one switching cycle.
To simplify notation, let \( t_{n,i} = t_i \). The mapping \( f \) in (25) that relates the state variable \( x_n \) at the beginning of an entire cycle to \( x_{n+1} \), that at the end of the same cycle, can expressed as follows

\[
f(x_n, t_n) = \prod_{i=M}^{1} \Phi_i(t_i - t_{i-1})x_n + \sum_{j=1}^{M-1} \prod_{i=M}^{j+1} \Phi_i(t_i, t_{i-1})\Psi_j(t_j, t_{j-1}) + \Psi_{N_c}(T, t_{N_c-1})
\]

while by using (20) the general switching constraint \( \sigma(x_n, t_n) = 0 \) in (26) can be written in the following form

\[
\sigma(x_n, t_n) = \begin{pmatrix}
K(\Phi_1(t_1)x_n + \Psi_1(t_1)) - x_1 \\
K(\Phi_2(t_2 - t_1)[\Phi_1(t_1)x_n + \Psi_1(t_1)] + \Psi_2(t_2, t_1)) - x_2 \\
\vdots
\end{pmatrix} = \begin{pmatrix}
0 \\
0 \\
\vdots
\end{pmatrix}
\]

The map (27) and the constraint (28) define a generalized Poincaré map for a PWL switching system with \( N_c \) configurations.

### 4.1.1 Fixed points

The fixed points \( X \) of the map correspond to periodic orbits of the PWL system. They can be obtained by enforcing the periodicity: \( x_n = x_{n+1} = X \). Using the expression of \( P \), \( X \) can be expressed in terms of switching time instants \( t_i \) and system matrices \( \Phi_i \) and vectors \( \Psi_i \). Enforcing periodicity in (27) and solving for \( X \), one obtains that the fixed point can be expressed as follows

\[
X = \left( I - \prod_{i=N_c}^{1} \Phi_i(t_i, t_{i-1}) \right)^{-1} \left( \sum_{j=1}^{N_c-1} \prod_{i=N_c}^{j+1} \Phi_i(t_i, t_{i-1})\Psi_j(t_j, t_{j-1}) + \Psi_{N_c}(T, t_{N_c-1}) \right)
\]

where \( I \) is an identity matrix with appropriate size. In the steady state \( t_n = t \) is the vector of switching instants corresponding to the fixed point \( X \). To obtain these instants, we can replace \( x_n \) in (28) by \( X \) using the expression in (29) and we obtain the general switching condition \( \sigma(t) = 0 \) depending only on \( t \). Solving this vectorial equation for \( t \) (recall that \( t_i = nT \) and \( t_{n+1,i} = (n+1)T \) are known), we can replace \( t \) in (29) and obtain the fixed points of the map. In general, the solution of the equation \( \sigma(t) = 0 \) is not available in closed-form since this equation is transcendental. Therefore a root-finding algorithm should be applied. Once the fixed points are located, their stability analysis may be carried out by obtaining the Jacobian matrix \( J \) and studying the local behavior of the map \( P \) near these fixed points. In the next subsection the Jacobian matrix corresponding to the PWL system is obtained.

### 4.1.2 Jacobian matrix and stability analysis of nominal periodic orbits

The stability of fixed points \( X \), of the map \( f \), can be investigated using the Jacobian matrix \( J \). This matrix is obtained in closed form in terms of the switching instants \( t_i \). The expression of the Jacobian matrix \( J \) can be expressed as follows

\[
J = \frac{\partial f}{\partial x_n} + \frac{\partial f}{\partial t_n} \frac{dt_n}{dx_n}
\]

where we have assumed that all parameters are constants during the entire cycle. Differentiating (26), we can write

\[
0 = \frac{\partial \sigma}{\partial x_n} dx_n + \frac{\partial \sigma}{\partial t_n} dt_n
\]

from which we can deduce \( \frac{dt_n}{dx_n} \) and replace its expression in (30) to obtain

\[
J = \frac{\partial f}{\partial x_n} - \frac{\partial f}{\partial t_n} \left( \frac{dt_n}{dx_n} \right)^{-1} \frac{d\sigma}{dt_n}
\]

By calculating each term in (31), the Jacobian matrix \( J \) can be obtained in a straightforward manner (see [El Aroudi et al., 2007] for more details). Evaluating this Jacobian matrix in a fixed point and computing its corresponding eigenvalues \( \lambda_i \) would give us the stability of its underlying periodic orbit. If \( J \) has all eigenvalues within the unit circle, the periodic orbit is stable (no bifurcating or hyperbolic orbit). If an eigenvalue crosses the unit circle from inside to outside, the periodic orbit loses its stability and this is a sign of a bifurcation.
4.2. Floquet theory and Filippov method

Another approach for stability analysis of PWL systems is based on the Floquet theory and the eigenvalues of the fundamental solution matrix over one entire cycle. This matrix is also called the monodromy matrix. For piecewise smooth systems, as is the case for the system considered in this study, the monodromy matrix can be constructed from the product of the state transition matrices corresponding to each sub-cycle and the corresponding saltation matrix [Leine and Nijmeijer, 2004].

Let \( x \) be the vector of state variables as defined previously, and during a switching cycle, let \( t_i \) be the switching instant corresponding to when the system changes its dynamics from Configuration \( C_i \) to \( C_{i+1} \). For each configuration, the system equations are linear and time invariant. An approach for stability analysis of piecewise linear systems is based on the Floquet theory and the eigenvalues of the monodromy matrix. The eigenvalues of this matrix are called Floquet multipliers. For piecewise linear systems, as is the case for the system considered in this study, the monodromy matrix can be constructed from the product of the state transition matrices corresponding to each sub-cycle and the corresponding saltation matrix [Leine and Nijmeijer, 2004; Aizerman and Gantmakher, 1958; Filippov, 1988; Giaouris et al., 2008].

Suppose a trajectory \( x(t) \) starts at time instant \( t_i \) and is passing from the Configuration \( C_i \) described by the vector field \( A_i x + B_i(t) := f_i(x, t) \), intersects the switching boundary described by the equation \( \sigma_i(x, t) = 0 \) at \( t_i \), and goes to Configuration \( C_{i+1} \) given by the vector field \( A_{i+1} x + B_{i+1}(t) := f_{i+1}(x, t) \). It has been shown, using the Filippov method ([Filippov, 1988; Leine and Nijmeijer, 2004; Giaouris et al., 2008]), that when there is a transversal intersection, the state transition matrix across the switching boundary, called also the salutation matrix \( S_i \), is given by

\[
S_i = I + \frac{(f_{i+1}(x(t_i)) - f_i(x(t_i))) K_i}{K_i f_i(x) + \frac{\partial \sigma_i}{\partial t} |_{t=t_i}}
\]

(32)

where \( I \) is a unitary matrix with appropriate size. Then, the monodromy matrix \( M \) for a piecewise linear system with \( N_c \) different configurations can be composed during a complete cycle as follows

\[
M(x(0)) = \Phi_{N_c} S_{N_c-1} \ldots \Phi_2 S_1 \Phi_1
\]

(33)

where \( \Phi_i = \Phi_i(t_i - t_{i-1}) = e^{A_i(t_i-t_{i-1})}, i = 1 \ldots N_c \), is the state transition matrix corresponding to the interval \( (t_{i-1}, t_i) \) within which Configuration \( C_i \) is taking place. It is worth noting that the previous approach can be applied to periodic orbits with any period. In this paper we have used this approach for studying the stability of \( T \)-periodic and \( 2T \)-periodic orbits for different operating sequences characterized both by different values of \( N_c \). It is also worth noting that the monodromy matrix \( M(x(0)) \) turns out to coincide with the Jacobian matrix \( J \) of the Poincaré map evaluated at the fixed point \( x(0) \) which in turn coincides with the fixed point \( X \) given in (29) in the case of a stroboscopic Poincaré mapping.

4.3. Finite Difference Method (FDM)

The analytical methods which has been presented above depends essentially on the assumption that the system switches according to a well known and fixed sequence, an assumption which is justifiable if under parameter changes, the same sequence holds. One would be like to be able to know under which set of parameter values the system sequence can be altered. The difficulty is that one cannot hope to have a general result embracing all the cases. It might be possible, however, to deal with stability analysis without assuming any switching sequence using the FDM.

In the FDM [Nayfeh et al., 2009], in order to examine the periodic response of the PWL system to the harmonic loading, we discretize the orbit, whose period is identically equal to \( T \), using \( m+1 \) equally-spaced points between time instants \( t_0 \) and \( t_m \) and enforce the periodicity condition \( x_0 = x_m, \) where \( x_0 = x(t_0) \) and \( x_m = x(t_m) \). Such condition implies that the first and last points of the orbit (points \( x_0 \) and \( x_m \) ) are identical. Consequently, the orbit is time-discretized using \( m \) intervals. At each of these points, we have the following set of equations for \( p = 0 \ldots m \).

\[
\dot{x}_p = y_p
\]

(34)

\[
\dot{y}_p = -\frac{1}{m} (\beta(x_p)y_p + f_r(x_p)) + \frac{F}{m} \sin(\omega t_p)
\]

(35)
The FDM can now be applied to system (34)-(35) to yield a set of nonlinear algebraic equations. In this case, a two-step explicit central-difference scheme is used to approximate the time derivatives [Nayfeh and Balachandran, 1995]. Therefore, for an \( m + 1 \) FDM-discretized orbit, the PWL dynamics can be approximated by a set of \( 2m \) nonlinear algebraic equations in \( 2m \) unknown displacements and velocities. These equations can be solved for the unknowns using the Newton-Raphson method. The stability of each obtained orbit can then be found by combining FDM discretization with Floquet theory [Nayfeh et al., 2009].

5. Numerical Results

5.1. Dimensionless parameters and state variables

To reduce the number of bifurcation parameters let us define the following dimensionless parameters

\[
\begin{align*}
    b'_m &= \frac{b_m}{m \omega_0}, & b'_e &= \frac{b_e}{m \omega_0}, & x'_e &= \frac{x_e}{d}, & F' &= \frac{F}{kd}, & \omega' &= \frac{\omega_f}{\omega_0}
\end{align*}
\]

where \( \omega_0 = \sqrt{k/m} \). This dimensionless formulation allows us to decrease the number of parameters from eight to five. Let us also define the following dimensionless state variables and time

\[
\begin{align*}
    t' &= \omega_0 t, & x' &= \frac{x}{d}, & y' &= \frac{y}{d \omega_0}
\end{align*}
\]

For convenience, in the following we drop the use of primes in the definition of dimensionless state variables and parameters.

5.2. Bifurcation behavior and stability analysis of periodic solutions

The value of the dimensionless excitation frequency considered in this section is \( \omega_f = 0.3 \). Without loss of generality let us take the force intensity as a primary bifurcation parameter while the parameter \( x_e \) will be considered as a secondary bifurcation parameter. Time-domain series trajectories in the state-space and bifurcation diagrams will be computed and bifurcation phenomena will be explained by using the Floquet multipliers. The frequency response of the system will also be computed and its performance represented by the average harvested power will be presented.

5.2.1. Case study 1: \( x_e = 0.3, \ b_m = 0.2 \) and \( b_e = 0.4 \)

Figure 4(a) shows the bifurcation diagram of the system by taking the amplitude \( F \) of the external force as a bifurcation parameter. For \( F < 0.4 \), the system exhibits a stable \( T \)-periodic orbit with a half period odd symmetry. At \( F \approx 0.4 \) a symmetry breaking or a pitchfork bifurcation takes place. At this critical value of the bifurcation parameter, the symmetric \( T \)-periodic orbit becomes unstable and two new non-symmetric stable \( T \)-periodic solutions emerge. These orbits can also undergo a period doubling bifurcation by further increasing \( F \) leading to the appearance of two \( 2T \)-periodic orbits. In this case study, the first period doubling occurs at \( F \approx 0.48 \). Successive period doubling may lead to chaotic behavior. This occur for \( F \approx 1 \). The corresponding Floquet multipliers and the period of the periodic orbits are plotted in Fig. 4(b) where both kinds of instabilities can be identified by observing the values of the characteristic multipliers at the critical points. Namely, at a symmetry breaking bifurcation, one of the Floquet multipliers is equal to 1 while at a period doubling bifurcation one of these multipliers is equal to \(-1\). It can be observed that bubbles of bifurcations in the vicinity of \( F \approx 1.3 \) are sandwiched by period doubling bifurcations born from symmetry breaking or pitchfork bifurcation.

It is worth noting here that the three previously presented methods for computing the Floquet multipliers gave the same results. In the FDM, \( m = 100 \) intervals are used for each forcing period and then equations (34)-(35) are integrated and Floquet multipliers are calculated according the approach explained in Section 4.3. Hereinafter, the systematic approach based on obtaining a Poincaré map and its Jacobian matrix is used after identifying the switching sequence of the orbit.

5.2.2. Case study 2: \( x_e = 0.5, \ b_m = 0.2 \) and \( b_e = 0.4 \)

All other parameters are the same as before except \( x_e \) which is increased. The resulting bifurcation diagram is shown in Fig. 5. Comparing this case with the previous one, it can be observed that as the secondary bifurcation parameter
Fig. 4. Bifurcation diagrams, Floquet multipliers and fundamental period of the different stable periodic solutions of the PWL system taking $F$ as a bifurcation parameter for $x_c = 0.3$, $b_m = 0.2$ and $b_e = 0.4$.

Fig. 5. Bifurcation diagrams, characteristic multipliers and fundamental period of the different stable periodic solutions of the PWL system taking $F$ as a bifurcation parameter for $x_c = 0.5$, $b_m = 0.2$ and $b_e = 0.4$.

value is increased to $x_c = 0.5$ some period doubling bifurcations and the associated chaotic regimes disappear and the system exhibits periodic orbits with different periods. Figure 6 and 7 show the time-domain waveforms and the state-space trajectories for different values of the bifurcation parameter $F$. When two stable orbits coexist, both are plotted in the same figure. Different switching sequences and motion regimes can be identified for the system:

- For $F = 0.45$ the switching sequence is as follows
  \[ C_3 \rightarrow C_2 \rightarrow C_4 \rightarrow C_2 \rightarrow C_3 \rightarrow C_2 \rightarrow C_1 \rightarrow C_2 \ldots \]  (38)

For this value of $F$, the system periodic orbit is stable and exhibits a half period odd symmetry as it can be observed in the time-domain waveforms and in the system state-space trajectory (Fig. 6(a) and Fig. 7-(a)).

- As the parameter $F$ is increased, the unique stable periodic orbit exhibits a symmetry breaking or a pitchfork bifurcation at $F \approx 0.45$. Two new solutions emerge while the previous one loses its stability through a pitchfork bifurcation. Fig. 6(b) and Fig. 7(b) show the behavior of the system just after this bifurcation takes place. It can be observed that two different orbits coexist for the same set of parameter values. Moreover, one of the orbits is half period odd symmetric with respect to the other. This situation is more enhanced by increasing $F$ further (Fig. 6(c))
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and Fig. 7(c)). The switching sequence for the two new emerged solutions are as follows

\[ C_3 \rightarrow C_2 \rightarrow C_4 \rightarrow C_2 \rightarrow C_4 \rightarrow C_2 \rightarrow C_1 \rightarrow C_2 \ldots \]  

(39)

- By increasing \( F \) further both orbits undergo a period doubling bifurcation and two different \( 2T \)-periodic orbits emerge (Fig. 6(d) and Fig. 7(d)). This can be confirmed by the fact that one of the Floquet multipliers crosses the unit circle form the point (-1, 0) in the complex plane.
- This orbit can also undergo a period doubling bifurcation and a \( 4T \)-periodic orbit is exhibited.

Similar phenomena occur reversely as the the bifurcation parameter is increased till the \( T \)-periodic orbit becomes symmetric stable and unique as is illustrated in the time-domain waveforms of Fig. 6(e) and Fig. 6(f) and their corresponding state-space trajectories of Fig. 7(e) and Fig. 7(f).

5.2.3. Case study 3: \( x_e = 1.2, \ b_m = 0.2 \) and \( b_e = 0.4 \)

All other parameters are the same as before except \( x_e \) which is further increased in this case to 1.2. The bifurcation diagram and the corresponding Floquet multipliers are plotted in Fig. 8. It can be observed that all period doubling bifurcations disappeared and only symmetry breaking bifurcation can take place.

5.2.4. Case study 4: \( x_e = 10, \ b_m = 0 \) and \( b_e = 0.25 \)

In this case, \( x_e = 10 >> 1 \) in such a way that the corresponding boundary is not visited by the state variable \( x \) and the number of configurations in a switching sequence is reduced. The parameters \( b_m \) and \( b_e \) are selected such that the total damping is constant and the only existing boundaries are the ones corresponding to the stiffness change taking place at \( x = \pm 1 \) in the dimensionless formulation. As before, the bifurcation diagram together with Floquet multipliers are plotted. These are shown in Figure 9. The results obtained in this figure is similar to Figure 4 since both of them correspond to practically the same average total damping. In fact, the damping in Figure 4 is a little bit larger than in Figure 9, and hence some instabilities disappear because of this extra damping. As in the case of Figure 4, pitchfork bifurcation takes place first resulting in symmetry breaking of the orbits. These undergo period
Fig. 7. Trajectories of the PWL system for different values of $F$. Boundaries are also shown in dashed lines.

Fig. 8. Bifurcation diagram, Floquet multipliers and fundamental period of the stable periodic solutions of the PWL system taking $F$ as a bifurcation parameter for $x_e = 1.2$, $b_m = 0.2$ and $b_e = 0.4$.

doubling bifurcation when the bifurcation parameter is increased. Bubbles of bifurcation sandwiched by period doubling bifurcations born from symmetry breaking bifurcation can also be observed. These results show that the influence of $x_e$ is merely quantitative and its effect is equivalent to the one observed if the damping is modified.

5.3. Performances of the system in terms of the harvested power

In this section the performance of the system as an energy harvester will be studied and will be compared with a linear counterpart. First a purely harmonic excitation is considered. Then a noisy vibrational input will be used as an external excitation for the PWL system.
5.3.1. Purely harmonic excitation

In this case, the excitation angular frequency is swept in the low frequency range (0.1, 1) while the base excitation intensity is varied in the range (0.25, 1). Without loss of generality, case study 2 is considered corresponding to \( x_e = 0.5, b_m = 0.2 \) and \( b_e = 0.4 \).
for a sufficiently large value of $N$.

$$P_{\text{avg}} = \frac{1}{NT} \int_0^{NT} \beta_c(x)y^2(t)dt$$  \hspace{1cm} (40)

Figure 11(b) shows the average harvested power from the PWL system in terms of the force intensity for different values of driving force $\omega_f$. For low values of the forcing amplitude the average power increases proportionally to the force intensity. However, it can also be noticed a sudden jump of the amplitude at a certain critical value of force intensity which is depending on the driving frequency. This behavior has been also observed in [Triplett et al., 2011]. Note however that this will occur only if the driving frequency is selected within an appropriate interval as it can be observed in Fig. 10(b).
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Fig. 11. Frequency responses of the PWL system and linear equivalent system for different values of $F$ (a) and the average harvested power of the PWL system in terms of the force intensity $F$ for different values of driving frequency $\omega_f$ (b).

5.3.2. Noisy excitation

In this case, a band limited white noise is added to the harmonic excitation force of the system. The maximum bandwidth $\omega_{bw}$ and the noise power $P_n$ are two parameters that merit special attention but we have fixed them to $\omega_{bw} = 5\sqrt{k/m}$ and $P_n = P_s/10$, where $P_s = F^2/2$ is the sinusoidal force power. As before, case study 2 is considered corresponding to $x_e = 0.5$, $b_m = 0.2$ and $b_e = 0.4$. Figure 12 shows the time domain response and the trajectory of the system for $F = 0.45$. Comparing this figure with Figs. 6(a) and 7(a), it can be observed that the existence of a noisy environment does not alter significantly the dynamics of the system. A mesh plot of the average harvested power is depicted in Fig. 13(a). Compared with Fig. 10(b), the performance of the PWL system with a noisy excitation, in terms of the harvested power, is similar to the one with a purely harmonic vibration source. The efficiency $\eta$ of the system defined as the ratio between $P_{\text{avg}}$ the average harvested power and the total average excitation power $P_{\text{tot}}$ [Hendijanizadeh et al., 2013] is also computed and it is shown in Fig. 13(b). It has been observed that the region of maximum efficiency do not correspond always to the region of the maximum harvested power and that the efficiency $\eta$ in this region can reach values between 50% and 60%.

6. Conclusions and discussions

In this work, we studied the dynamics of a PWL spring-mass single degree of freedom system for energy harvesting applications. The linear configurations corresponding to different regions of the state-space, where stiffness
and restoring force take different values, were derived. The frequency response and time-domain waveforms were obtained and compared in this study. It was shown through long-time integration of the dynamical model and the corresponding frequency response, that the harvested power could be larger than that obtained from a linear equivalent system for both purely harmonic and noisy vibrational excitations. In particular, we found that for relatively low frequencies and intensities of the vibration source, the average harvested energy in the PWL system is larger as compared to the linear equivalent system. This could be an advantage for potential use of this system in low frequency ambient vibrational-based energy harvesting. The numerical results show that the system exhibits a rich variety of nonlinear phenomena such as pitchfork and flip bifurcations, coexistence of solutions and chaotic behavior. Stability analysis of the PWL system was performed using three different methods taking a special care with its switching nature and a good matching between them was obtained. It is worth noting that the cases which it has been possible to describe in the present paper are very limited. This can be ascribed quite simply to the fact that many other switching sequences, not considered in this study, can also take place for certain sets of parameter values. However, the analysis can be drastically simplified if the border corresponding to the damping is eliminated, as it was done in case study 4, since it has been verified that dynamics is depending mainly on the effective average total damping.
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