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Abstract

The geometric framework for the Hamilton–Jacobi theory is used to study this theory in the ambient of higher-order mechanical systems, both in the Lagrangian and Hamiltonian formalisms. Thus, we state the corresponding Hamilton–Jacobi equations in these formalisms and apply our results to analyze some particular physical examples.
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1 Introduction

As it is well known, in classical mechanics, Hamilton–Jacobi theory is a way to integrate a
system of ordinary differential equations (Hamilton equations) that, through an appropriate
canonical transformation [2, 18], is led to equilibrium. The equation to be satisfied by the
generating function of this transformation is a partial differential equation whose solution allows
us to integrate the original system. In this respect, Hamilton–Jacobi theory provides important
physical examples of the deep connection between first-order partial differential equations and
systems of first-order ordinary differential equations. It is also very close, from the classical side,
to the Schrödinger equation of quantum mechanics since a complete solution of the Hamilton–
Jacobi equation allows us to reconstruct an approximate solution of the Schrödinger equation
(see for instance [14, 30]). For these reasons, Hamilton–Jacobi theory has been a matter of
continuous interest and has been studied classically also in other ambients [12].

From the viewpoint of geometric mechanics, the intrinsic formulation of Hamilton–Jacobi
equation is also clear [11, 28, 29]. Nevertheless, in the paper [8] a new geometric framework for
the Hamilton–Jacobi theory was presented and the Hamilton–Jacobi equation was formulated
both in the Lagrangian and in the Hamiltonian formalisms of autonomous and non-autonomous
mechanics. A similar generalization of the Hamilton-Jacobi formalism was outlined in [20].

Later on, this new geometric framework was used to state the Hamilton–Jacobi theory in
many different situations, such as non-holonomic mechanical systems [10, 17, 21, 23, 31, 32].
geometric mechanics on Lie algebroids [3] and almost-Poisson manifolds [26], singular systems [25], control theory [5, 11, 42], classical field theories [22, 24] and partial differential equations in general [40], the geometric discretization of the Hamilton–Jacobi equation [33], and others [1, 9].

The aim of this paper is to go ahead in this program, applying this geometric description of the Hamilton–Jacobi theory in the ambient of higher-order mechanical systems. These kind of systems appear in many models in theoretical and mathematical physics; for instance in the mathematical description of relativistic particles with spin, string theories, gravitation, Podolsky’s electromagnetism and others, in some problems of fluid mechanics and classical physics, and in numerical models arising from the geometric discretization of first-order dynamical systems (see [34, 35] for a long but non-exhaustive list of references). The geometric descriptions of these systems use higher-order tangent and jet bundles (see, for instance, [7, 15, 16, 19, 27, 34, 35, 36]).

Up to our knowledge, the Hamilton–Jacobi equation for these kind of systems has deserved little attention (although an approach to the problem for higher-order field theories can be found in [39]). This paper wants to fill this gap.

Thus, after establishing some basic concepts and notation about higher-order tangent and jet bundles in Section 2, we state in Section 3 the generalized and the standard Hamilton–Jacobi problems for the Lagrangian formalism of higher-order systems, including a discussion about complete solutions to both problems and detailed coordinate expressions of the Lagrangian Hamilton–Jacobi equations so obtained. Section 4 is devoted to present the Hamilton–Jacobi complete solutions to both problems and detailed coordinate expressions of the Lagrangian Hamilton–Jacobi equations so obtained. Section 4 is devoted to present the Hamilton–Jacobi complete solutions to both problems and detailed coordinate expressions of the Lagrangian Hamilton–Jacobi equations so obtained. Section 4 is devoted to present the Hamilton–Jacobi complete solutions to both problems and detailed coordinate expressions of the Lagrangian Hamilton–Jacobi equations so obtained. Section 4 is devoted to present the Hamilton–Jacobi complete solutions to both problems and detailed coordinate expressions of the Lagrangian Hamilton–Jacobi equations so obtained. Section 4 is devoted to present the Hamilton–Jacobi complete solutions to both problems and detailed coordinate expressions of the Lagrangian Hamilton–Jacobi equations so obtained. Section 4 is devoted to present the Hamilton–Jacobi complete solutions to both problems and detailed coordinate expressions of the Lagrangian Hamilton–Jacobi equations so obtained. Section 4 is devoted to present the Hamilton–Jacobi complete solutions to both problems and detailed coordinate expressions of the Lagrangian Hamilton–Jacobi equations so obtained. Section 4 is devoted to present the Hamilton–Jacobi complete solutions to both problems and detailed coordinate expressions of the Lagrangian Hamilton–Jacobi equations so obtained. Section 4 is devoted to present the Hamilton–Jacobi complete solutions to both problems and detailed coordinate expressions of the Lagrangian Hamilton–Jacobi equations so obtained. Section 4 is devoted to present the Hamilton–Jacobi complete solutions to both problems and detailed coordinate expressions of the Lagrangian Hamilton–Jacobi equations so obtained. Section 4 is devoted to present the Hamilton–Jacobi complete solutions to both problems and detailed coordinate expressions of the Lagrangian Hamilton–Jacobi equations so obtained.

All the manifolds are real, second countable and C∞. The maps and the structures are assumed to be C∞. Sum over repeated indices is understood.

2 Higher-order tangent bundles and canonical structures

(See [27, 37] for details).

Let Q be a n-dimensional manifold, and k ∈ Z+. The kth order tangent bundle of Q is the (k + 1)n-dimensional manifold T^kQ made of the k-jets of the bundle π: R × Q → R with fixed source point t = 0 ∈ R; that is, T^kQ = J^k_0π. It is a 1-codimensional submanifold of J^k_0π.

We have the following natural projections (for r ≤ k):

\[ ρ^k_r: T^kQ \rightarrow T^rQ, \quad j^r_0φ \mapsto j^r_0φ \; ; \quad β^k: T^kQ \rightarrow Q, \quad j^k_0φ \mapsto φ(0) \]

where j^r_0φ denotes a point in T^rQ; that is, the equivalence class of a curve φ: I ⊂ R → Q by the k-jet equivalence relation. Notice that ρ^k_0 = β^k, where T^0Q is canonically identified with Q, and ρ^k_0 = Id_{T^kQ}. Observe also that ρ^k_l ◦ ρ^l_s = ρ^k_s, for 0 ≤ s ≤ l ≤ r ≤ k.

The natural projections ρ^k_s: T^rQ → T^sQ are smooth surjective submersions and, furthermore, the triple (T^rQ, ρ^k_s, T^sQ) is a smooth fiber bundle with fiber R^{(r−s)n} (see [37]). In particular, (T^kQ, ρ^k_r, T^rQ) is a smooth fiber bundle with fiber R^{(k−r)n}, for 0 ≤ r ≤ k; that is, T^kQ is canonically endowed with k + 1 different affine bundle structures given by the projections.
\[ \rho^k_0, \rho^k_1, \ldots, \rho^k_k. \] In the sequel, we refer to this fiber bundle structure as the \( \rho^k \)-bundle structure of \( T^k Q \).

If \( (U, \varphi) \) is a local chart in \( Q \), with \( \varphi = (\varphi^A), 1 \leq A \leq n \), and \( \phi : \mathbb{R} \to Q \) is a curve in \( Q \) such that \( \phi(0) \in U \); by writing \( \phi^A = \varphi^A \circ \phi \), the \( k \)-jet \( j^k_0 \phi \) is given in \( (\beta^k)^{-1}(U) = T^k U \) by \( (q^A, q^A_1, \ldots, q^A_k) \), where

\[ q^A = \phi^A(0) ; \quad q^A_i = \frac{d^i \phi^A}{dt^i} \bigg|_{t=0} . \]

with \( 1 \leq i \leq k \). Usually we write \( q^A_0 \) instead of \( q^A \), and so we have local coordinates \( (q^A_0, q^A_1, \ldots, q^A_k) = (q^A_i) \), with \( 0 \leq i \leq k \), in the open set \( (\beta^k)^{-1}(U) \subseteq T^k Q \). Using these coordinates, the local expression of the canonical projections are

\[ \rho^k_r (q^A_0, q^A_1, \ldots, q^A_k) = (q^A_0, q^A_1, \ldots, q^A_r) ; \quad \beta^k_r (q^A_0, q^A_1, \ldots, q^A_k) = (q^A_k) . \]

Hence, local coordinates in the open set \( (\beta^k)^{-1}(U) \subseteq T^k Q \) adapted to the \( \rho^k \)-bundle structure are \( (q^A_0, q^A_1, q^A_r, \ldots, q^A_k) \), and a section \( s \in \Gamma(\rho^k_r) \) is locally given in this open set by \( s(q^A_0, \ldots, q^A_r) = (q^A_0, q^A_1, s^A_{r+1}, \ldots, s^A_k) \), where \( s^A_j \) (with \( r+1 \leq j \leq k \)) are local functions.

Now, consider the bundle \( \pi : \mathbb{R} \times Q \to \mathbb{R} \) and the natural projection \( \pi^s : J^s \pi \to J^s \pi \), for \( 0 \leq s \leq r \). Let \( \mathcal{X}(\pi^s) \) be the module of vector fields along the projection \( \pi^s \).

**Definition 1** If \( X \in \mathcal{X}(\mathbb{R}) \), \( \phi \in \Gamma(\pi) \) and \( t_o \in \mathbb{R} \), the \( k \)th holonomic lift of \( X \) by \( \phi \) is defined as the vector field \( j^k X \in \mathcal{X}(\pi^k) \) whose associated derivation satisfies

\[ (d_{j^k X} f)(j^k(\phi(t_o))) = d_X(f \circ j^k \phi)(t_o) , \]

for every \( f \in C^\infty(J^k \pi) \); where \( d_{j^k X} \) and \( d_X \) are the derivations associated to \( j^k X \) and \( X \), respectively.

In local coordinates, if \( X \in \mathcal{X}(\mathbb{R}) \) is given by \( X = X_o \frac{\partial}{\partial t} \), then the \( k \)th holonomic lift of \( X \) is

\[ j^k X = X_o \left( \frac{\partial}{\partial t} + \sum_{i=0}^{k} q^A_i \frac{\partial}{\partial q^A_i} \right) . \]

The (non-autonomous) total time derivative is the derivation associated to the \( k \)th holonomic lift of the coordinate vector field \( \frac{\partial}{\partial t} \in \mathcal{X}(\mathbb{R}) \), which is denoted by \( \frac{d}{dt} \in \mathcal{X}(\pi^k) \), and whose local expression is

\[ \frac{d}{dt} = \frac{\partial}{\partial t} + \sum_{i=0}^{k} q^A_i \frac{\partial}{\partial q^A_i} . \]

Using the identification \( J^k \pi \cong \mathbb{R} \times T^k Q \) and denoting by \( \pi_2 : \mathbb{R} \times Q \to Q \) the natural projection and all the induced projections in higher-order jet bundles, we have the following diagram

\[
\begin{array}{ccc}
\mathbb{R} \times T^{k+1} Q & \xrightarrow{\pi_2} & T^{k+1} Q \\
\downarrow{\pi^k} & & \downarrow{\rho^k} \\
\mathbb{R} \times T^k Q & \xrightarrow{\pi_2} & T^k Q
\end{array}
\]
Hence, the total time derivative induces a vector field \( T \in \mathfrak{X}(\rho^{k+1}_k) \), which satisfies
\[
T_{pr_2(j^{k+1}\phi)} = T_{\pi_2} \circ \frac{d}{dt|_{j^{k+1}\phi}},
\]
and the derivation associated to the vector field \( T \), denoted by \( d_T \), is called the (autonomous) total time derivative, or Tulczyjew’s derivation.

The total time derivative in higher-order tangent bundles can be introduced in an equivalent way without using explicitly the jet bundle structure (see [38] for details).

**Definition 2** A curve \( \psi: \mathbb{R} \to T^kQ \) is holonomic of type \( r \), \( 1 \leq r \leq k \), if \( j^{k-r+1}\phi = \rho_k^{k-r+1} \circ \psi \), where \( \phi = \beta^k \circ \psi: \mathbb{R} \to Q \); that is, the curve \( \psi \) is the lifting of a curve in \( Q \) up to \( T^{k-r+1}Q \).

In particular, a curve \( \psi \) is holonomic of type 1 if \( j^k\phi = \psi \), with \( \phi = \beta^k \circ \psi \). Throughout this paper, holonomic curves of type 1 are simply called holonomic.

**Definition 3** A vector field \( X \in \mathfrak{X}(T^kQ) \) is a semispray of type \( r \), \( 1 \leq r \leq k \), if every integral curve \( \psi \) of \( X \) is holonomic of type \( r \).

The local expression of a semispray of type \( r \) is
\[
X = q^1_1 \frac{\partial}{\partial q^0_1} + q^2_2 \frac{\partial}{\partial q^1_1} + \ldots + q^k_{k-1} \frac{\partial}{\partial q^k_{k-1}} + F^A_{k-r+1} \frac{\partial}{\partial q^A_{k-r+1}} + \ldots + F^A_k \frac{\partial}{\partial q^A_k}.
\]

It is clear that every holonomic curve of type \( r \) is also holonomic of type \( s \), for \( s \geq r \). The same remark is true for semisprays.

Observe that semisprays of type 1 in \( T^kQ \) are the analogue to the holonomic (or SODE) vector fields in first-order mechanics. Their local expressions are
\[
X = q^1_1 \frac{\partial}{\partial q^0_1} + q^2_2 \frac{\partial}{\partial q^1_1} + \ldots + q^k_{k-1} \frac{\partial}{\partial q^k_{k-1}} + F^A_k \frac{\partial}{\partial q^A_k}.
\]

If \( X \in \mathfrak{X}(T^kQ) \) is a semispray of type \( r \), a curve \( \phi: \mathbb{R} \to Q \) is said to be a path or solution of \( X \) if \( j^k\phi \) is an integral curve of \( X \); that is, \( j^k\phi = X \circ j^k\phi \), where \( j^k\phi \) denotes the canonical lifting of \( j^k\phi \) from \( T^kQ \) to \( T(T^kQ) \). Then, in coordinates, \( \phi \) verifies the following system of differential equations of order \( k + 1 \):
\[
\frac{d^{k-r+2}\phi^A_k}{dt^{k-r+2}} = X^A_{k-r+1} \left( \phi, \frac{d\phi}{dt}, \ldots, \frac{d^k\phi}{dt^k} \right), \ldots, \frac{d^{k+1}\phi^A_k}{dt^{k+1}} = X^A_k \left( \phi, \frac{d\phi}{dt}, \ldots, \frac{d^k\phi}{dt^k} \right).
\]
3 The Hamilton-Jacobi problem in the Lagrangian formalism

Let $Q$ be the configuration space of an autonomous dynamical system of order $k$ with $n$ degrees of freedom (that is, $Q$ is a $n$-dimensional smooth manifold), and let $\mathcal{L} \in C^\infty(T^kQ)$ be the Lagrangian function for this system. From the Lagrangian function $\mathcal{L}$, we can construct the Poincaré-Cartan forms $\theta_\mathcal{L} \in \Omega^1(T^{2k-1}Q)$ and $\omega_\mathcal{L} = -d\theta_\mathcal{L} \in \Omega^2(T^{2k-1}Q)$, as well as the Lagrangian energy $E_\mathcal{L} \in C^\infty(T^{2k-1}Q)$. The coordinate expressions of these elements are

$$
\theta_\mathcal{L} = \sum_{r=1}^{k} \sum_{i=0}^{k-r} (-1)^i d_T^r \left( \frac{\partial \mathcal{L}}{\partial q^A_{r+i}} \right) dq^A_{r-1},
$$

$$
\omega_\mathcal{L} = \sum_{r=1}^{k} \sum_{i=0}^{k-r} (-1)^{i+1} d_T^r \left( \frac{\partial \mathcal{L}}{\partial q^A_{r+i}} \right) \wedge dq^A_{r-1},
$$

$$
E_\mathcal{L} = \sum_{r=1}^{k} q^A_{r} \sum_{i=0}^{k-r} (-1)^i d_T^r \left( \frac{\partial \mathcal{L}}{\partial q^A_{r+i}} \right) - \mathcal{L}.
$$

We assume that the Lagrangian function is regular, and then $\omega_\mathcal{L}$ is a symplectic form. Then the dynamical equation for this Lagrangian system, which is

$$
i(X_\mathcal{L}) \omega_\mathcal{L} = dE_\mathcal{L},
$$

has a unique solution $X_\mathcal{L} \in \mathfrak{x}(T^{2k-1}Q)$ which is a semispray of type 1 in $T^{2k-1}Q$. (For a detailed description of the Lagrangian and Hamiltonian formalisms of higher-order dynamical systems see, for instance, [27, 34, 35, 36]).

3.1 The generalized Lagrangian Hamilton-Jacobi problem

Following [1] and [8], we first state a general version of the Hamilton-Jacobi problem in the Lagrangian setting, which is the so-called generalized Lagrangian Hamilton-Jacobi problem. For first-order systems, this problem consists in finding vector fields $X$ such that the liftings of any integral curve of $X$ to $TQ$ by $X$ itself is an integral curve of the Lagrangian vector field $X_\mathcal{L}$. In higher-order systems we can state an analogous problem. Thus, we have the following definition:

**Definition 4** The generalized $k$th-order Lagrangian Hamilton-Jacobi problem consists in finding a section $s \in \Gamma(p^{2k-1}_{k-1})$ and a vector field $X \in \mathfrak{x}(T^{k-1}Q)$ such that, if $\gamma: \mathbb{R} \to T^{k-1}Q$ is an integral curve of $X$, then $s \circ \gamma: \mathbb{R} \to T^{2k-1}Q$ is an integral curve of $X_\mathcal{L}$; that is,

$$
X \circ \gamma = \dot{\gamma} \implies X_\mathcal{L} \circ (s \circ \gamma) = \dot{s} \circ \gamma.
$$

**Remark:** Observe that, since $X_\mathcal{L}$ is a semispray of type 1, then every integral curve of $X_\mathcal{L}$ is the $(2k-1)$-jet lifting of a curve in $Q$. In particular, this holds for the curve $s \circ \gamma$, that is, there exists a curve $\phi: \mathbb{R} \to Q$ such that

$$
j^{2k-1}\phi = s \circ \gamma.
$$

Then, composing both sides of the equality with $p^{2k-1}_{k-1}$ and bearing in mind that $s \in \Gamma(p^{2k-1}_{k-1})$, we obtain

$$
\gamma = j^{k-1}\phi,
$$

which is the solution of the generalized Hamilton-Jacobi problem.
that is, the curve $\gamma$ is the $(k - 1)$-jet lifting of a curve in $Q$. This enables us to restate the problem as follows: The generalized $k$th-order Lagrangian Hamilton-Jacobi problem consists in finding a vector field $X_0 \in \mathfrak{X}(Q)$ such that, if $\phi: \mathbb{R} \to Q$ is an integral curve of $X_0$, then $j^{2k-1}\phi: \mathbb{R} \to T^{2k-1}Q$ is an integral curve of $X_L$; that is,

$$X_0 \circ \phi = \dot{\phi} \implies X_L \circ (j^{2k-1}\phi)) = j^{2k-1}\Phi.$$

Nevertheless, we will stick to the previous statement (Definition 4) in order to give several different characterizations of the problem.

It is clear from Definition 4 that the vector field $X \in \mathfrak{X}(T^{k-1}Q)$ cannot be chosen independently from the section $s \in \Gamma(\rho_{k-1}^{2k-1})$. In fact:

**Proposition 1** The pair $(s, X) \in \Gamma(\rho_{k-1}^{2k-1}) \times \mathfrak{X}(T^{k-1}Q)$ satisfies the condition $(2)$ if, and only if, $X$ and $X_L$ are $s$-related; that is, $X_L \circ s = T s \circ X$.

*(Proof)* If $(s, X)$ satisfies the condition $(2)$, then for every integral curve $\gamma$ of $X$, we have

$$X_L \circ (s \circ \gamma) = \overline{s} \circ \dot{\gamma} = T s \circ \dot{\gamma} = T s \circ X \circ \gamma,$$

but, as $X$ has integral curves through every point $\bar{y} \in T^{k-1}Q$, this is equivalent to $X_L \circ s = T s \circ X$.

Conversely, if $X_L$ and $X$ are $s$-related and $\gamma: \mathbb{R} \to T^{k-1}Q$ is an integral curve of $X$, we have

$$X_L \circ s \circ \gamma = T s \circ X \circ \gamma = T s \circ \dot{\gamma} = \overline{s} \circ \dot{\gamma}.$$

Hence, the vector field $X \in \mathfrak{X}(T^{k-1}Q)$ is related with the Lagrangian vector field $X_L$ and with the section $s \in \Gamma(\rho_{k-1}^{2k-1})$. As a consequence of Proposition 1, composing both sides of the equality $X_L \circ s = T s \circ X$ with $\rho_{k-1}^{2k-1}$ and bearing in mind that $\rho_{k-1}^{2k-1} \circ s = \text{Id}_{T^{k-1}Q}$, we have:

**Corollary 1** If $(s, X)$ satisfies condition $(2)$, then $X = T \rho_{k-1}^{2k-1} \circ X_L \circ s$.

Thus, the vector field $X$ is completely determined by the section $s \in \Gamma(\rho_{k-1}^{2k-1})$, and it is called the vector field associated to $s$. The following diagram illustrates the situation

Since the vector field $X$ is completely determined by the section $s$, the search of a pair $(s, X) \in \Gamma(\rho_{k-1}^{2k-1}) \times \mathfrak{X}(T^{k-1}Q)$ satisfying condition $(2)$ is equivalent to the search of a section $s \in \Gamma(\rho_{k-1}^{2k-1})$ such that the pair $(s, T \rho_{k-1}^{2k-1} \circ X_L \circ s)$ satisfies the same condition. Thus, we can give the following definition:
**Definition 5** A solution to the generalized $k$th-order Lagrangian Hamilton-Jacobi problem for $X_L$ is a section $s \in \Gamma(\rho_{k-1})$ such that, if $\gamma: \mathbb{R} \to T^{k-1}Q$ is an integral curve of $T\rho_{k-1}^2 \circ X_L \circ s$, then $s \circ \gamma: \mathbb{R} \to T^{2k-1}Q$ is an integral curve of $X_L$, that is,

$$T\rho_{k-1}^2 \circ X_L \circ s \circ \gamma = \dot{\gamma} \implies X_L \circ (s \circ \gamma) = \dot{s} \circ \gamma.$$

Finally, we have the following result, which gives some equivalent conditions for a section to be a solution to the generalized $k$th-order Lagrangian Hamilton-Jacobi problem:

**Proposition 2** The following assertions on a section $s \in \Gamma(\rho_{k-1})$ are equivalent.

1. The section $s$ is a solution to the generalized $k$th-order Lagrangian Hamilton-Jacobi problem.

2. The submanifold $\text{Im}(s) \hookrightarrow T^{2k-1}Q$ is invariant by the Euler-Lagrange vector field $X_L$ (that is, $X_L$ is tangent to the submanifold $s(T^{k-1}Q) \hookrightarrow T^{2k-1}Q$).

3. The section $s$ satisfies the equation

$$i(X)(s^*\omega_L) = d(s^*E_L),$$

where $X = T\rho_{k-1}^2 \circ X_L \circ s$ is the vector field associated to $s$.

(Proof)

(1 $\iff$ 2) Let $s$ be a solution to the generalized $k$th-order Lagrangian Hamilton-Jacobi problem. Then by Proposition 1 the Lagrangian vector field $X_L \in \mathfrak{X}(T^{2k-1}Q)$ is $s$-related to the vector field $X = T\rho_{k-1}^2 \circ X_L \circ s \in \mathfrak{X}(T^{k-1}Q)$ associated to $s$, and thus for every $\bar{y} \in T^{k-1}Q$ we have

$$X_L(s(\bar{y})) = (X_L \circ s)(\bar{y}) = (Ts \circ X)(\bar{y}) = Ts(X(\bar{y})).$$

Hence, $X_L(s(\bar{y})) = Ts(X(\bar{y}))$ and therefore $X_L$ is tangent to the submanifold $\text{Im}(s) \hookrightarrow T^{2k-1}Q$.

Conversely, if the submanifold $\text{Im}(s)$ is invariant under the flow of $X_L$, then $X_L(s(\bar{y})) \in T(s(\bar{y}) \text{Im}(s))$, for every $\bar{y} \in T^{k-1}Q$; that is, there exists an element $u_\bar{y} \in T_{\bar{y}}T^{k-1}Q$ such that $X_L(s(\bar{y})) = T_{\bar{y}}s(u_\bar{y})$. If we define $X \in \mathfrak{X}(T^{k-1}Q)$ as the vector field that satisfies $T_{\bar{y}}s(X_{\bar{y}}) = X_L(s(\bar{y}))$, then $X$ is a vector field in $T^{k-1}Q$, since $X = T\rho_{k-1}^2 \circ X_L \circ s$, and it is $s$-related with $X_L$. Therefore, by Proposition 1 $s$ is a solution to the generalized $k$th-order Lagrangian Hamilton-Jacobi problem.

(1 $\iff$ 3) Let $s$ be a solution to the generalized $k$th-order Lagrangian Hamilton-Jacobi problem. Taking the pull-back of the Lagrangian dynamical equation (1) by the section $s$ we have

$$s^*i(X_L)\omega_L = s^*dE_L = d(s^*E_L),$$

but since $X$ and $X_L$ are $s$-related by Proposition 1 we have that $s^*i(X_L)\omega_L = i(X)s^*\omega_L$, and hence we obtain

$$i(X)s^*\omega_L = d(s^*E_L).$$

Conversely, consider the following vector field along the section $s \in \Gamma(\rho_{k-1})$

$$D_L = X_L \circ s - Ts \circ X: T^{k-1}Q \to T(T^{2k-1}Q).$$
We want to prove that $D_L = 0$ or equivalently, as $\omega_L$ is non-degenerate, that $(\omega_L)_{s(\bar{y})}(D_L(\bar{y}), Z_{s(\bar{y})}) = 0$, for every tangent vector $Z_{s(\bar{y})} \in T_{s(\bar{y})}T^{2k-1}Q$. Taking the pull-back of the Lagrangian dynamical equation, and using the hypothesis, we have

$$s^*(i(X_L)\omega_L) = s^*dE_L = d(s^*E_L) = i(X)(s^*\omega_L),$$

and then the form $s^*(i(X_L)\omega_L) - i(X)(s^*\omega_L) \in \Omega^1(T^{k-1}Q)$ vanishes. Therefore, for every $\bar{y} \in T^{k-1}Q$ and $u_{\bar{y}} \in T_{\bar{y}}T^{k-1}Q$, we have

$$0 = (s^*i(X_L)\omega_L - i(X)(s^*\omega_L))_{\bar{y}}(u_{\bar{y}}) = (\omega_L)_{s(\bar{y})}(X_L(s(\bar{y})), T_{\bar{y}}s(u_{\bar{y}})) - (\omega_L)_{s(\bar{y})}(T_{\bar{y}}s(X_{\bar{y}}), T_{\bar{y}}s(u_{\bar{y}})) = (\omega_L)_{s(\bar{y})}(X_L(s(\bar{y})) - T_{\bar{y}}s(X_{\bar{y}}), T_{\bar{y}}s(u_{\bar{y}})) = (\omega_L)_{s(\bar{y})}(D_L(\bar{y}), T_{\bar{y}}s(u_{\bar{y}})).$$

Therefore, $(\omega_L)_{s(\bar{y})}(D_L(\bar{y}), A_{s(\bar{y})}) = 0$, for every $A_{s(\bar{y})} \in T_{s(\bar{y})}\text{Im}(s)$. Now recall that every section defines a canonical splitting of the tangent space of $T^{2k-1}Q$ at every point given by

$$T_{s(\bar{y})}T^{2k-1}Q = T_{s(\bar{y})}\text{Im}(s) \oplus V_{s(\bar{y})}(\rho_{k-1}^{2k-1}).$$

Thus, we only need to prove that $(\omega_L)_{s(\bar{y})}(D_L(\bar{y}), B_{s(\bar{y})}) = 0$, for every vertical tangent vector $B_{s(\bar{y})} \in V_{s(\bar{y})}(\rho_{k-1}^{2k-1})$. Equivalently, as $\omega_L$ is annihilated by the contraction of two $\rho_{k-1}^{2k-1}$-vertical vectors, it suffices to prove that $D_L$ is vertical with respect to that submersion. Indeed,

$$T_{\rho_{k-1}^{2k-1}} \circ D_L = T_{\rho_{k-1}^{2k-1}} \circ (X_L \circ s - Ts \circ X)$$

$$= T_{\rho_{k-1}^{2k-1}} \circ X_L \circ s - T_{\rho_{k-1}^{2k-1}} \circ Ts \circ X$$

$$= T_{\rho_{k-1}^{2k-1}} \circ X_L \circ s - T(\rho_{k-1}^{2k-1} \circ s) \circ X$$

$$= T_{\rho_{k-1}^{2k-1}} \circ X_L \circ s - X = 0$$

Therefore $(\omega_L)_{s(\bar{y})}(D_L(\bar{y}), Z_{s(\bar{y})}) = 0$, for every $Z_{s(\bar{y})} \in T_{s(\bar{y})}T^{2k-1}Q$, and as $\omega_L$ is non-degenerate, we have that $X_L$ and $X$ are $s$-related, and by Proposition 1 $s$ is a solution to the generalized $k$th-order Lagrangian Hamilton-Jacobi problem.

Observe that if $s \in \Gamma(\rho_{k-1}^{2k-1})$ is a solution to the generalized $k$th-order Lagrangian Hamilton-Jacobi problem then, taking into account Corollary 1, we can conclude that the integral curves of the Lagrangian vector field $X_L$ contained in $\text{Im}(s)$ project to $T^{k-1}Q$ by $\rho_{k-1}^{2k-1}$ to integral curves of $T_{\rho_{k-1}^{2k-1}} \circ X_L \circ s$. The converse, however, is not true unless we assume further assumptions.

**Remark:** Notice that, except for the third item in Proposition 2, all the results stated in this Section hold for every vector field $Z \in \mathfrak{X}(T^{2k-1}Q)$, not only for the Lagrangian vector field $X_L$. Indeed, the assumption for $X_L$ being the Lagrangian vector field solution to the equation 1 is only needed to prove that the section $s \in \Gamma(\rho_{k-1}^{2k-1})$ and its associated vector field $X \in \mathfrak{X}(T^{k-1}Q)$ satisfy some kind of dynamical equation in $T^{k-1}Q$.

**Coordinate expression:** Let $(q_i^A)$ be local coordinates in $Q$, and $(q_0^A, \ldots, q_{2k-1}^A)$ the induced natural coordinates in $T^{2k-1}Q$. Then, local coordinates in $T^{2k-1}Q$ adapted to the $\rho_{k-1}^{2k-1}$-bundle structure are $(q_0^A, \ldots, q_{k-1}^A, q_k^A, \ldots, q_{2k-1}^A) \equiv (q_i^A, q_j^A)$, where $i = 0, \ldots, k-1$ and $j = k, \ldots, 2k-1$. Until the end of this section, the indices $i, j$ will take the values above. Hence, a section $s \in \Gamma(\rho_{k-1}^{2k-1})$ is given locally by $s(q_0^A, \ldots, q_{k-1}^A) = (q_0^A, \ldots, q_{k-1}^A, s_k^A, \ldots, s_{2k-1}^A) \equiv (q_i^A, s_j^A)$, where $s_j^A$ are local smooth functions in $T^{k-1}Q$. 

Let us check what is the local condition for a section \( s \in \Gamma(\rho_{k-1}^{2k-1}) \) to be a solution to the generalized \( k \)th-order Lagrangian Hamilton-Jacobi problem. By Proposition 2, this is equivalent to require the Lagrangian vector field \( X_L \in \mathfrak{X}(T^{2k-1}Q) \) to be tangent to the submanifold \( \text{Im}(s) \hookrightarrow T^{2k-1}Q \). As \( \text{Im}(s) \) is locally defined by the constraints \( q_j^A - s_j^A = 0 \), we must require \( L(X_L)(q_j^A - s_j^A) = X_L(q_j^A - s_j^A) = 0 \) (on \( \text{Im}(s) \)), for \( k \leq j \leq 2k-1, 1 \leq A \leq n \). From [27, 34] we know that the Lagrangian vector field \( X_L \) has the following local expression

\[
X_L = q_j^A \frac{\partial}{\partial q_i^0} + q_j^A \frac{\partial}{\partial q_i^1} + \ldots + q_j^{2k-1} \frac{\partial}{\partial q_i^{2k-2}} + F^A \frac{\partial}{\partial q_i^{2k-1}},
\]

where \( F^A \) are the functions solution to the following system of \( n \) equations

\[
(-1)^k(F^B - d_T(q_j^{B-1}))\frac{\partial^2 L}{\partial q_i^B} = \sum_{l=0}^k (-1)^l d_T \left( \frac{\partial L}{\partial q_i^l} \right) = 0.
\]

(3)

Hence, the condition \( X_L(q_j^A - s_j^A) \big|_{\text{Im}(s)} = 0 \) gives the following equations

\[
s_j^{A+1} - \sum_{i=0}^{k-2} q_{i+1}^B \frac{\partial s_j^A}{\partial q_i^B} - s_k^B \frac{\partial s_j^A}{\partial q_i^{2k-1}} = 0; \quad F^A \big|_{\text{Im}(s)} - \sum_{i=0}^{k-2} q_{i+1}^B \frac{\partial s_j^A}{\partial q_i^B} - s_k^B \frac{\partial s_j^A}{\partial q_i^{2k-1}} = 0,
\]

(4)

This is a system of \( kn \) partial differential equations with \( kn \) unknown functions \( s_j^A \). Thus, a section \( s \in \Gamma(\rho_{k-1}^{2k-1}) \) solution to the generalized \( k \)th-order Lagrangian Hamilton-Jacobi problem must satisfy the local equations [4].

### 3.2 The Lagrangian Hamilton-Jacobi problem

In general, to solve the generalized \( k \)th-order Lagrangian Hamilton-Jacobi problem can be a difficult task, since it amounts to find \( kn \)-dimensional submanifolds of \( T^{2k-1}Q \) invariant by the Lagrangian vector field \( X_L \), or, equivalently, solutions to a large system of partial differential equations with many unknown functions. Therefore, in order to simplify the problem, it is convenient to impose some additional conditions to the section \( s \in \Gamma(\rho_{k-1}^{2k-1}) \), thus considering a less general problem.

**Definition 6** The \( k \)th-order Lagrangian Hamilton-Jacobi problem consists in finding sections \( s \in \Gamma(\rho_{k-1}^{2k-1}) \) solution to the generalized \( k \)th-order Lagrangian Hamilton-Jacobi problem satisfying that \( s^* \omega_L = 0 \). Such a section is called a solution to the \( k \)th-order Lagrangian Hamilton-Jacobi problem.

With the new assumption in Definition 6 a straightforward consequence of Proposition 2 is:

**Proposition 3** Let \( s \in \Gamma(\rho_{k-1}^{2k-1}) \) such that \( s^* \omega_L = 0 \). The following assertions are equivalent:

1. The section \( s \) is a solution to the \( k \)th-order Lagrangian Hamilton-Jacobi problem.
2. \( d(s^* E_L) = 0 \).
3. \( \text{Im}(s) \) is a Lagrangian submanifold of \( T^{2k-1}Q \) invariant by \( X_L \).
4. The integral curves of \( X_L \) with initial conditions in \( \text{Im}(s) \) project onto the integral curves of \( X = T\rho_{k-1}^{2k-1} \circ X_L \circ s \).
Coordinate expression: In coordinates we have
\[
dE_L = \frac{\partial E_L}{\partial q^A_i} dq^A_i + \frac{\partial E_L}{\partial q^A_j} dq^A_j \quad ; \quad (0 \leq i \leq k - 1, \ k \leq j \leq 2k - 1) ,
\]
and taking the pull-back of this 1-form by the section \(s(q^A_i) = (q^A_i, s^A_j(q^A_i))\), we obtain
\[
s^*(dE_L) = \left( \frac{\partial E_L}{\partial q^A_i} + \frac{\partial E_L}{\partial q^A_j} \frac{\partial s^B_j}{\partial q^A_i} \right) dq^A_i.
\]
Hence, the condition \(d(s^*E_L) = 0\) in Proposition 3 is equivalent to the following \(kn\) partial differential equations (on \(\text{Im}(s)\))
\[
\frac{\partial E_L}{\partial q^A_i} + \frac{\partial E_L}{\partial q^A_j} \frac{\partial s^B_j}{\partial q^A_i} = 0
\]
(5)
Therefore, a section \(s \in \Gamma(\rho_{k-1}^{2k-1})\) given locally by \(s(q^A_i) = (q^A_i, s^A_j(q^A_i))\) is a solution to the \(k\)th-order Lagrangian Hamilton-Jacobi problem if, and only if, the local functions \(s^A_j\) satisfy the system of \(2kn\) partial differential equations given by (4) and (5). Note that these \(2kn\) partial differential equations may not be \(C^\infty(U)\)-linearly independent.

In addition to the local equations for the section \(s \in \Gamma(\rho_{k-1}^{2k-1})\), we can state the equations for the characteristic Hamilton-Jacobi function. These equations are a generalization to higher-order systems of the classical Lagrangian Hamilton-Jacobi equations:
\[
\frac{\partial S}{\partial q^A} = \frac{\partial L}{\partial v^A}(q^A, X^A)
\]
(6)

where \(S \in C^\infty(Q)\) is the characteristic function, \(L \in C^\infty(TQ)\) is the first-order Lagrangian, \((q^A, v^A)\) are the natural coordinates in \(TQ\) and \(X^A\) are the component functions of the vector field \(X \in \mathfrak{X}(Q)\) solution to the Lagrangian Hamilton-Jacobi problem [8].

As \(\omega_L = -d\theta_L\), it is clear that \(s^*\omega_L = 0\) if, and only if, \(s^*(d\theta_L) = d(s^*\theta_L) = 0\); that is, \(s^*\theta_L \in \Omega^1(T^{k-1}Q)\) is a closed 1-form. Using Poincaré’s Lemma, \(s^*\theta_L\) is locally exact, and thus there exists \(W \in C^\infty(U)\), with \(U \subseteq T^{k-1}Q\) an open set, such that \(s^*\theta_L|_U = dW\). In coordinates,
\[
\theta_L = \sum_{i=0}^{k-1} \sum_{l=0}^{k-i-1} (-1)^l d_T \left( \frac{\partial L}{\partial q^A_{i+l+1}} \right) dq^A_i ,
\]
and thus the local expression of \(s^*\theta_L\) is
\[
s^*\theta_L = \sum_{i=0}^{k-1} \sum_{l=0}^{k-i-1} (-1)^l d_T \left( \frac{\partial L}{\partial q^A_{i+l+1}} \right) \bigg|_{\text{Im}(s)} dq^A_i
\]
Hence, from the identity \(s^*\theta_L = dW\) we obtain
\[
\frac{\partial W}{\partial q^A_i} = \sum_{l=0}^{k-i-1} (-1)^l d_T \left( \frac{\partial L}{\partial q^A_{i+l+1}} \right) \bigg|_{\text{Im}(s)} ,
\]
(7)
which is a system of \(kn\) partial differential equations for \(W\) that clearly generalizes equations (6) to higher-order systems.
3.3 Complete solutions

In the above Sections we have stated the $k$th-order Hamilton-Jacobi problem in the Lagrangian formalism, and a section $s \in \Gamma(\rho_{k-1})$ solution to this problem gives a particular solution to the dynamical equation \( H \). Nevertheless, this is not a complete solution to the system, since only the integral curves of $X_L$ with initial conditions in $\text{Im}(s)$ can be recovered from the solution to the Hamilton-Jacobi problem. Hence, in order to obtain a complete solution to the problem, we need to foliate the phase space $T^{2k-1}Q$ in such a way that every leaf is the image set of a section solution to the $k$th-order Lagrangian Hamilton-Jacobi problem. The precise definition is:

**Definition 7** A complete solution to the $k$th-order Lagrangian Hamilton-Jacobi problem is a local diffeomorphism $\Phi: U \times T^{k-1}Q \to T^{2k-1}Q$, with $U \subseteq \mathbb{R}^{kn}$ an open set, such that for every $\lambda \in U$, the map $s_\lambda(\bullet) \equiv \Phi(\lambda, \bullet): T^{k-1}Q \to T^{2k-1}Q$ is a solution to the $k$th-order Lagrangian Hamilton-Jacobi problem.

**Remark:** Usually, it is the set of maps $\{s_\lambda | \lambda \in U\}$ which is called a complete solution of the $k$th-order Lagrangian Hamilton-Jacobi problem, instead of the map $\Phi$. Both definitions are clearly equivalent.

It follows from this last definition that a complete solution provides $T^{2k-1}Q$ with a foliation transverse to the fibers, and that every leaf of this foliation has dimension $kn$ and is invariant by the Lagrangian vector field $X_L$.

Let $\Phi$ be a complete solution, and we consider the family of vector fields

$$\left\{X_\lambda = T^\rho_{k-1} \circ X_L \circ s_\lambda \in \mathfrak{X}(T^{k-1}Q) ; \; \lambda \in U \subseteq \mathbb{R}^{kn}\right\},$$

where $s_\lambda \equiv \Phi(\lambda, \bullet)$. Then, the integral curves of $X_\lambda$, for different $\lambda \in U$, will provide all the integral curves of the Lagrangian vector field $X_L$. That is, if $\bar{y} \in T^{2k-1}Q$, then there exists $\lambda_0 \in U$ such that if $p_0 = \rho_{k-1}(\bar{y})$, then $s_{\lambda_0}(p_0) = \bar{y}$, and the integral curve of $X_{\lambda_0}$ through $p_0$, lifted to $T^{2k-1}Q$ by $s_{\lambda_0}$, gives the integral curve of $X_L$ through $\bar{y}$.

4 The Hamilton-Jacobi problem in the Hamiltonian formalism

Let $Q$ be a $n$-dimensional smooth manifold modeling the configuration space of a $k$th-order autonomous dynamical system with $n$ degrees of freedom, and let $h \in C^\infty(T^*(T^{k-1}Q))$ be a Hamiltonian function containing the dynamical information for this system. Using the canonical Liouville forms of the cotangent bundle, namely $\theta_{k-1} = p^A_i dq^i_A \in \Omega^1(T^*(T^{k-1}Q))$ and $\omega_{k-1} = dq^A_i \wedge dp^A_i \in \Omega^2(T^*(T^{k-1}Q))$, where $(q^A_i, p^A_i)$ with $1 \leq A \leq n, 0 \leq i \leq k - 1$ are canonical coordinates on $T^*(T^{k-1}Q)$, we can state the dynamical equation for this Hamiltonian system,

$$i(X_h) \omega_{k-1} = dh,$$ \hspace{1cm} (8)

which has a unique solution $X_h \in \mathfrak{X}(T^*(T^{k-1}Q))$ due to the fact that $\omega_{k-1}$ is non-degenerate, regardless of the Hamiltonian function provided.

As the formalism is developed in the cotangent bundle $T^*(T^{k-1}Q)$, the statement of the Hamiltonian Hamilton-Jacobi theory for higher-order systems follows the same pattern as in the first-order case (see [3]). Next we detail the main results.
4.1 The generalized Hamiltonian Hamilton-Jacobi problem

**Definition 8** The generalized kth-order Hamiltonian Hamilton-Jacobi problem consists in finding a 1-form $\alpha \in \Omega^1(T^{k-1}Q)$ and a vector field $X \in \mathfrak{X}(T^{k-1}Q)$ such that, if $\gamma: \mathbb{R} \to T^{k-1}Q$ is an integral curve of $X$, then $\alpha \circ \gamma: \mathbb{R} \to T^*(T^{k-1}Q)$ is an integral curve of $X_h$; that is,

$$X \circ \gamma = \dot{\gamma} \implies X_h \circ (\alpha \circ \gamma) = \dot{\alpha} \circ \gamma.$$  

(9)

**Proposition 4** The pair $(\alpha, X) \in \Omega^1(T^{k-1}Q) \times \mathfrak{X}(T^{k-1}Q)$ satisfies the condition (9) if, and only if, $X$ and $X_h$ are $\alpha$-related, that is, $X_h \circ \alpha = T\alpha \circ X$.

(Proof) The proof is like in the Lagrangian case and is the same as the one of Prop. 5 in [8].

Now, from Proposition 4, composing both sides of the equality $X_h \circ \alpha = T\alpha \circ X$ with $T\pi_{T^{k-1}Q}$, and bearing in mind that $\alpha \in \Omega^1(T^{k-1}Q) = \Gamma(\pi_{T^{k-1}Q})$, we obtain the following result:

**Corollary 2** If $(\alpha, X)$ satisfies condition (9), then $X = T\pi_{T^{k-1}Q} \circ X_h \circ \alpha$.

Hence, the vector field $X \in \mathfrak{X}(T^{k-1}Q)$ is completely determined by the 1-form $\alpha$, and it is called the vector field associated to $\alpha$. The following diagram illustrates the situation:

Since the vector field $X$ is completely determined by the 1-form $\alpha$, the problem of finding a pair $(\alpha, X) \in \Omega^1(T^{k-1}Q) \times \mathfrak{X}(T^{k-1}Q)$ that satisfies the condition (9) is equivalent to the problem of finding a 1-form $\alpha \in \Omega^1(T^{k-1}Q)$ satisfying the same condition with the associated vector field $T\pi_{T^{k-1}Q} \circ X_h \circ \alpha \in \mathfrak{X}(T^{k-1}Q)$. Hence, we can define:

**Definition 9** A solution to the generalized kth-order Hamiltonian Hamilton-Jacobi problem for $X_h$ is a 1-form $\alpha \in \Omega^1(T^{k-1}Q)$ such that if $\gamma: \mathbb{R} \to T^{k-1}Q$ is an integral curve of $X = T\pi_{T^{k-1}Q} \circ X_h \circ \alpha$, then $\alpha \circ \gamma: \mathbb{R} \to T^*(T^{k-1}Q)$ is an integral curve of $X_h$; that is,

$$T\pi_{T^{k-1}Q} \circ X_h \circ \alpha \circ \gamma = \dot{\gamma} \implies X_h \circ (\alpha \circ \gamma) = \dot{\alpha} \circ \gamma.$$  

Proposition 5 The following conditions on a 1-form $\alpha \in \Omega^1(T^{k-1}Q)$ are equivalent.

1. The form $\alpha$ is a solution to the generalized kth-order Hamiltonian Hamilton-Jacobi problem.

2. The submanifold $\text{Im}(\alpha) \hookrightarrow T^*(T^{k-1}Q)$ is invariant under the flow of the Hamiltonian vector field $X_h$ (that is, $X_h$ is tangent to the submanifold $\text{Im}(\alpha)$).
3. The form $\alpha$ satisfies the equation

$$i(X)\,d\alpha = -d(\alpha^*h),$$

where $X = T\pi_{T^{k-1}Q} \circ X_h \circ \alpha$ is the vector field associated to $\alpha$.

(Proof) The proof follows exactly the same pattern as in Proposition 2, taking into account that from the properties of the tautological form $\theta_{k-1} \in \Omega^1(T^*\!(T^{k-1}Q))$ of the cotangent bundle, that is, we have $\alpha^*\theta_{k-1} = \alpha$ for every $\alpha \in \Omega^1(T^{k-1}Q)$. Hence, taking the pull-back of the dynamical equation by $\alpha$ we obtain

$$i(X)\,d\alpha = -d(\alpha^*h),$$

because we have

$$\alpha^*\omega_{k-1} = \alpha^*(-d\theta_{k-1}) = -d(\alpha^*\theta_{k-1}) = -d\alpha. \quad (10)$$

Coordinate expression: Let $(q^A_1)$ be local coordinates in $Q$ and $(q^A_0, \ldots, q^A_{k-1})$ the induced natural coordinates in $T^{k-1}Q$. Then, $(q^A_0, \ldots, q^A_{k-1}, p^A_0, \ldots, p^A_{k-1}) \equiv (q^A_i, p^A_i)$ are natural coordinates in $T^*(T^{k-1}Q)$, which are also the adapted coordinates to the $\pi_{T^{k-1}Q}$-bundle structure. Hence, a 1-form $\alpha \in \Omega^1(T^{k-1}Q)$ is given locally by $\alpha(q^A_i) = (q^A_i, \alpha_A^i) = \alpha_A^i dq^A_i$, where $\alpha_A^i$ are local smooth functions in $T^{k-1}Q$.

If $\alpha \in \Omega^1(T^{k-1}Q)$ is a solution to the generalized $k$-th order Hamiltonian Hamilton-Jacobi problem, then by Proposition 3 this is equivalent to require the Hamiltonian vector field $X_h \in \mathfrak{X}(T^*(T^{k-1}Q))$ to be tangent to the submanifold $\text{Im}(\alpha) \hookrightarrow T^*(T^{k-1}Q)$. This submanifold is locally defined by the constraints $p_A^i - \alpha_A^i = 0$. Thus, we must require $L(X_h)(p_A^i - \alpha_A^i) \equiv X_h(p_A^i - \alpha_A^i) = 0$ (on $\text{Im}(\alpha)$). The Hamiltonian vector field $X_h$ is locally given by

$$X_h = \frac{\partial h}{\partial p_A^i} \frac{\partial}{\partial q^A_i} - \frac{\partial h}{\partial q^A_i} \frac{\partial}{\partial p_A^i}. \quad (11)$$

Hence, the conditions $X_h(p_A^i - \alpha_A^i)|_{\text{Im}(\alpha)} = 0$ give the equations

$$- \frac{\partial h}{\partial q^A_i} - \frac{\partial h}{\partial p_B^j} \frac{\partial \alpha_A^i}{\partial q^B_j} = 0 \quad \text{on } \text{Im}(\alpha). \quad (12)$$

This is a system of $kn$ partial differential equations with $kn$ unknown functions $\alpha_A^i$ which must be verified by every 1-form $\alpha \in \Omega^1(T^{k-1}Q)$ solution to the generalized $k$-th order Hamiltonian Hamilton-Jacobi.

4.2 The Hamiltonian Hamilton-Jacobi problem

As in the Lagrangian setting, it is convenient to consider a less general problem requiring some additional conditions to the 1-form $\alpha \in \Omega^1(T^{k-1}Q)$. Observe that from (10) the condition $\alpha^*\omega_{k-1} = 0$ is equivalent to $d\alpha = 0$; that is, $\alpha$ is a closed 1-form in $T^{k-1}Q$. Therefore:

**Definition 10** The $k$-th order Hamiltonian Hamilton-Jacobi problem consists in finding closed 1-forms $\alpha \in \Omega^1(T^{k-1}Q)$ solution to the generalized Hamiltonian Hamilton-Jacobi problem. Such a form is called a solution to the $k$-th order Hamiltonian Hamilton-Jacobi problem.
A straightforward consequence of Proposition 5 is the following result:

**Proposition 6** Let $\alpha \in \Omega^1(T^{k-1}Q)$ be a closed 1-form. The following assertions are equivalent:

1. The 1-form $\alpha$ is a solution to the $k$th-order Hamiltonian Hamilton-Jacobi problem.
2. $d(\alpha^*h) = 0$.
3. $\text{Im}(\alpha)$ is a Lagrangian submanifold of $T^*(T^{k-1}Q)$ invariant by $X_h$.
4. The integral curves of $X_h$ with initial conditions in $\text{Im}(\alpha)$ project onto the integral curves of $X = T\pi_{T^{k-1}Q} \circ X_h \circ \alpha$.

**Coordinate expression:** In coordinates we have

$$dh = \frac{\partial h}{\partial q_i^A} dq_i^A + \frac{\partial h}{\partial p_A^i} dp_A^i ; \quad (0 \leq i \leq k - 1),$$

and taking the pull-back of $dh$ by the 1-form $\alpha = \alpha_i^A dq_i^A$, we have

$$\alpha^* (dh) = \left( \frac{\partial h}{\partial q_i^A} + \frac{\partial h}{\partial p_B^i} \frac{\partial \alpha_B^i}{\partial q_i^A} \right) dq_i^A.$$

Hence, the condition $d(\alpha^*h) = 0$ in Proposition 6 holds if, and only if, the following $kn$ partial differential equations hold

$$\frac{\partial h}{\partial q_i^A} + \frac{\partial h}{\partial p_B^i} \frac{\partial \alpha_B^i}{\partial q_i^A} = 0 \quad (13)$$

Equivalently, we can require the 1-form $\alpha \in \Omega^1(T^{k-1}Q)$ to be closed, that is, $d\alpha = 0$. Locally, this condition reads

$$\frac{\partial \alpha_A^i}{\partial q_B^i} = 0, \quad \text{if} \ A \neq B,$$

$$\frac{\partial \alpha_A^i}{\partial q_B^i} - \frac{\partial \alpha_B^i}{\partial q_A^i} = 0. \quad (14)$$

Therefore, a 1-form $\alpha \in \Omega^1(T^{k-1}Q)$ given locally by $\alpha = \alpha_i^A dq_i^A$ is a solution to the $k$th-Hamiltonian Hamilton-Jacobi problem if, and only if, the local functions $\alpha_A^i$ satisfy the $2kn$ partial differential equations given by (12) and (13), or equivalently (12) and (14). Observe that these $2kn$ partial differential equations may not be $C^\infty(U)$-linearly independent.

In addition to the local equations for the 1-form $\alpha \in \Omega^1(T^{k-1}Q)$, in this particular situation we can give the equation for the characteristic Hamilton-Jacobi function. This equation is a generalization to higher-order systems of the classical Hamilton-Jacobi equation

$$h \left( q^A, \frac{\partial S}{\partial q^A} \right) = E \quad (15)$$

where $E \in \mathbb{R}$ is a constant, $S \in C^\infty(Q)$ is the characteristic function and $h \in C^\infty(T^*Q)$ is the Hamiltonian function.
As \( \alpha \in \Omega^1(T^{k-1}Q) \) is closed, by Poincaré’s Lemma there exists a function \( W \in C^\infty(U) \), with \( U \subseteq T^{k-1}Q \) an open set, such that \( \alpha = dW \). In coordinates the condition \( \alpha = dW \) gives the following \( kn \) partial differential equations for \( W \)

\[
\frac{\partial W}{\partial q^i_1} = \alpha^i_A .
\]

Finally, as \( \alpha^* h = h(q^A_i, \alpha^i_A) = h \left( q^A_i, \frac{\partial W}{\partial q^i_1} \right) \), the condition \( \alpha^* h \) being locally constant gives

\[
h \left( q^A_i, \frac{\partial W}{\partial q^i_1} \right) = E ,
\]

where \( E \in \mathbb{R} \) is a local constant. This equation clearly generalizes the equation (15) to higher-order systems.

### 4.3 Complete solutions

The concept of complete solution is defined in an analogous way as in Section 3.3.

**Definition 11** A complete solution to the \( k \)-th-order Hamiltonian Hamilton-Jacobi problem is an \( \alpha \)-local diffeomorphism \( \Phi : U \times T^{k-1}Q \to T^*(T^{k-1}Q) \), where \( U \subseteq \mathbb{R}^{kn} \) is an open set, such that, for each \( \lambda \in U \), the map \( \alpha_\lambda(\bullet) \equiv \Phi(\lambda, \bullet) : T^{k-1}Q \to T^*(T^{k-1}Q) \) is a solution to the \( k \)-th-order Hamiltonian Hamilton-Jacobi problem.

Then, the set \( \{ \alpha_\lambda \mid \lambda \in U \} \) is also called a complete solution to the \( k \)-th-order Hamiltonian Hamilton-Jacobi problem.

It follows from the definition that a complete solution endows \( T^*(T^{k-1}Q) \) with a foliation transverse to the fibers, and that the Hamiltonian vector field \( X_h \) is tangent to the leaves.

Let \( \{ \alpha_\lambda \mid \lambda \in U \} \) be a complete solution, and we consider the set of associated vector fields

\[
\left\{ X_\lambda = T\pi_{T^{k-1}Q} \circ X_h \circ \alpha_\lambda \in \mathfrak{X}(T^{k-1}Q) \mid \lambda \in U \subseteq \mathbb{R}^{kn} \right\} .
\]

Then, the integral curves of \( X_\lambda \), for different \( \lambda \in U \), will provide all the integral curves of the Hamiltonian vector field \( X_h \). That is, if \( \beta \in T^*(T^{k-1}Q) \), then there exists \( \lambda_0 \in U \) such that if \( p_0 = \pi_{T^{k-1}Q}(\beta) \), then \( \alpha_{\lambda_0}(p_0) = \beta \), and the integral curve of \( X_{\lambda_0} \) through \( p_0 \), lifted to \( T^*(T^{k-1}Q) \) by \( \alpha_{\lambda_0} \), gives the integral curve of \( X_h \) through \( \beta \).

Let us assume that \( \Phi \) is a global diffeomorphism for simplicity. Then, given \( \lambda = (\lambda^A_i) \in \mathbb{R}^{kn} \), \( 0 \leq i \leq k-1, 1 \leq A \leq n \), we consider the functions \( f^B_j : T^*(T^{k-1}Q) \to \mathbb{R} \), \( 0 \leq j \leq k-1, 1 \leq B \leq n \), given by

\[
f^B_j = pr^B_j \circ p_1 \circ \Phi^{-1} ,
\]

where \( p_1 : \mathbb{R}^{kn} \times T^{k-1}Q \to \mathbb{R}^{kn} \) is the projection onto the first factor and \( pr^B_j : \mathbb{R}^{kn} \to \mathbb{R} \) is given by \( pr^B_j = pr^B \circ pr_j \), where \( pr^B \) and \( pr_j \) are the natural projections

\[
pr_j : \mathbb{R}^{kn} \to \mathbb{R}^n \quad \text{(16)} ; \quad pr^B : \mathbb{R}^n \to \mathbb{R} \quad \text{(17)} .
\]

Therefore, \( f^B_j(\alpha_\lambda(q^A_i)) = (pr^B_j \circ p_1 \circ \Phi^{-1} \circ \Phi) (\lambda^A_i, q^A_i) = \lambda^B_j \).
Proposition 7 The functions $f^B_j$, $0 \leq j \leq k-1$, $1 \leq B \leq n$ are in involution.

(Proof) Let $\beta \in T^*(T^{k-1}Q)$. We will show that $\{f^B_j, f^B_k\}(\beta) = 0$.

Since $\Phi$ is a complete solution, for every $\beta \in T^*(T^{k-1}Q)$ there exists $\lambda \in \mathbb{R}^{kn}$ such that $\alpha_\lambda(\pi_{T^{k-1}Q}(\beta)) = \Phi(\lambda, \pi_{T^{k-1}Q}(\beta)) = \beta$. Then we have

$$f^B_j(\beta) = (f^B_j \circ \alpha_\lambda)(\pi_{T^{k-1}Q}(\beta)) = (\text{pr}_2 \circ \Phi^{-1} \circ \Phi)(\lambda, \pi_{T^{k-1}Q}(\beta)) = \lambda^B_j,$$

that is, $f^B_j \circ \alpha_\lambda = (f^B_j \circ \Phi)(\lambda, \bullet) : T^{k-1}Q \rightarrow \mathbb{R}$ is constant for every $\lambda \in \mathbb{R}^{kn}$. Therefore, we have

$$\left.\frac{df^B_j}{d\lambda}\right|_{\text{Im}(\alpha_\lambda)} = 0.$$

Now, since $\Phi$ is a complete solution, we have that $\alpha_\lambda = \Phi(\lambda, \bullet)$ is a solution to the $k$th-order Hamiltonian Hamilton-Jacobi problem. Therefore, from Prop. 6, $\text{Im}(\Phi_\lambda)$ is a Lagrangian submanifold of $(T^*(T^{k-1}Q), \omega_{k-1})$, and then

$$\left(\text{Im}(\alpha_\lambda)\right)^\perp = \text{Im}(\alpha_\lambda),$$

where $(\text{Im}(\alpha_\lambda))^\perp$ denotes the $\omega_{k-1}$-orthogonal of $\text{Im}(\alpha_\lambda)$.

From this, the result follows from the definition of the induced Poisson bracket, which is

$$\{f^B_j, f^C_k\}(\beta) = \omega_{k-1}(X_{f^B_j}, X_{f^C_k})(\beta),$$

and the facts that $\omega_{k-1}$ is symplectic, $\left.\frac{df^B_j}{d\lambda}\right|_{\text{Im}(\alpha_\lambda)} \in (\text{Im}(\alpha_\lambda))^\perp = \text{Im}(\alpha_\lambda)$, and that there exists a unique vector field $X_{f^B_j} \in \mathfrak{x}(T^*(T^{k-1}Q))$ satisfying $i(X_{f^B_j})\omega_{k-1} = \left.\frac{df^B_j}{d\lambda}\right|_{\text{Im}(\alpha_\lambda)}$. \hfill $\blacksquare$

4.4 Relation with the Lagrangian formulation

Up to this point we have stated both the Lagrangian and Hamiltonian Hamilton-Jacobi problems for higher-order autonomous systems. Now, we establish a relation between the solutions of the Hamilton-Jacobi problem in both formulations. In particular, we show that there exists a bijection between the set of solutions of the (generalized) $k$th-order Lagrangian Hamilton-Jacobi problem and the set of solutions of the (generalized) $k$th-order Hamiltonian Hamilton-Jacobi problem, given by the Legendre-Ostrogradsky map.

Definition 12 Let $(T^{2k-1}Q, \mathcal{L})$ be a Lagrangian system. The Legendre-Ostrogradsky map (or generalized Legendre map) associated to $\mathcal{L}$ is the map $\mathcal{F}\mathcal{L}: T^{2k-1}Q \rightarrow T^*(T^{k-1}Q)$ defined as follows: for every $u \in T(T^{2k-1}Q)$,

$$\theta_{\mathcal{L}}(u) = \left<T_{\rho_{k-1}}^{2k-1}(u), \mathcal{F}\mathcal{L}(\pi_{T^{2k-1}Q}(u))\right>$$

This map verifies that $\pi_{T^{k-1}Q} \circ \mathcal{F}\mathcal{L} = \rho_{k-1}^{2k-1}$, that is, it is a bundle map over $T^{k-1}Q$. Furthermore, we have that $\mathcal{F}\mathcal{L}^*\theta_{k-1} = \theta_{\mathcal{L}}$ and $\mathcal{F}\mathcal{L}^*\omega_{k-1} = \omega_{\mathcal{L}}$. Moreover, we have that $\mathcal{L} \in C^\infty(T^kQ)$ is a regular Lagrangian if, and only if, $\mathcal{F}\mathcal{L}: T^{2k-1}Q \rightarrow T^*(T^{k-1}Q)$ is a local diffeomorphism, and $\mathcal{L}$ is said to be hyperregular if $\mathcal{F}\mathcal{L}$ is a global diffeomorphism.

Remark: Observe that if $\mathcal{L}$ is hyperregular, then $\mathcal{F}\mathcal{L}$ is a symplectomorphism and therefore the symplectic structures are in correspondence. Therefore, the induced Poisson brackets also are
in correspondence and we have the analogous result of (11) in the Lagrangian formalism, where the Poisson bracket is determined by the Poincaré-Cartan 2-form \( \omega_L \) as \( \{f, g\} = \omega_L(X_f, X_g) \).

Given a local natural chart in \( T^{2k-1}Q \), we can define the following local functions

\[
\hat{p}_A^{-1} = \sum_{i=0}^{k-r} (-1)^i d_T^i \left( \frac{\partial L}{\partial q_{1+i}^A} \right).
\]

Thus, bearing in mind the local expression of the form \( \theta_L \), we can write \( \theta_L = \sum_{r=1}^k \hat{p}_A^{-1} dq_{1+r}^A \), and we obtain that the expression in natural coordinates of the map \( F \) is

\[
FL(q_i^A, q_j^A) = (q_i^A, p_i^A), \text{ with } p_A = FL \circ L = \hat{p}_A^i.
\]

Now we establish the relation theorem. First we need the following technical result:

**Lemma 1** Let \( E_1 \xrightarrow{\pi_1} M \) and \( E_2 \xrightarrow{\pi_2} M \) be two fiber bundles, \( F: E_1 \rightarrow E_2 \) a fiber bundle morphism, and two \( F \)-related vector fields \( X_1 \in \mathfrak{X}(E_1) \) and \( X_2 \in \mathfrak{X}(E_2) \). If \( s_1 \in \Gamma(\pi_1) \) is a section of \( \pi_1 \) and we define a section of \( \pi_2 \) as \( s_2 = F \circ s_1 \in \Gamma(\pi_2) \), then

\[
T\pi_1 \circ X_1 \circ s_1 = T\pi_2 \circ X_2 \circ s_2 \in \mathfrak{X}(M).
\]

(Proof) As \( F: E_1 \rightarrow E_2 \) is a fiber bundle morphism (that is, \( \pi_1 = \pi_2 \circ F \)), and \( X_1 \) and \( X_2 \) are \( F \)-related (that is, \( TF \circ X_1 = X_2 \circ F \)), we have the following commutative diagram

\[
\begin{array}{ccc}
TE_1 & \xrightarrow{TF} & TE_2 \\
\downarrow X_1 & & \downarrow X_2 \\
E_1 & \xrightarrow{F} & E_2 \\
\downarrow \pi_1 & & \downarrow \pi_2 \\
M & & M
\end{array}
\]

Then we have

\[
T\pi_1 \circ X_1 \circ s_1 = T(\pi_2 \circ F) \circ X_1 \circ s_1 = T\pi_2 \circ TF \circ X_1 \circ s_1 = T\pi_2 \circ X_2 \circ F \circ s_1 = T\pi_2 \circ X_2 \circ s_2.
\]

Then, the equivalence theorem is:

**Theorem 1** Let \( (T^{2k-1}Q, \mathcal{L}) \) be a hyperregular Lagrangian system, \( (T^*\mathbb{R}^{2k-1}, \omega, h) \) its associated Hamiltonian system.

1. If \( s \in \Gamma(\rho_{2k-1}) \) is a solution to the (generalized) \( k \)-th order Lagrangian Hamilton-Jacobi problem, then the 1-form \( \alpha = FL \circ s \in \Omega^1(T^{2k-1}Q) \) is a solution to the (generalized) \( k \)-th order Hamiltonian Hamilton-Jacobi problem.

2. If \( \alpha \in \Omega^1(T^{k-1}Q) \) is a solution to the (generalized) \( k \)-th order Hamiltonian Hamilton-Jacobi problem, then the section \( s = FL^{-1} \circ \alpha \in \Gamma(\rho_{2k-1}) \) is a solution to the (generalized) \( k \)-th order Lagrangian Hamilton-Jacobi problem.
1. Let $X = T_{FL}^2 \circ X \circ s$ and $\bar{X} = T_{\pi_{T^k-1Q}} \circ X_h \circ \alpha$ be the vector fields associated to $s$ and $\alpha = FL \circ s$, respectively. From Lemma 1 we have $X = \bar{X}$, and hence both vector fields are denoted by $X$.

Let $s$ be a solution to the generalized $k$th-order Lagrangian Hamilton-Jacobi problem, and $\gamma: \mathbb{R} \to T^{k-1}Q$ an integral curve of $X$. Therefore

$$
X_h \circ (\alpha \circ \gamma) = X_h \circ FL \circ s \circ \gamma = TFL \circ X \circ s \circ \gamma = TFL \circ Ts \circ X \circ \gamma = T(FL \circ s) \circ \dot{\gamma} = T(FL \circ s) \circ \dot{\gamma},
$$

then $\alpha \circ \gamma$ is an integral curve of $X_h$ and thus $\alpha$ is a solution to the generalized $k$th-order Hamiltonian Hamilton-Jacobi problem.

Now, in addition, we require $s^* \omega_L = 0$; that is, $s$ is a solution to the $k$th-order Lagrangian Hamilton-Jacobi problem. Then, using (10) we have

$$
d\alpha = \alpha^* \omega_{k-1} = (FL \circ s)^* \omega_{k-1} = s^* (FL^* \omega_{k-1}) = s^* \omega_L = 0,
$$

and hence $\alpha$ is a solution to the $k$th-order Hamiltonian Hamilton-Jacobi problem.

2. The proof is analogous to the one for the item 1, but using $FL^{-1}$.

This result can be extended to complete solutions in a natural way.

Obviously, for regular but not hyperregular Lagrangian functions, all these results hold only in the open sets where $FL$ is a diffeomorphism.

Theorem allows us to show that the vector field associated to a section solution to the (generalized) Hamilton-Jacobi problem is a semispray of type 1. First, we need the following technical result:

**Lemma 2** Let $X \in \mathfrak{X}(T^r Q)$ be a semispray of type 1 on $T^r Q$, and $Y \in \mathfrak{X}(T^s Q)$ ($s \leq r$) which is $\rho_s^r$-related with $X$. Then $Y$ is a semispray of type 1 on $T^s Q$.

*Proof* Let $\gamma: \mathbb{R} \to T^r Q$ be an integral curve of $X$. Then, as $X$ is a semispray of type 1, there exists a curve $\phi: \mathbb{R} \to Q$ such that $j^r \phi = \gamma$. Furthermore, as $X$ and $Y$ are $\rho_s^r$-related, the curve $\rho_s^r \circ \gamma: \mathbb{R} \to T^s Q$ is an integral curve of $Y$. Hence, $\rho_s^r (j^s \phi) = j^s \phi$ is an integral curve of $Y$.

It remains to show that every integral curve of $Y$ is the projection to $T^s Q$ via $\rho_s^r$ of an integral curve of $X$, but this holds due to the fact that the vector fields are $\rho_s^r$-related and $\rho_s^r$ is a surjective submersion. Therefore, $Y$ is a semispray of type 1 in $T^s Q$.

**Proposition 8** Let $(T^{2k-1}Q, L)$ be a hyperregular Lagrangian system, and $(T^s(T^{k-1}Q), \omega_{k-1}, h)$ the associated Hamiltonian system. Then, if $\alpha \in \Omega^1(T^{k-1}Q)$ is a solution to the $k$th-order Hamiltonian Hamilton-Jacobi problem, the vector field $X = T_{\pi_{T^{k-1}Q}} \circ X_h \circ \alpha$ is a semispray of type 1 on $T^{k-1}Q$. 

(Please note that the text contains some mathematical symbols and equations that may not render correctly in this format.)
(Proof) Let $s = F\mathcal{L}^{-1} \circ \alpha \in \Gamma(\rho_{k-1}^{2k-1})$ be the section associated to $\alpha$. Then, by Lemma 1 if $X = T\pi_{T^k Q} \circ X_h \circ \alpha$ and $\tilde{X} = T\rho_{k-1}^{2k-1} \circ X \circ s$ are the vector fields on $T^{k-1}Q$ associated to $\alpha$ and $s$ respectively, then $X = \tilde{X} = T\rho_{k-1}^{2k-1} \circ X \circ s$. Hence, as $\mathcal{L} \in \mathcal{X}(T^{2k-1}Q)$ is the Lagrangian vector field solution to the equation (1) and $\mathcal{L} \in C^\infty(TQ)$ is a hyperregular Lagrangian function, we have that $X\mathcal{L}$ is a semispray of type 1 on $T^{2k-1}Q$. In particular, $X \mathcal{L} \circ s$ is a semispray of type 1 along $\rho_{k-1}^{2k-1}$ and, by Lemma 2, $X$ is a semispray of type 1 on $T^{k-1}Q$. 

As a consequence of Proposition 8 the generalized $k$th-order Hamilton-Jacobi problem can be stated in the following way:

**Definition 13** The generalized $k$th-order Lagrangian (resp., Hamiltonian) Hamilton-Jacobi problem consists in finding a section $s \in \Gamma(\rho_{k-1}^{2k-1})$ (resp., a 1-form $\alpha \in \Omega^1(T^{k-1}Q)$) such that, if $\gamma: \mathbb{R} \to Q$ satisfies that $j^{k-1-\gamma}$ is an integral curve of $X = T\rho_{k-1}^{2k-1} \circ X \circ s$ (resp., $X = T\pi_{T^k Q} \circ X_h \circ \alpha$), then $s \circ j^{k-1-\gamma}: \mathbb{R} \to T^{2k-1}Q$ (resp., $\alpha \circ j^{k-1-\gamma}: \mathbb{R} \to T^*(T^{k-1}Q)$) is an integral curve of $X\mathcal{L}$ (resp., $X_h$).

## 5 Examples

### 5.1 The end of a javelin

Consider a thrown javelin. We want to determine the trajectory of its end. This gives rise to a 3-dimensional second-order dynamical system, which is a particular case of the problem of determining the trajectory of a particle rotating about a translating center [11]. Let $Q = \mathbb{R}^3$ be the manifold modeling the configuration space for this system with coordinates $(q_0^1, q_0^2, q_0^3) = (q_0^A)$. Using the induced coordinates in $T^2\mathbb{R}^3$, the Lagrangian function for this system is

$$
\mathcal{L}(q_0^A, q_1^A, q_2^A) = \frac{1}{2} \sum_{A=1}^3 ((q_1^A)^2 - (q_2^A)^2)
$$

which is a regular Lagrangian function since the Hessian matrix of $\mathcal{L}$ with respect to the second-order velocities is

$$
\left( \frac{\partial^2 \mathcal{L}}{\partial q_2^B \partial q_2^A} \right) = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}.
$$

The Poincaré-Cartan forms $\theta_\mathcal{L}$ and $\omega_\mathcal{L}$, and the Lagrangian energy are locally given by

$$
\theta_\mathcal{L} = \sum_{A=1}^3 ((q_1^A + q_3^A) dq_0^A - q_2^A dq_1^A) ; \quad \omega_\mathcal{L} = \sum_{A=1}^3 (dq_0^A \wedge dq_1^A + dq_0^A \wedge dq_3^A - dq_1^A \wedge dq_2^A)
$$

$$
E_\mathcal{L} = \frac{1}{2} \sum_{A=1}^3 ((q_1^A)^2 + 2q_1^A q_3^A - (q_2^A)^2).
$$

Thus, the semispray of type 1, $X\mathcal{L} \in \mathcal{X}(T^3\mathbb{R}^3)$ solution to the dynamical equation (1) is

$$
X\mathcal{L} = q_1^A \frac{\partial}{\partial q_0^A} + q_2^A \frac{\partial}{\partial q_1^A} + q_3^A \frac{\partial}{\partial q_2^A} - q_2^A \frac{\partial}{\partial q_3^A}.
$$

Consider the projection $\rho_1^3: T^3\mathbb{R}^3 \to T\mathbb{R}^3$. From Proposition 2 we know that the generalized second-order Lagrangian Hamilton-Jacobi problem consists in finding sections $s \in \Gamma(\rho_1^3)$ such
that the Lagrangian vector field $X_{\mathcal{L}}$ is tangent to the submanifold $\text{Im}(s) \hookrightarrow T^3\mathbb{R}^3$. Suppose that the section $s$ is given locally by $s(q_0^A, q_1^A) = (q_0^A, q_1^A, s_2^A, s_3^A)$. As the submanifold $\text{Im}(s)$ is defined locally by the constraint functions $q_2^A - s_2^A$ and $q_3^A - s_3^A$, then the tangency condition gives the following system of 6 partial differential equations for the component functions of the section

$$
\begin{align*}
q_1^B \frac{\partial s_2^A}{\partial q_0^B} - s_2^B \frac{\partial s_2^A}{\partial q_0^B} &= 0, \\
q_1^B \frac{\partial s_3^A}{\partial q_0^B} + s_2^B \frac{\partial s_3^A}{\partial q_0^B} &= 0.
\end{align*}
$$

In order to obtain the equations of the second-order Lagrangian Hamilton-Jacobi problem, we require in addition the section $s \in \Gamma(\rho_1^A)$ to satisfy the condition $d(s^*E_{\mathcal{L}}) = 0$, or, equivalently, $s^*\omega_{\mathcal{L}} = 0$. From the local expression of the Cartan 2-form $\omega_{\mathcal{L}} \in \Omega^2(T^3\mathbb{R}^3)$ given above, taking the pull-back by the section $s(q_0^A, q_1^A) = (q_0^A, q_1^A, s_2^A, s_3^A)$ we obtain

$$
s^*\omega_{\mathcal{L}} = \sum_{A=1}^3 \left[ dq_0^A \wedge dq_1^A + \frac{\partial s_3^A}{\partial q_0^B} dq_0^B \wedge dq_1^B + \left( \frac{\partial s_3^A}{\partial q_1^B} + \frac{\partial s_2^B}{\partial q_0^A} \right) dq_0^A \wedge dq_1^B - \frac{\partial s_2^A}{\partial q_1^B} dq_0^A \wedge dq_1^B \right].
$$

Hence, the condition $s^*\omega_{\mathcal{L}} = 0$ gives the following partial differential equations

$$
\frac{\partial s_3^A}{\partial q_0^B} = \frac{\partial s_2^A}{\partial q_1^B} = \frac{\partial s_3^A}{\partial q_0^A} + \frac{\partial s_2^B}{\partial q_0^A} = 0, \quad \text{if } A \neq B, \quad \frac{\partial s_3^A}{\partial q_1^A} + \frac{\partial s_2^A}{\partial q_0^A} + 1 = 0.
$$

Hence, the section $s \in \Gamma(\rho_1^A)$ is a solution to the second-order Lagrangian Hamilton-Jacobi problem if the following system of partial differential equations hold

$$
\begin{align*}
q_1^B \frac{\partial s_2^A}{\partial q_0^B} + s_2^B \frac{\partial s_2^A}{\partial q_0^B} &= 0, \\
q_1^B \frac{\partial s_3^A}{\partial q_0^B} + s_2^B \frac{\partial s_3^A}{\partial q_0^B} &= s_2^A, \\
\frac{\partial s_3^A}{\partial q_1^B} + \frac{\partial s_2^B}{\partial q_0^A} &= 0, \\
\frac{\partial s_3^A}{\partial q_1^A} + \frac{\partial s_2^A}{\partial q_0^A} + 1 &= 0.
\end{align*}
$$

Finally, we compute the equations for the generating function $W$. The pull-back of the Cartan 1-form $\theta_{\mathcal{L}}$ by the section $s$ gives in coordinates

$$
s^*\theta_{\mathcal{L}} = \sum_{A=1}^3 \left( (q_1^A + s_3^A) dq_0^A - s_2^A dq_1^A \right)
$$

Hence, requiring $s^*\theta_{\mathcal{L}} = dW$ for a local function $W$ defined in $TQ$ we obtain

$$
\frac{\partial W}{\partial q_0^A} = q_1^A + s_3^A, \quad \frac{\partial W}{\partial q_1^A} = -s_2^A,
$$

and thus from $d(s^*E_{\mathcal{L}}) = 0$, we have $s^*E_{\mathcal{L}} = \text{const.}$, that is,

$$
\sum_{A=1}^3 \left( q_1^A \frac{\partial W}{\partial q_0^A} - \frac{1}{2} \left( (q_1^A)^2 + \left( \frac{\partial W}{\partial q_1^A} \right)^2 \right) \right) = \text{const.}
$$

**Remark:** This equation cannot be stated in the general case, since we need to clear the higher-order velocities from the previous equations. This calculation is easy for this particular example, but it depends on the Lagrangian function provided in the general case.

Now, to establish the Hamiltonian formalism for the Hamilton-Jacobi problem, we consider natural coordinates $(q_0^A, q_1^A, p_A^0, p_A^1)$ on the cotangent bundle $T^*(T^3\mathbb{R}^3)$, then the Legendre-Ostrogradsky map $\mathcal{F}: T^3\mathbb{R}^3 \rightarrow T^*(T^3\mathbb{R}^3)$ associated to the Lagrangian function $\mathcal{L}$ is

$$
\mathcal{F}^* q_0^A = q_0^A, \quad \mathcal{F}^* q_1^A = q_1^A, \quad \mathcal{F}^* p_A^0 = q_1^A + q_3^A, \quad \mathcal{F}^* p_A^1 = -q_2^A,
$$
and the inverse map $\mathcal{F}^{-1}: T^*(T\mathbb{R}^3) \to T^3\mathbb{R}^3$ is given by

$$(\mathcal{F}^{-1})^* q_0^A = q_0^A ; \quad (\mathcal{F}^{-1})^* q_1^A = q_1^A ; \quad (\mathcal{F}^{-1})^* q_2^A = -p_A^1 ; \quad (\mathcal{F}^{-1})^* q_3^A = p_A^0 - q_1^A.$$ 

From these coordinate expressions it is clear that the Legendre-Ostrogradsky map is a global diffeomorphism, that is, $\mathcal{L}$ is a hyperregular Lagrangian function.

The Hamiltonian function $h \in C^\infty(T^*(T\mathbb{R}^3))$ is

$$h = (\mathcal{F}^{-1})^* E = \sum_{A=1}^3 \left[ p_A^0 q_1^A - \frac{1}{2} (p_1^A)^2 \right].$$

From this Hamiltonian, applying the procedure given in Section [11], one can obtain the Hamilton-Jacobi equation for this problem which coincides with the Hamilton-Jacobi equation given previously in the Lagrangian problem.

A particular solution of this Hamilton-Jacobi equation in dimension 1 has been obtained in [11]. This particular solution is

$$W(q_0, q_1) = \sqrt{2} \int dq_1 \sqrt{-\frac{1}{2} q_1^2 + c_2 q_1 - c_1 + c_2 q_0} , \quad (c_1, c_2 \in \mathbb{R}).$$

5.2 A (homogeneous) deformed elastic cylindrical beam with fixed ends

Consider a deformed elastic cylindrical beam with both ends fixed. The problem is to determine its shape; that is, the width of every section transversal to the axis. This gives rise to a 1-dimensional second-order dynamical system, which is autonomous if we require the beam to be homogeneous [6, 13, 35]. Let $Q$ be the 1-dimensional smooth manifold modeling the configuration space of the system with local coordinate $(q_0)$. Then, in the natural coordinates of $T^2Q$, the Lagrangian function for this system is

$$\mathcal{L}(q_0, q_1, q_2) = \frac{1}{2} \mu q_2^2 + \rho q_0,$$

where $\mu, \rho \in \mathbb{R}$ are constants, and $\mu \neq 0$. This is a regular Lagrangian function because the Hessian matrix $\left( \frac{\partial^2 \mathcal{L}}{\partial q_2 \partial q_2} \right) = \mu$ has maximum rank equal to 1 when $\mu \neq 0$.

The local expressions for the Poincaré-Cartan forms $\theta_{\mathcal{L}} \in \Omega^1(T^3Q)$ and $\omega_{\mathcal{L}} \in \Omega^2(T^3Q)$, and the Lagrangian energy $E_{\mathcal{L}} \in C^\infty(T^3Q)$ are

$$\theta_{\mathcal{L}} = \mu (-q_2 dq_0 + \mu q_2 dq_1) ; \quad \omega_{\mathcal{L}} = \mu (-dq_0 \land dq_3 + dq_1 \land dq_2) ; \quad E_{\mathcal{L}} = -\rho q_0 + \frac{1}{2} \mu q_2^2 - \mu q_1 q_3.$$

Thus, the semispray of type 1 $X_{\mathcal{L}} \in \mathfrak{X}(T^3Q)$ solution to the dynamical equation [11] is given locally by

$$X_{\mathcal{L}} = q_1 \frac{\partial}{\partial q_0} + q_2 \frac{\partial}{\partial q_1} + q_3 \frac{\partial}{\partial q_2} - \frac{\rho}{\mu} \frac{\partial}{\partial q_3}.$$

Observe that the Euler-Lagrange equation for this 1-dimensional system is

$$\frac{d^4}{dt^4} \gamma = -\frac{\rho}{\mu},$$
where γ: \( \mathbb{R} \to Q \) is a curve. Therefore, it is straightforward to obtain the general solution, which is a 4th order polynomial given by

\[
\gamma(t) = -\frac{\rho}{\mu} t^4 + c_3 t^3 + c_2 t^2 + c_1 t + c_0
\]

where \( c_0, c_1, c_2, c_3 \in \mathbb{R} \) are constants depending on the initial conditions given.

Now, we state the equations of the Lagrangian Hamilton-Jacobi problem for this system. Consider the projection \( \rho_1^3 : T^3Q \to TQ \). By Proposition 2, the generalized second-order Lagrangian Hamilton-Jacobi problem consists in finding sections \( s \in \Gamma(\rho_1^3) \), given locally by \( s(q_0, q_1) = (q_0, q_1, s_2, s_3) \), such that the submanifold \( \text{Im}(s) \hookrightarrow T^3Q \) is invariant by the Lagrangian vector field \( X_L \in \mathfrak{X}(T^3Q) \). Since the constraints defining locally \( \text{Im}(s) \) are \( q_2 - s_2 = 0 \), \( q_3 - s_3 = 0 \), then the equations for the section \( s \) are

\[
s_3 - q_1 \frac{\partial s_2}{\partial q_0} - s_2 \frac{\partial s_2}{\partial q_1} = 0 ; \quad -\frac{\rho}{\mu} - q_1 \frac{\partial s_3}{\partial q_0} - s_2 \frac{\partial s_3}{\partial q_1} = 0.
\]

For the second-order Lagrangian Hamilton-Jacobi problem, we must require, in addition, that the section \( s \in \Gamma(\rho_1^3) \) satisfies \( d(s^* E_L) = s^* dE_L = 0 \). From the local expression of the Lagrangian energy \( E_L \in C^\infty(T^3Q) \) given above, we have

\[
dE_L = -\rho dq_0 - \mu q_3 dq_1 + \mu q_2 dq_2 - \mu q_1 dq_3.
\]

Thus, taking the pull-back of \( dE_L \) by the section \( s(q_0, q_1) = (q_0, q_1, s_2, s_3) \), we obtain

\[
s^* dE_L = \mu \left( -\frac{\rho}{\mu} + s_2 \frac{\partial s_2}{\partial q_0} - q_1 \frac{\partial s_3}{\partial q_0} \right) dq_0 + \mu \left( -s_3 + s_2 \frac{\partial s_3}{\partial q_1} - q_1 \frac{\partial s_3}{\partial q_1} \right) dq_1.
\]

Hence, the section \( s \in \Gamma(\rho_1^3) \) is a solution to the second-order Lagrangian Hamilton-Jacobi problem if its component functions satisfy the following system of partial differential equations:

\[
\begin{align*}
 s_3 - q_1 \frac{\partial s_2}{\partial q_0} - s_2 \frac{\partial s_2}{\partial q_1} &= 0 ; \\
 -\frac{\rho}{\mu} - q_1 \frac{\partial s_3}{\partial q_0} - s_2 \frac{\partial s_3}{\partial q_1} &= 0 \\
 -\frac{\rho}{\mu} - q_1 \frac{\partial s_3}{\partial q_0} + s_2 \frac{\partial s_2}{\partial q_0} &= 0 ; \\
 -s_3 - q_1 \frac{\partial s_3}{\partial q_1} + s_2 \frac{\partial s_2}{\partial q_1} &= 0
\end{align*}
\]

These 4 partial differential equations are not linearly independent. In particular, the equations obtained requiring \( d(s^* E_L) = 0 \) can be reduced to a single one by computing the pull-back of the Poincaré-Cartan 2-form by the section \( s \),

\[
s^* \omega_L = -\mu \left( \frac{\partial s_3}{\partial q_1} + \frac{\partial s_2}{\partial q_0} \right) dq_0 \wedge dq_1.
\]

Therefore, requiring \( s^* \omega_L = 0 \) instead of the equivalent condition \( d(s^* E_L) = 0 \), we have that \( s \) is a solution to the second-order Lagrangian Hamilton-Jacobi problem if its component functions satisfy the following equivalent system of partial differential equations

\[
\begin{align*}
 s_3 - q_1 \frac{\partial s_2}{\partial q_0} - s_2 \frac{\partial s_2}{\partial q_1} &= 0 ; \\
 -\frac{\rho}{\mu} - q_1 \frac{\partial s_3}{\partial q_0} - s_2 \frac{\partial s_3}{\partial q_1} &= 0 ; \\
 s_3 - q_1 \frac{\partial s_3}{\partial q_1} + s_2 \frac{\partial s_2}{\partial q_0} &= 0 ; \\
 \frac{\partial s_3}{\partial q_0} + s_2 \frac{\partial s_2}{\partial q_0} &= 0,
\end{align*}
\]

where these 3 equations are now linearly independent.

Finally, we compute the equations for the generating function \( W \). The pull-back of \( \theta_L \) by \( s \) gives, in coordinates:

\[
s^* \theta_L = -\mu s_3 dq_0 + \mu s_2 dq_1.
\]
Thus, requiring $s^*\theta_L = dW$, for a local function $W$ in $TQ$, we obtain

$$\frac{\partial W}{\partial q_0} = -\mu s_3; \quad \frac{\partial W}{\partial q_1} = \mu s_2.$$ 

and thus from $d(s^*E_L) = 0$, we have $s^*E_L = \text{const.}$, that is,

$$-\rho q_0 + \frac{1}{2\mu} \left( \frac{\partial W}{\partial q_1} \right)^2 + q_1 \frac{\partial W}{\partial q_0} = \text{const.},$$

which is a the Lagrangian Hamilton-Jacobi equation for this problem.

**Remark:** Observe that, in this particular example, the Hamilton-Jacobi equation is clearly more difficult to solve than the Euler-Lagrange equation. Therefore, this example shows that it is important to be careful when applying the Hamilton-Jacobi theory to a system, since the Hamilton-Jacobi equations obtained can be harder to solve than the usual Euler-Lagrange (or Hamilton’s) equations of the system. Nevertheless, observe that a solution of the system can be obtained from a solution $\gamma: \mathbb{R} \rightarrow Q$ of the Euler-Lagrange equations as (see [39])

$$W(q_0, q_1) = \int_{t_0}^{t_1} L(j^2\gamma(t)) \, dt.$$ 

Now, to establish the Hamiltonian formalism for the Hamilton-Jacobi problem, we consider natural coordinates on $T^*TQ$ and in these coordinates the Legendre-Ostrogradsky map $F_L: T^3Q \rightarrow T^*TQ$ associated to the Lagrangian function $L$ is locally given by

$$(F_L^*)^q_0 = q_0; \quad (F_L^*)^q_1 = q_1; \quad (F_L^*)^p_0 = -\mu q_3; \quad (F_L^*)^p_1 = \mu q_2.$$ 

Moreover, the inverse map $F_L^{-1}: T^*TQ \rightarrow T^3Q$ is

$$(F_L^{-1})^*q_0 = q_0; \quad (F_L^{-1})^*q_1 = q_1; \quad (F_L^{-1})^*q_2 = \frac{p_1}{\mu}; \quad (F_L^{-1})^*q_3 = -\frac{p_0}{\mu}.$$ 

From these coordinate expressions it is clear that $L$ is a hyperregular Lagrangian function, since the Legendre-Ostrogradsky map is a global diffeomorphism.

The Hamiltonian function $h \in C^\infty(T^*TQ)$ is

$$h = (F_L^{-1})^*E_L = -\rho q_0 + \frac{(p_1)^2}{2\mu} + q_1 p_0.$$ 

From this Hamiltonian applying the procedure given in Section 4 one can obtain the Hamilton-Jacobi equations for this problem which coincides with the Hamilton-Jacobi equations given previously by the Lagrangian problem, which is

$$-\rho q_0 + \frac{1}{2\mu} \left( \frac{\partial W}{\partial q_1} \right)^2 + q_1 \frac{\partial W}{\partial q_0} = \text{const.}$$
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