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Abstract

In this work a unified treatment of solid and fluid vibration problems is developed by means of the Finite-Difference Time-Domain (FDTD). The scheme here proposed introduces a scaling factor in the velocity fields that improves the performance of the method and the vibration analysis in heterogenous media. In order to accurately reproduce the interaction of fluids and solids in FDTD both time and spatial resolutions must be reduced compared with the set up used in acoustic FDTD problems. This aspect implies the use of bigger grids and hence more time and memory resources. For reducing the time simulation costs, FDTD code has been adapted in order to exploit the resources available in modern parallel architectures. For CPUs the implicit usage of the streaming SIMD (Singe Instruction Multiple Data) extensions in multi-core CPUs has been considered. In addition, the computation has been distributed along the different cores available by means of OpenMP directives. Graphic Processing Units (GPU) have been also considered and the degree of improvement achieved by means of this parallel architecture has been compared with the highly-tuned CPU scheme by means of the relative speed up. The speed up obtained by the parallel versions implemented were up to 7 and 30 times faster than the best sequential version for CPU and GPU respectively. Results obtained with both parallel approaches demonstrate that parallel programming techniques are mandatory in solid-vibration problems with FDTD.
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1 Introduction

Kane S. Yee published in 1966 the initial FDTD scheme [1]. During the next two decades the scientific community do not show too much interest in this method due to its high computational requirements. However, the growing of the computer power in the last three decades has permitted that FDTD became a reference in different fields of science such as electromagnetism [2], optics and acoustics. This new scenario has allowed to develop new applications and also new formulations that cover a wider range of problems. The first attempts of FDTD in acoustics were published by Botteldooren [3], LoVetri [4], Wang [5] and its application to solid mechanics was performed by Virieux [6] and Cao [7] in the field of seismology. The formulation of FDTD for solids can be separated in two different schemes. The former is based on the discretization of the Newton’s second law and the Hook’s law; the latter is based on the vectorial and scalar potentials derived from the two general laws of solid-mechanics mentioned below. Regarding this second approach there are several contributions [8–10]. In this work, the first scheme is developed in order to model solid and fluid vibrations. The formulation based on the scalar and vectorial potentials only has been developed efficiently for homogeneous media, due to the difficulties derived from the boundary conditions in the interfaces between solid and fluid [11].

On the other hand, the direct application of the finite-difference approach to the Newton’s second law and the Hook’s law allows to model the interaction between fluids and solids, due to the fact that the derivation of the initial FDTD scheme for acoustics is a particular case from these laws. The vibration analysis in fluids and solids require reduced values for time and spatial resolutions, since the propagation in solids use to be faster than in fluids such as air for instance. In addition, FDTD scheme computes the field distribution as a function of time, thus sometimes a big number of time steps is required in order to ensure steady state. FDTD also requires a discretization of the simulation region. The size of this grid affects directly the time simulation costs and also the memory requirements of the method. In order to reduce the time simulation costs in seismology some works related with GPU computing have been developed [12].

In this work, a unified treatment of fluid and solid FDTD analysis is performed. The formulation has been slightly modified from [13] in order to model efficiently the vibration fields for fluid-solid interaction problems. Moreover, a rigorous analysis of the performance of the 2D FDTD in both parallel architectures multi-core CPU and GPU is performed. Both parallel implementations of the method are compared with a sequential code that takes advantage of the auto-vectorization available in modern compilers being faster than the usual sequential codes. Moreover, the parallel CPU version takes advantage of the Streaming SIMD Extensions (SSE) available in modern microprocessors. The SSE set instructions has been directly used in order to exploit the potential of modern CPUs. In addition, parallel strategies have been considered in order to use all the available cores in the CPU, thus OpenMP directives have been also applied. This fine-tuned CPU version of the FDTD
scheme has been compared with a massively parallel CUDA code for GPU computing. The idea is to accurately estimate how fast is a GPU against a CPU that exploits all its available resources. This analysis has been also performed for the standard FDTD scheme applied to optics [14] but it has not been done yet for the solid-fluid scheme to the best of our knowledge.

2 Finite-Difference Time-Domain method for the analysis of vibration problems

The fundamental constitutional equations for the propagation of elastic waves in solids can be derived in vectorial notation from the Newton’s second law and the Hook’s law obtaining the following well known identities:

\[
\frac{\partial \mathbf{\tau}}{\partial t} = \lambda (\nabla \cdot \mathbf{v}) + \mu (\nabla \mathbf{v} + \mathbf{v} \nabla), \quad (1)
\]

\[
\rho \frac{\partial \mathbf{v}}{\partial t} = \nabla \cdot \mathbf{v}, \quad (2)
\]

where \( \mathbf{\tau} \) is the stress tensor, \( \mathbf{I} \) is the identity matrix, \( \lambda, \mu \) and \( \rho \) are the two Lamé constants and the density respectively. The velocity vector is denoted by \( \mathbf{v} \). The Eqs. (1)-(2) describes the propagation in linear, homogeneous and non-lossy solid media. Basically, in solid media there are two types of waves, the \( p \)-waves or longitudinal waves and the \( s \)-waves also known as the transversal waves. The velocity of propagation of both waves is different and defined as follows:

\[
c_p = \sqrt{\frac{\lambda + 2\mu}{\rho}}, \quad c_s = \sqrt{\frac{\mu}{\rho}}. \quad (3)
\]

where \( c_p \) and \( c_s \) are the \( p \)-wave and \( s \)-wave velocities, respectively. It is important to note that those materials with null second Lamé parameter \( \mu \) (shear modulus) behave as fluids with a compressibility modulus defined as \( k = -\lambda \). The presence of heterogeneities and the \( p \) and \( s \) waves deal to different ondulatory phenomena such as the Rayleigh’s and Love’s waves.

In this work a modified set of equations are considered based on a scaling of the velocity components. For the specific case of 2D simulation \( (x, y) \) the normal stresses from Eq. (1) can be expressed as follows

\[
\frac{\partial \tau_{xx}}{\partial t} = c_p \frac{\partial V_x}{\partial x} + \frac{\lambda}{Z_0} \frac{\partial V_y}{\partial y}, \quad (4)
\]

\[
\frac{\partial \tau_{yy}}{\partial t} = c_p \frac{\partial V_y}{\partial y} + \frac{\lambda}{Z_0} \frac{\partial V_x}{\partial x}. \quad (5)
\]
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whereas the shear stress can be defined as:

\[
\frac{\partial \tau_{xy}}{\partial t} = \frac{c_s^2}{c_p} \left( \frac{\partial v_x}{\partial y} + \frac{\partial v_y}{\partial x} \right).
\]  

(6)

The velocity components can be split from Eq. (2) as follows:

\[
\frac{\partial V_x}{\partial t} = c_p \frac{\partial \tau_{xx}}{\partial x} + c_p \frac{\partial \tau_{xy}}{\partial y}, \quad \frac{\partial V_y}{\partial t} = c_p \frac{\partial \tau_{yx}}{\partial y} + c_p \frac{\partial \tau_{yy}}{\partial x},
\]  

(7)

where \( V_i = v_i Z_0 \) with \( i = x, y \) and \( Z_0 = \rho c_p = \sqrt{\rho (\lambda + 2\mu)} \). The scaling of the velocity components has many advantages such as the possibility of handle closer values for the velocities in both solids and fluids. Note that usually the movement of the particles in solids tend to be smaller than in a fluid. On the other hand, this normalization improves the finite error precision in FDTD equations since avoids the round-off errors committed by the processor due to handling numbers with huge differences in their modulus.

This formulation can be easily related with the pressure-velocity scheme for fluid media considering \( k = -\lambda \) and \( p = -1/2(\tau_{xx} + \tau_{yy}) \).

Figure 1 shows the lattice configurations of the FDTD method for analyzing the velocities and stress components. Reformulating Eqs. (4)-(7) by the FDTD method gives

\[
\tau_{xx}|_{i,j}^{n+1} = \tau_{xx}|_{i,j}^{n+1} + VPL \left( V_x|_{i+1/2,j}^n - V_x|_{i-1/2,j}^n \right) + VCL \left( V_y|_{i,j+1/2}^n - V_y|_{i,j-1/2}^n \right);
\]  

(8)

\[
\tau_{yy}|_{i,j}^{n+1} = \tau_{yy}|_{i,j}^{n+1} + VPL \left( V_y|_{i,j+1/2}^n - V_y|_{i,j-1/2}^n \right) + VCL \left( V_x|_{i+1/2,j}^n - V_x|_{i-1/2,j}^n \right);
\]  

(9)

\[
\tau_{xy}|_{i+1/2,j+1/2}^{n+1} = \tau_{xy}|_{i+1/2,j+1/2}^{n+1} + VSL \left( V_x|_{i+1/2,j+1}^n - V_x|_{i+1/2,j}^n \right) + VSL \left( V_y|_{i,j+1/2}^n - V_y|_{i,j}^n \right) + VCL \left( V_y|_{i,j+1/2}^n - V_y|_{i,j}^n \right);
\]  

(10)
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\[ V_{x|_{i+1/2,j}}^{n+1/2} = V_{x|_{i+1/2,j}}^{n-1/2} + VPL \left( \tau_{xx|_{i+1/2,j}}^{n} - \tau_{xx|_{i-1/2,j}}^{n} \right) + \tau_{xy|_{i+1/2,j+1/2}}^{n} - \tau_{xy|_{i+1/2,j-1/2}}^{n}, \]

\[ V_{y|_{i,j+1/2}}^{n+1/2} = V_{y|_{i,j+1/2}}^{n-1/2} + VPL \left( \tau_{yy|_{i,j+1}}^{n} - \tau_{yy|_{i,j}}^{n} \right) + \tau_{yx|_{i+1/2,j+1/2}}^{n} - \tau_{yx|_{i-1/2,j-1/2}}^{n}, \]

where

\[ VPL = \frac{\Delta t c_p}{\Delta u}, \quad VSL = VPL \left( \frac{c_s}{c_p} \right)^2, \quad VCL = \frac{\Delta t \lambda}{\Delta u Z_0}. \]

The spatial and time resolution of FDTD are denoted by \( \Delta u \) and \( \Delta t \), where square cells are considered (\( \Delta u = \Delta x = \Delta y \)) (see Fig. 1). Regarding stability and dispersion, FDTD schemes must ensure the Courant-Friedrichs-Lewy (CFL) that for the specific case of solid-fluid interaction is defined as:

\[ S = \frac{c_{l,max} \Delta t}{\sqrt{2} \Delta u} \leq 1, \quad R = \frac{c_{s,min}}{f_{max} \sqrt{2} \Delta u} \geq 10 \]

where \( c_{l,max} \) is the maximum value of the longitudinal velocity in the domain and \( c_{s,min} \) the lowest tangential velocity \([13, 15]\). The boundaries of the domain have been truncated by means of a Perfectly Matched Layer (PML) that solves the problems due to artifacts and reflections on the boundaries which are very common in finite-difference schemes \([13, 16]\).

### 3 Computational optimization

In this section the strategies considered for accelerating FDTD for solid-fluid vibration analysis are detailed. In this work an Intel i7-950 processor with 8MB of cache, a clock speed of 3.06 GHz and the possibility of handle efficiently eight threads has been used. Regarding GPU computing, a GTX470 GPU with Fermi architecture is considered for the parallel implementation of the FDTD for solid-fluid vibration analysis. The basic computing unit in this type of hardware consists of 32 threads and this arrangement is defined as a warp. The GPU is capable of swapping warps into and out of context without any performance overhead. This functionality provides an important method of hiding memory and instruction latency on the GPU hardware. The different warps invoked are also arranged into blocks of threads.

#### 3.1 Multi-core CPU and SSE instructions

The SIMD instructions follow the parallel computation model and is the most cost-effective way of accelerating floating- or double-point performance in modern processors. Here, only
Figure 2: a) Illustration showing the scheme for solving Eq. (8) in CPU. b) Flowchart of GPU parallel programming for FDTD for fluid-solid vibration analysis.

Single precision has been considered for FDTD simulations, since single precision is accurate enough for FDTD applications. In order to successfully apply the SIMD instructions, load operations must be done under a set of aligned bytes [17]. For that reason, the allocation of the memory for a matrix with $e_r$ rows and $e_c$ columns is done as a single aligned column vector by means of a new array class fully implemented in C++ [18]. Thus each position is reached taking into account that the storage order is by columns. For simplicity, the scheme of how Eq. (8) is computed by means of the MMX registers and OpenMP is shown in Fig. 2a. The updating process for the rest of the components follow the same scheme. For simplifying the notation, also the PML notation has been suppressed but it is also included in the optimization process. For instance, the update of $\tau_{xx}$ requires several aligned loads that store 4 consecutive values of the terms involved: $V_{x|i+1/2,j}$, $V_{x|i-1/2,j}$, $V_{y|i,j-1/2}$, $V_{y|i,j+1/2}$. Note that the physical parameters that define the media are also stored in the MMX registers.

The next step is to perform the arithmetic operations by means of the MMX registers using the intrinsics functions $\text{mm_sub_ps}(_m128 \text{ a,}_m128 \text{ b})$, $\text{mm_add_ps}(_m128 \text{ a,}_m128 \text{ b})$ or $\text{mm_mul_ps}(_m128 \text{ a,}_m128 \text{ b})$ for instance). In addition, OpenMP has been considered in order to parallelize the updating of each field component. Modern CPUs contain several cores that can be used by means of shared memory schemes in order to split the computational load amongst the different cores. By means of OpenMP directives, each component has been parallelized distributing the whole computation by columns. As can be seen in Fig. 2a, each thread is in charge of computing a set of columns of each field component, whereas each thread uses extensively the vectorial SSE instructions along the rows direction.
3.2 Graphic Processing Units (GPUs)

Regarding the SF-FDTD implementation and GPU computing, a number of blocks related with the number of rows and columns are invoked by means of the kernel functions and an array of 192×2 threads are launched per block [19].

Besides the potential of the CUDA kernel, it is necessary to divide the whole computation process in several kernels focused on computing each component of the vibration field. Fig. 2b summarizes the invocation path of the kernels related with the FDTD implementation. Firstly, an initialization in host of the fields to be computed is performed. Secondly, the allocation of these componentes is done inside the GPU, those fields that must be filled such as the physical parameters that models the media are copied to the GPU memory. Thirdly, the FDTD computation is performed by a set of kernels that updates each component of the vibration field (stress and velocities). Finally, the fields are downloaded to the host. In this flow chart the post-process is omitted, but mandatory downloads of the \( \tau \) and \( \mathbf{V} \) components must be considered in order to compute the specific desired outputs. The time costs of this process has been also considered in order to compute the speed up in the results section.

4 Results

Firstly, the computational results are summarized in Fig. 3. The simulation grid is modified as a function of the number of rows \( (e_r) \) and columns \( (e_c) \). More specifically, Fig. 3a-b shows the time simulation cost and the speed up respectively for a set of simulations with \( e_r = 500 \) varying the number of columns. The speed up has been computed considering as sequential version an auto-vectorized code. This auto-vectorized code is expected to be the fastest sequential code achievable by an programmer without advanced knowledge on parallelization techniques. The same results for \( e_c = 1000 \) and \( e_c = 2000 \) are shown in Fig. 3c-d and Fig. 3e-f respectively. As can be seen the time simulation costs grows exponentially with the simulation size and in all cases the GPU and the fine-tuned CPU version are faster than the sequential version. The speed up obtained from the CPU parallel code optimized with SSE instructions and OpenMP behaves quite constant as a function of \( e_c \) and a slight maximum can be identified for the specific case of \( e_c = 500 \) and for \( e_r \approx 0.3 \) cells. This local maximum disappears in Fig. 3d and Fig. 3f since it belongs to an optimal usage of the cache memory available in the microprocessor. As the simulation size becomes greater the simulation does not fit in the cache and the speed up remains constant. The overall speed up obtained by this version is closer to 7 compared with the sequential auto-vectorized version. On the other hand, the GPU CUDA version remains more homogeneous as a function of the simulation size and the speed ups are quite near to 30 respect of the auto-vectorized sequential version.

In order to accurately compare the GPU and the SSE+OpenMP CPU version, the rel-
Figure 3: Computational results: (a), (c) and (e) show the time simulation as a function of the number of cells for the specific case of $e_c = 500$, $e_c = 1500$ and $e_c = 2000$ respectively. (b), (d) and (f) represents the speed up for the same situation. (g) Relative speed up between the fine-tuned CPU and GPU codes.
Figure 4: Modulus of the normalized velocity as a function of the space and time: (a) $n_{\text{step}} = 400$, (b) $n_{\text{step}} = 500$, (c) $n_{\text{step}} = 600$, (d) $n_{\text{step}} = 700$, (e) $n_{\text{step}} = 800$, (f) $n_{\text{step}} = 900$, (g) $n_{\text{step}} = 1000$, (h) $n_{\text{step}} = 1100$, (i) $n_{\text{step}} = 1200$, (j) $n_{\text{step}} = 1300$, (k) $n_{\text{step}} = 1400$, (l) $n_{\text{step}} = 1500$
ative speed up between them has been computed and shown in Fig. 3g. As can be seen the GPU version is near to 7 times faster than the fine-tuned CPU code and this behavior remains constant as a function of the simulation size. The effect of the cache size in the SSE+OpenMP CPU version can be also seen in Fig. 3g for \( e_r \approx 0.3 \). The slight differences in the relative speed up curves reveals that the GPU version is more competitive for bigger simulation sizes, reaching values of near to 7. This value is significantly different from the speed up values obtained in Fig. 3b, 3d and 3f. These results illustrates that a fine-tuned CPU version can be competitive against a massively computational architecture such as GPU in which the number of cores is hundred times greater than in a single CPU. Nevertheless, the authors consider that GPU codes are mandatory in this type of applications in which the requirements in terms of grid size and time steps can be unaffordable for sequential codes and even to multi-core processors.

Fig. 4 shows a sequence of the modulus of the scaled velocity as a function of the grid size and the time-simulation steps. The pressure source is located near the upper right corner. In the center of the domain there is a ring filled with a solid material (\( \lambda = 1.95 \) GPa, \( \mu = 36 \) MPa and \( \rho=900 \) kg/m\(^3\)). It can be easily seen that the propagation inside the solid is faster rather in the fluid and also that different phenomena can be identified inside the ring. More specifically, Fig. 4d-f shows in the upper right side of the ring a set of transversal waves that are reflected along the ring boundaries. The shear waves cannot travel in fluid media thus, only longitudinal waves travels in the fluid hole inside the ring. This sequence reveals in a qualitatively way the potential of this scheme and are consistent with those obtained in [13]. The set-up of the FDTD method is the following: \( e_r = 650 \), \( e_c = 300 \), \( \Delta u = 3.7 \) mm, \( \Delta t = 1.77 \) \( \mu \)s and \( f_{\text{max}} = 40 \) kHz.

5 Conclusions

In this work a unified scheme for FDTD analysis of vibrations on fluid and solid media is considered. A scaling factor has been introduced in the formulation in order to improve its implementation and also for optimizing the vibration analysis in heterogenous media. The formulation has been implemented in parallel hardware architectures such as multi-core CPU and GPU. The CPU optimized version takes advantage of the SSE instructions and also of the multiple cores available by means of OpenMP directives. The results reveal that a fine-tuned CPU version can be competitive compared to GPU codes, since it reaches speed ups closer to 7 compared to the auto-vectorized sequential version. Nevertheless, GPU computing is mandatory for massively computations due to the fact that the speed up obtained is up to 30. It’s worth to note that the speed up obtained from GPU codes can vary dramatically as a function of the sequential code selected. In this work a comparison between the multi-core CPU code acclerated with SSE and OpenMP is compared with the GPU CUDA based code in order to establish accurately the degree of improvement.
achieved revealing that GPU is slightly more than 5 times faster than the fine-tuned CPU version. Finally, FDTD applied to the analysis of elastic waves in solids and fluids has been demonstrated to have a low computational intensity, thus needing parallel strategies in order to reduce the time simulation costs. The authors are considering to extend the current work to 3-D and also to include the new AVX instructions available in modern multi-core CPUs.
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