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V. CONCLUSIONS

There are significant time changes of the imaginary part of dielec-
tric permittivity even for constant-value salt-impurity concentration
in freshwater ice. Different values of electromagnetic loss were
r experimentally observed at the identical temperature. Thus, for the
determination of ice dielectric loss, we must take into account the
L ~ ice-time existence after water is frozen, the ice-temperature history,
510~ 7 and the inclusions characteristics. Disregarding these conditions in
previous papers led not so much to measurement errors, but to the
description of ice with different structures. Therefore, the cryosphere
r — remote sensing requires taking into account the time changeability of
ice electromagnetic properties.
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Ice temperature, °C
Fig. 3. (a) Observation of”’ change of ice slab on duraluminum mold at
13.5 GHz. Points (1-3) correspond to the ice time existence in one day; (4)
two days; (5) 32 days; (9-10) 47 days; (11) 66 days; and (12) 85 days. (b)
The measurements analogous to (a) at 37.5 GHz.
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Radiometric Sensitivity Computation in

the other hand, quick freezing may produce a specific distribution of Aperture Synthesis Interferometric Radiometry

salt concentration in ice volume.

However, the main result of the measurements, as it follow:
from Figs. 2 and 3, is the hysteresis of in the case of slow-
C}’C'e temperature change f_o.r many days. Our 0th_er experiments with pqiract—This paper is concerned with the radiometric sensitivity
different temperature conditions and with long-time measuremerismputation of an aperture synthesis interferometric radiometer devoted
also indicated the effect of ambiguity of electromagnetic losses. to earth observation. The impact of system parameters and the use

The discussion on hysteresis of the real part of ice dielect/$ simultaneous redundant measurements are analyzed. The Interfero-

s . L etric Radiometer Uncertainty Principle is presented; it quantifies the
permlttlylty at 1 kHz was published earll_er in [7_]‘ It Wa_s Observeaglationship between radiometric sensitivity and angular resolution.
for the ice that formed the 2% NaCl solution. This experiment lasted ' _ o
for about an hour. However, this observation was interpreted as th'dex Terms—interferometry, radiometry, remote sensing, sensitivity.
influence of the heat of phase transition. In our experiments, the
analogous explanation is not true because there was a small amount I. INTRODUCTION

of salt and a long period of keeping ice at a low-ambient temperature. . ) ) )
We conclude that the hysteresis effect in our experiments mayAn interferometric radiometer measures the correlation between the

be connected with the existence of supercooling salt microsco@i@Ytic signais collected by different antennas (f) and Sx(t)].
inclusions at temperatures lower than eutectic point, where thk)éS€ correlations provide the samples of the so-called visibility
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function, which has dimensions of Kelvin. whereA is the pixel's area in théu, v) plane;A = d* for T-arrays;
A 2 r_ A — _di f _ .
Vio(u, v) = % E[S1(1)S5(1)] A= \/_§d /2 for} _ arrays;A =d fqr one-dimensional (1 D)_arrays,
- and d is the spacing between adjacent antennas normalized to the
= // T(E, 1)irs <_M> wavelength or the minimum baseline. The functiin(«, v) is a
¢ window used to weight the visibility samples.

£24n2<1 . .
L : In a similar way, the MBE can be defined as

L eI (uttun) dg dn (2)

where(u, v) is the baseline and is equal to the difference between the AFeq(0, 0)]dQ

antenna positions over thEY plane normalized to the wavelength; main lobe

T(¢, ) K is the so-called modified brightness temperature [1]. MBE = // AR 6 o)l (6)
T, 1 * “realls @71

T =8N _pie pELEn @

V1=-8—n?
whereT'r(€, 1), dimensions of Kelvin, is the brightness temperatur
(&, n) are the director cosines, with respect {7€, V) axes, equal
(sin @ cos ¢, sin 0 sin ¢); Fn1,2(&, n) are the normalized antenna
voltage pattern; and,.(7), the fringe-wash function, (without units)
takes into account spatial decorrelation effects [2].

In the ideal case, no decorrelation effetts(r) ~ 1 and identical
antenna patterns,; = F,» = F,, the modified brightness temper-
ature can be recovered by means of a discrete Fourier Transfor
the visibility samples

é/vhere the AF., is not squared because it refers to brightness
temperatures, a power measurement, however, from (5)Athg
may have negative lobes. The MBE can be optimized by a proper
selection of the window function. Table | shows the sidelobe level
(SLL) and the MBE at the SLL for five different windows for
an Y-array with Ng| = 43 antennas per arm spaced= 0.89
wavelengths, as proposed for MIRAS [7]. Decorrelation effects have
gn neglected sincB/ fo =~ 2%. The saturation of the radiometric
sensitivity shown in Fig. 1 is due to the discretization or MBE error
computed at the center of the instantaneous field of view (FOV) [1].
T(& n) = F '[V(u, v)]. (3)  The error decreases with the array size and the window smoothness.

In large interferometers, in order to simplify the signal distribution
network, the cross-correlations are usually performed at basebandBySNR
means of real correlators after in-phase and quadrature demodulatiop the real and imaginary parts of the visibility function are
Vi2 o Eliy()i2(6)] + jE[q (£)ia(2)). 4) obtainec_zl by cross-correlating the in-phase and qge_tdrgture components
of the signals collected by the antennas once digitalized [7], slightly
different results are obtained from those presented in [2], [3], and
) ) o ) o ) [8] for the 1-D interferometer ESTAR, or radioastronomy. Three
Radiometric sensitivity is defined as the minimum input change thafects that now have been taken into account are predetection filters’
can be detected at the output [2]-[4]. In a interferometric radlometghape (rectangular or Gaussian), single sideband (SSB) or double
itis limited by the discretization and the finite coverage of the spatigljopand (DSB) receivers with the same predetection bandwidth, and
frequencies plangu, v) and the SNR, which can be improved by, relator's type.
increasing the integration time and/or the predetection bandwidthrhe MIRAS fringe-wash function was computed in [5] and [6],
[3]. The finite (u, v) coverage and the discretization errors set theying into account the overall frequency response of the receiving
saturation limit that is reached for high SNR’s. chain [7]. It was found that the fringe-wash function is better
approximated by a Gaussian filter (7a) than by a rectangular filter

Il. RADIOMETRIC SENSITIVITY COMPUTATION

A. Discretization and Finité«, v) Coverage (7b) with the same noise bandwidf (7c).

In a total-power or Dicke radiometer, the measured antenna tem- B 5
perature is given by equations 4.55-4.60 of [4]. The error committed |H(f)|= 72 =T/P) (7a)
depends on the particular brightness temperature distribution being f—fo
observed and can be minimized by maximizing the antenna main- [H(f)] = H(T) (7b)
beam efficiency (MBE), which requires the use of antennas with too
a tapered illumination that, in turn, reduce the achievable spatial BA / \H(f) df (7¢)
resolution.

On the other hand, an interferometric radiometer forms the bright-

ness temperature map by a discrete-inverse Fourier transform Of\m?ereﬂ(m) =1 for |«| < 1/2 and0 elsewhere. Consequently, it is
visibilities measured by the array (3). It has been shown [1], [S], [@lypected that more accurate results are obtained with the Gaussian
that, as proposed in [7], the optimum shape of a two-dimensionghgel.

(2-D) interferometric array is &". Y-arrays generate the largest pq|iowing the procedure used in [3], the standard deviation of the
regular(u, v) coverage over an hexagonal grid for a given numbgga) ang imaginary parts of the visibility function can be computed,
of antennas, thus maximizing the angular resolution or, converseljking into account that I/Q demodulation is performed prior to the

minimizing the hardware requirements [1]. , correlation [6, App. 1]. The main results are listed below for Gaussian
The impulse response of the interferometer in the directfenso) §83) and for rectangular predetection filters (8b)
can be interpreted as the beam synthesized by the array, and it is

called the equivalent array factod £.,) [3] because of its similarities 2 _ 1 { N2 [ —w(?Avf/\/fB)z]
with phased arrays T S 3Breg (Ta+Tr)"|14e¢

1 oy p —7w(2Af p 2
AFeq(E; 7, 50,» 770) A Z VV('LLH, Un )P <M> + ‘;21,:(11,, ’U) |:]. +e (2Af/V2B) :|

f()
p2 —x(2Af/V2B)?
e tizm(u(E—go)to(n—nn)) ) —Vii, (u, v)[l — e TEAIIAEE) ]} (8a)
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TABLE |
SLL [dB] AND MBE FoR THE MIRAS SPACEBORNEINSTRUMENT EQUIVALENT-ARRAY FACTOR (p2,,, = u2,,, + v2,.., pmax = '\/ENELCI)
Window SLL [dB] MBE (%)
Rectangular 8.4 423
W, ,v,) =1
Triangular 113 69.3
p
W (4, =1- =
o V) Pz
Hamming 12.9 78.7
W Uy, v,) - 054 + 0.46cos[n :?"")
Hanning 13.8 74.5
W Wy Vi) = ; + ;cos(n :n’:}
Blackmann 16.2 89.6
W @, v,) = 042 + 0.5¢os(n Bl"’] . 0.08:05(211 p’"")
Pnax Pmax
50 | | | T T T
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Fig. 1. Radiometric sensitivity dBK (10 loghT") versus SNR [10 logT4 /oy )]. Ta = 200 K, MIRAS instrument. Radiometric sensitivity saturation
is due to the discretization and finite:,(v) coverage errors.
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whereA(z) = 1—|z| for [z] < 1 and0 elsewhere};. andV; are the
real and imaginary parts of the visibility functiofi}y is the antenna
temperaturel’r = Tr1 = Tre is the receivers’ noise temperature;
Af = fo—f|p is the difference between the filter’s central frequency
fo and the local oscillator's frequencfj,; and 7o is the effective
integration time that depends on correlator’s type, 15 = 7 for an
analog correlator, antyss = 7/2.46 for 1-bitx 1-bit correlator with

(8b)
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sampling frequencieg, = 2B [9]. At this point, it is interesting to of the visibility function. This situation holds for scenes consisting
note the following. on point sources [2], [10], and averaging simultaneous measurements
1) The variances} = o2 + o7, computed with rectangular does not improve SNR significantly. On the contrary, for a smooth

predetection filters, is/2 times larger than with Gaussian filterstemperature distribution, as in the case of earth observation, the
because noise is more compacted in frequency and suffers [gisibility function decays rapidly, errors are only partially correlated,
from decorrelation effects. and averaging reduces noise power.

2) For any kind of filter, an improvement by a factor of two is On the other hand, if the receiver's noise temperature is much
achieved in SSB receiver§Xf| > B/2), as compared to higher than the brightness temperature to be measured, the aver-
DSB receivers £f = 0), at the expense of higher speecdging of simultaneous measurements improves the SNR, due to
correlators and higher power consumption. In practice, tiiBe reduction of receiver's noise. This is not the case with earth
use of SSB demodulation simplifies receiver's design whedPservation at low microwave frequencies, in which receiver’s noise
reradiation from local oscillator to the antenna must be kefgmperatureXr = 80 K) is usually lower than the average brightness
below the threshold of the signals received in the protecté@mperatures = 250 K). In any case, the improvement shown by
band, i.e., 1.400—1.427 MHz [7]. It also reduces local oscillatd#-3). reproduced from [3], will always be lower than the upper bound
AM noise and offsets can be easily removed by high-pa&eund for a linear array, which takes into account uncorrelated errors

filtering the signals prior to correlation. Tg+Tr ~—
3) The use of digital correlators reduces the integration time ATho redundancy™ /B VNV
by a factor that depends on quantization levels and sampling Ty + The
frequency [9]. = AT redundancy = — = Verin v (19)
Since the brightness temperature map is obtained by means uncorr errors Vo

of a discrete Fourier transform of the visibility samples, thghere v, stands for the total number of visibilities andis the
visibility errors are translated into the temperature map Euler's constant.

A detailed analysis of redundancy and its improvement on radio-

T n)=4 Z Z Wonn metric sensitivity requires a specific array configuration and scene
mwoen under observation. However, fdr-arrays, which provide a very
V@ vn) + v, (i, Vonn ) low degree of redundancy [5], [7], [10], [11], this improvement can
+ievi (Umns Vinn)] be approximately found if we realize that only baselines relating
. 927 (Umn €t vmnn) (9) antennas on the same arm can be redundant. By the zero baseline
it is understood that the one correspondingute= v = 0, which

where €v,, ev:) are the errors in the real and imaginary, \RAS is nonredundant, since it is measured by a dedicated
parts of the visibility function. Prior to computation of thepjcke radiometer. Recall also that when the Hermitian property is
radiometric sensitivity some considerations about redundangypsidered everyu, v)-point is actually duplicated. For tHé-array
and hermiticity must be pointed out. with three arms, each witiVg| = 43 elements, plus a central
1) Hermiticity of the Visibility SamplesOnly half of the base- element, there aréNg| (3Ng + 1)/2 + 1 = 8386 baselines
lines must be measured & 0, v 2 0 andu < 0, v > 0). The other [the extra one corresponding #3(0, 0)], 3NIZEL +3NgL +1 =
half is obtained by conjugating the measured baselines. In doing 5851 nonredundant baselines or nonredundénatv) points, and
the noise is Hermitian too. 3(Ng —1) = 126 redundant, v) points with different degrees of
V(s v) = {1 BIS1(1)S5 (D]} redunda_mcy. It_me_a_ms th8886 — 5551 = 2709 redundant complex
N . i correlations (visibilities) lead to only 126 redundant, v) points.
=3 BE[S:(1)S51(1)] = V(—u, —v). (10)  This leads to an improvement of a 1% for a 43 antennas per arm
2) Redundancy and Correlation Between Errorst [5], [6], [10] }_’-gr_rgy [10], [11], even in the case in which errors between these
and [11], it is shown that the cross-correlation of the errors of tw(SiPility samples are assumed to be completely uncorrelated.
identical baselines 1-2 and 3—-4 (except for the antenna positions§) Shapshot Radiometric Sensitivityss shown in the previous

with the same integration time, one of them delayed, is given section, visibility errors are Hermitian and, for computational pur-
by (rectangular predetection filters) poses, uncorrelated from sample to sample. With these considerations,

the snapshot radiometric sensitivity, that is, the average error in each

E[AVi2(t + 1) AVsy ()] = Ry, ¢, (Ta) = Vi2 Vs brightness temperature map obtained after an integration time of
eV seconds, is
= ‘é“‘“ smc(T—d). (11)

T T § .

eff ST(E =AD" Wi
being R‘;rlz‘;m(rd), the cross-correlation between the measured vis- m  n
ibilities Vi» and V34 att = 74. Note that, in an actual onboard -lev, (tmn, Vmn) + jev,(Wmn, Umn)]
interferometer like MIRAS [7], all baselines are measured in the same . 027 (€t vmn )

time interval andry = 0. Given its importance, we explicitly show

that the noise of a visibility sample (8b) can be obtained from (11).  AT(& m) = E[T(& )oT(& u)’]

J%" :0—%% + J%’i = E[|A‘12|2] = Ravisavy, (0) =4 {Z Z I"'/'gm(tffmn + J?mn)
ViiVay V0, 0)* (T4 +Tr)? -
= = . = 12 72 2 2

BTeff BTeﬁ BTeff ( ) + Z Wen (o'rmn, + Ufmn)
From (11), it can be seen that, with ideal noise-free receivers, errors 5223123;8
between simultaneous measurements= 0) of different visibility
samples are strongly correlated if the spacing between the antenna - cos[4Am (Umn € + vmnn)]} (14)
pairs 1-2 and 3-4 is much smaller than the downfall of the amplitude
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TABLE I
Basic PARAMETERS OF MIRAS INSTRUMENT
Parameter
Number of antennas per amm Ngp, =43 (11.353 non-rcdundant visibilitics)
Antenna spacing d = 0.89 wavelengths
Bandwidth B =20 MHz.

Pre-detection filters' central frequency fo = 1.410 MHz

Local oscillator frequency fjp = 1.395 MHz
Snap-shot integration time 1 = 0.3 scconds
Effective integration time T eff = 0.122 seconds

(1 bit x 1 bit digital correlators)

Receivers' noisc temperature Tp =80K
Antenna temperature 100K <7, <300 K
which can be approximated by in a single polarization instrument. This improvement is achieved
because unsimultaneous measurements are independent and the error
Ta+T, (o . i
AT(E, ) ~ A aA+tT1e . ol No (15) is redu_ced by the square _root_of t_he. number of measurem_ents,
BTeft ay or equivalently, the integration time is increased to the total time
the pixel remains in the FOMpqy. After pixel averaging, for
where 4 = /34%/2, the local oscillator factor is given by, = the MIRAS instrument (dual polarization instrument), the expected

V2 = 1.41 for DSB receivers andv,; = 1 for SSB receivers; radiometric sensitivity values are thenTMIRAS . 95 and1.1
the filter factor is givena; =*v/2 = 1.19 for Gaussian filters K for the rectangular and Blackmann windows, respectively, and
and oy = 1 for rectangular filters; and the windowing factor, 74 = 200 K.

is defined as
Y . Ill. RADIOMETRIC SENSITIVITY IN INTERFEROMETRIC
Y = Z Z Wi [Nv (16) RADIOMETERS AND TOTAL POWER RADIOMETERS:
men THE INTERFEROMETRICRADIOMETER UNCERTAINTY PRINCIPLE
where the number of visibility samples, including the Hermitian !N Order to compare in a homogeneous way the radiometric
ones, is Nv = G6NZ + 6Ng_ + 1 for Y-arays. In the sensitivities of interferometric radiometers and ideal total-power

MIRAS case, Ng| = 43 and the windowing factora,, = rgdiometers, we must take into account aII.the avai!able integration
1,0.5212,0.5717,0.5446, and).4517 for the rectangular, triangular, fiMme. Note that a 2-D interferometric radiometer images all the
Hamming, Hanning, and Blackmann windows, respectively (Table §Pac€ S|_multaneously, while a total-power radlometer images only the
Note that the weighing function attenuates visibility samples betweBR®! pointed by the antenna beam. That is, the MIRAS spaceborne
distant antennas, where SNR is worse; thus, the radiometric sensitiffigiriment will image 4Ng| + 1)° = 130° = 16.900 pixels

is improved at the expense of a loss in the angular resolution. MIRA8NUltaneously [1] everyr = 0.3 s, from which there are 8.689
spacebome snapshot radiometric sensitivity can be computed frbt€ alias-free FOV. An ideal total-power radiometer imaging
(15) and (16) with the parameters listed in Table Il [7]. Fig. 1 show@"Y the alias-free FOV pixels with the same angular resolution
the snapshot radiometric sensibility in decibfi® log (AT) [dBK]} Would have a maximum integration time ofjxe| = 7/8.689 =
versus the SNR. For an SNR in the MIRAS range 31.6-33.2 dB, tHe%s/S.GSQ = 34.5 us, leading to a worst-case radiometric sensitivity

radiometric sensitivity is bounded by 7.1-15.0 K and 3.2-6.8 K f&if AT&E&““’: Tsys/ | /(Brpixel) = 14.5 K, which is very close to
the rectangular and Blackmann windows, respectively. the snapshot radiometric sensitivity of the interferometer radiometer

4) Radiometric Sensitivity Improvement by Pixel Averagingvhen the rectangular window is used (Section 1I-B3).
Radiometric sensitivity can be improved in a 2-D interferometric The radiometric sensitivity improvement achieved by windowing
radiometer by means of “pixel averaging.” That is, since a pixelan be now understood as the spatial averaging of the pixel's value
remains in the FOV for a long time, the recovered values can laéth its neighbors. In fact, the sensitivity improvement by windowing
averaged after proper correction of the dependence with the anigleapproximately related to the half-power synthesized beamwidths
of incidence. In the MIRAS case, a pixel remains in the FOV fogiven in [6] and [12] by
about 22 s {Foy = FOV width/platform velocity= 165 Km/7
Km/s = 22 s), from which 11 s correspond to each polarization. ArIntRad TS
The improvement on the radiometric sensitivity in each polarization rectangular_ 1 = Aby 17)

i AT A’ _ _ : aTIntRad = oy T Ag3dB '
is then ATpixel avg/ATsnap-shot= v/(115/0:3s) = 6 or 62 ATy W Arectangular
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In [6] and [12], the angular resolution df -arrays is analyzed, [8] M. E. Tiuri, “Radio astronomy receivers|EEE Trans. Antennas Prop-

and for the rectangular window¢, o4 " & 7/(4v/3Ng| d). For an agat., vol. AP-11, pp. 930-938, Dec. 1964.

ect. i . . ) .
; ; A7 " ; [9] J. B. Hagen and D. T. Farley, “Digital correlation techniques in radio
arbitrary windowW, the productATw A¢_zq, w is found to be science."Radio Scivol. 8, pp. 775-784, Aug./Sept. 1973,

AT ,'Aﬁz ) [10] J. Bad, A. Camps, F. Torres, and I. Corbella, “Baseline redundancy and
WEs—3dB, W radiometric sensitivity: A critical review,” irSoil Moisture and Ocean
V3 22 Ta+Tr Aol v T Salinity Measurements and Radiometer Techniques Consultative Meet-
=5 Qo v ing. dwijk, The Netherlands: ESA-ESTEC, Apr. 20-22, 1995.
2 /Brore o 43N ing. Noordwijk, ] » Apr. ,
Teff ar u 4\/§NE|—d [11] —, “The correlation of visibility errors and its impact on the
\/§7r Ta+Tr ag - radiometric resolution of an aperture synthesis radiometer,” submitted
=53 T Brw ap’ (NeL>1) (18) for publication.
eff [12] ——, “Angular resolution of two-dimensional hexagonally sampled
which can be approximated by interferometric radiometersRadio Sci.to be published.
T Tr o,
AT AE 4 g gy o~ ATER Qol g (19)

A /BTeﬁ ap

Equation (19) is the new Interferometric Radiometer Uncertainty

Principle. It states that the product of the radiometric sensitixfy Reciprocity of the Bidirectional Reflectance
by the 2-D angular resolutioA¢? ; 45 is a constant that depends only Distribution Function (BRDF) in Measurements
on receivers and correlators parameters, and it is independent on the and Models of Structured Surfaces
window used to process the visibility samples. It can be viewed as

the interferometric radiometer version of the total-power radiometer William C. Snyder

uncertainty equation given in (6.149) of [4].

Abstract—The bidirectional reflectance distribution function (BRDF)
IV. CONCLUSIONS is one of the most important surface properties for terrestrial remote
The radiometric sensitivity of a general 2-D interferometric raS€nsing, but its definition for structured surfaces is not fully understood.

. . . . . e BRDF of flat surfaces has a straightforward definition and is usually
diometer has been computed in this paper. The impact of the fllteg nsidered to be reciprocal, which means the value is the same when

shape has been analyzed and qL_Jantified as well as the_type of demQdsource and detector angles are switched. Structured surfaces, such
ulation (SSB or DSB) and the kind of correlator. The improvemenis forest canopies and grasslands, require an extension of the definition
achieved by means of pixel averaging has been discussed and re9flBRDF and some additional measurement conditions. In this paper,
have been particularized for the MIRAS instrumentYashaped a definition for the BRDF of structured surfaces is proposed, and it

. f . di ith 43 | is shown that with this definition, the BRDF is reciprocal. In addition,
interferometric radiometer wit antennas per arm, currently Una&fne of the related geometrical measurement requirements are discussed.

study at the European Space Agency. It has been shown that aftg§ concluded that reciprocity should apply for both measurements

pixel averaging, radiometric sensitivities are expected to be ab@ud models of structured surfaces and that field measurements violate
2.5 or 1.1 K, depending on the weighing function used to tapg?ciprocity not because the BRDF itself is nonreciprocal, but because of
the visibility samples. Finally, The new interferometric radiometelimcorrected geometric and radiometric factors.

uncertainty principle has been stated: it establishes that the produdtdex Terms—Electromagnetic scattering by rough surfaces, radiative

of the radiometric sensitivity by the angular resolution is a constafignsfer, radiometry, remote sensing.

that depends only on the kind of receivers, correlators, and minimum

baselines. I. INTRODUCTION

Land-cover bidirectional reflectance is of prime importance in ter-
restrial remote sensing. In the solar-reflective region of the spectrum,
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