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The inversion of lidar returns from homogeneous atmospheres has been done customarily through the well-known slope method. The logarithmic operation over the range-corrected and system-normalized received signal used in this method introduces a bias in the statistics of the noise-affected processed signal that can severely distort the estimates of the atmospheric attenuation and backscatter coefficients under measurement. It is shown that a fitting of the theoretically expected exponential signal to the range-corrected received one, using as the initial guess the results provided by the slope method and a least-squares iterative procedure, can yield enhanced accuracy under low signal-to-noise ratios and especially in moderate-to-high extinction conditions. © 1998 Optical Society of America

1. Introduction

The basic single-scattering lidar equation may be formally expressed as:

\[ P(R) = \frac{K}{R^2} \beta(R) \exp \left[ -2 \int_0^R \alpha(r) \, dr \right], \quad (1) \]

where \( P(R) \) is the range-received power (W), \( \beta(R) \) is the range-dependent volume backscatter coefficient of the atmosphere (km\(^{-1}\) sr\(^{-1}\)), \( \alpha(R) \) is the range-dependent extinction coefficient (km\(^{-1}\)), \( R \) is the range (km), and \( K \) is the system constant defined as:

\[ K = 10^{-9} (Ec/2) A_r \] \( (2) \)

where \( E \) is the transmitted energy (J), \( c \) is the speed of light (m/s), \( A_r \) is the effective receiver area (m\(^2\)), and \( 10^{-9} \) is a conversion constant between the length units used (m\(^3\) to km\(^3\)). Note that the term \( A_r/R^2 \) in Eq. (1) has units of solid angle (sr).

The goal of lidar inversion is to retrieve the optical parameters \( \alpha(R) \) and \( \beta(R) \) from the return signal \( P(R) \) that is corrupted by noise of different sources, \( n(R) \). In a homogeneous atmosphere, the optical parameters are assumed to be constant over the entire lidar range \( [\alpha(R) \approx \alpha, \beta(R) \approx \beta] \). If Eq. (1) is rewritten in differential form, it takes the form:

\[ \frac{dS(R)}{dR} = \frac{1}{\beta(R)} \frac{d\beta(R)}{dR} - 2 \alpha(R), \quad (3) \]

where

\[ S(R) \triangleq \ln[R^2 P(R)]. \quad (4) \]

The application of the homogeneous approximation over small range intervals leads to the conjecture:

\[ \frac{1}{\beta(R)} \left| \frac{d\beta(R)}{dR} \right| \ll 2 \alpha, \quad (5) \]

at least over most of the \( S(R) \) curve. Unfortunately, assumptions such as this are not well justified in some situations of interest, e.g., under the conditions prevailing in dense clouds or smoke or in any situation in which significant local inhomogeneities occur. However, the utility of the homogeneous approximation often increases with increasing optical depth, such that changes in the fractional gradient of extinction or backscatter cause small variations in the signal \( ^2 \) (since extinction and backscatter are usually highly correlated, this means that, under these circumstances, the first term of Eq. (3) can be neglected).

We extend the evaluation methodology presented by Kunz and de Leeuw \(^2\) and assess the inversion errors of the slope-method algorithm and of a direct fitting of the range-corrected received signal to the theoretical exponential curve that it should ideally.
inversion results presented can be representative of many short-range tropospheric horizontal-pointing lidar systems.

2. Methodology and Simulation Criteria

The considered noise source encompasses signal-induced and dark-current shot noises as well as electronic thermal noise. It is known that shot noise is described by Poisson’s statistics; however, if the count numbers are high enough (i.e., the signal strength is more than 50 photons over half of the inverse of the receiving system noise equivalent bandwidth $B_N$ or, equivalently, over the integration time $t$), their discrete statistics may be approximated by continuous, Gaussian ones. For example, at 532-nm wavelength and 10-MHz noise equivalent bandwidth, the approximation is valid for return powers greater than 0.4 nW. Hence noise is modeled by an equivalent Gaussian noise range-dependent spectral density $\sigma_{\text{eq}}^2(R)$ that merges into a single body the range-dependent signal-induced and dark-current shot noise spectral densities as well as the thermal noise spectral density $[\sigma_{\text{sh},\text{a}}^2(R), \sigma_{\text{sh},\text{d}}^2, \text{and } \sigma_{\text{th}}^2]$, respectively. Thus the range-dependent SNR is computed according to

$$\text{SNR}(R) = \frac{R \cdot \text{LP}(R)}{\sigma_{\text{eq}}(R) \cdot B_N} = \frac{R \cdot \text{LP}(R)}{[\sigma_{\text{sh},\text{a}}^2(R) B_N + \sigma_{\text{sh},\text{d}}^2 B_N + \sigma_{\text{th}}^2]^{1/2}} \frac{\sqrt{V}}{\sqrt{V}},$$

(6)

where $R_v$ is the receiver responsivity (V/W), $P(R)$ is the range-dependent return power (W), $B_N$ is the noise equivalent bandwidth (Hz), and $L$ is the system optical loss, which includes the receiver’s spectral transmission factor and either the overlap factor or the range-dependent geometrical form factor. A detailed explanation of the computation of $\text{SNR}(R)$ from the system parameters is given in Appendix A.

The noise equivalent bandwidth $B_N$ for a shaping filter in the receiver chain with spectral response $H(f)$ ($f$ is the frequency) is defined as the bandwidth of the equivalent rectangular filter that, given the same white-noise spectral density $S_{\text{nn}}$ (W/Hz) at its input, would yield the same noise power (W) as that from the real one. Formally,

$$B_N = \frac{\int_0^\infty S_{\text{nn}} |H(f)|^2 df}{\int_0^\infty |H(f)|^2 df} = \frac{\int_0^\infty |H(f)|^2 df}{\sqrt{\frac{\int_0^\infty |H(f)|^4 df}{\int_0^\infty |H(f)|^2 df}}} = \frac{\int_0^\infty |H(f)|^2 df}{\sqrt{\left|H(f)\right|_{\text{max}}^4}},$$

(7)

where $|H(f)|_{\text{max}}^2$ is the gain at the center frequency $f = 0$ for a low-pass filter (LPF). For a practical $n$th-order Butterworth LPF with 3-dB signal bandwidth equal to $B$, both concepts are related by

$$B_N = \frac{\pi B}{2n \sin(\pi/2n)}.$$  

(8)

In this study a fourth-order 10-MHz signal bandwidth Butterworth LPF is used to model the receiver bandwidth, so that both the noise equivalent and the signal bandwidth virtually coincide. This is close to the behavior of an ideal filter, whereas, for example, a first-order Butterworth LPF would have $B_N = 1.57B$.

From Eqs. (1) and (6), it is obvious that under the approximation of a homogeneous atmosphere, the range-dependent SNR is a function of only the volume extinction $\alpha$, the volume backscatter coefficient $\beta$, and the system constant $K$ [Eq. (2)]. Therefore, given the SNR at some minimum range $R_{\text{min},\text{SNR}}$, $\text{SNR}(R)$ is known for every other distance.

The criteria used with regard to the system ranges are the following:

The minimum system range $R_{\text{ovf}}$ is determined by the optical overlap factor (ovf) reaching the 100% (and assuming that the receiver stages are far enough from saturation because of unreasonable high gains in the receiver chain). A value for $R_{\text{ovf}}$ of 200 m, which is typical of a short-range tropospheric lidar system, is assumed. However, the minimum inversion range is set to begin at $R_{\text{ovf}}$ compensated by the addition of a guard range $\Delta R_{\text{min}} = 2c/B$ (where $c$ is the speed of the light and $B$ is the signal bandwidth of the receiver or, equivalently, the 3-dB cutoff frequency of the filter). This is done on account of the smoothing or smearing effect that is caused by the filter on the output signal in response to the abrupt rising transition of the optical power until the full overlap at $R_{\text{ovf}} = 200$ m occurs. The value $2c/B$ corresponds to the spatial interval equivalent to a settle time $\Delta t$ equal to 8 times the rise time of the filter, which can be roughly approximated by $1/2B$ (after Ref. 5). When we take into account the two-way path of the lidar signal, the time interval $\Delta t = 8 \times 1/2B$ is translated into a spatial interval $\Delta R_{\text{min}} = c\Delta t/2 = 2c/B$. This handy rule of thumb has been extensively tested in the simulation results, showing little influence for settle times greater than or equal to four times the rise time. Therefore the minimum inversion range $R_{\text{min}}$ is computed as

$$R_{\text{min}} = R_{\text{ovf}} + \Delta R_{\text{min}},$$

(9)

For example, the 10-MHz filter used yields $R_{\text{min}} = 260$ m, and a 50-MHz filter yields $R_{\text{min}} = 212$ m. The value for $R_{\text{min}}$ of 260 m will be assumed throughout the rest of the paper.

The maximum system range, which coincides with the maximum inversion range $R_{\text{max}}$, is taken as the minimum of the following two ranges:

(1) the range $R$ for which $\text{SNR}(R) = 1$; and

(2) the range $R$ for which $\text{SNR}(R) = 1$. 
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specification, and the backscatter coefficient $\beta$ from Table 2. The range-dependent return power $P(R)$ is then available, and so is $\text{SNR}(R)$, the range-dependent SNR. Finally, $R_{\text{max}}$ is solved as indicated in expression (10).

As for the backscatter coefficient $\beta$, it is assumed to be related to the extinction coefficient, which is the driving parameter in this study, as indicated in Table 2, after the approximate figures proposed by Collis and Russell.\(^1\) For example, at a wavelength of 532 nm and according to the definition of visibility of Koschmieder\(^7\) and Kruse et al.,\(^8\) the extinction coefficients indicated in Fig. 1 ($\alpha = 10$, 1, 0.1, and 0.01 km\(^{-1}\)) correspond to simulated backscatter values of $5 \times 10^{-1}$, $3 \times 10^{-2}$, $4 \times 10^{-3}$, and $10^{-3}$ km\(^{-1}\) sr\(^{-1}\), respectively. These atmospheric extinction conditions range from moderate fog (light water cloud) to exceptionally clear air (Rayleigh gaseous).

The result of the computation of the system constant $K$ versus $\text{SNR}(R_{\text{min}})$ is plotted in Fig. 2 along with a typical system-constant range (to be explained in Section 4). For system constants (energy levels) linked to a $\text{SNR}(R_{\text{min}})$ specification greater than or equal to approximately $10^3$, the system constant is proportional to the square of $\text{SNR}(R_{\text{min}})$. This is just-
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![Graph](image-url)  
**Fig. 1.** Maximum range of the lidar, expressed in the required SNR at $R_{\text{min}}$ for different extinction coefficients.

![Graph](image-url)  
**Fig. 2.** System constants versus $\text{SNR}(R_{\text{min}})$ for different atmospheric extinctions ($\alpha = 10$, 1, 0.1, and 0.01 km\(^{-1}\)). Solid horizontal lines indicate a typical system constant range.
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### Table 1. Default Values Used in the Simulations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>APD quantum efficiency</td>
<td>55%</td>
</tr>
<tr>
<td>APD current responsivity $R_{ap}$</td>
<td>236 mA/W</td>
</tr>
<tr>
<td>APD multiplication gain $M$</td>
<td>100</td>
</tr>
<tr>
<td>APD excess-noise factor $F$</td>
<td>4.0</td>
</tr>
<tr>
<td>APD dark surface current $I_{ds}$</td>
<td>14 nA</td>
</tr>
<tr>
<td>APD dark bulk current $I_{db}$</td>
<td>6 pA</td>
</tr>
<tr>
<td>Preamp. equivalent transimpedance gain $G_T$</td>
<td>$10^6$ Ω</td>
</tr>
<tr>
<td>Preamp. equivalent input noise density $\sigma_{\text{in},i}$</td>
<td>5 pA Hz(^{-1/2})</td>
</tr>
<tr>
<td>Preamp. 3-dB cutoff frequency $B$</td>
<td>10 MHz</td>
</tr>
<tr>
<td>Optical system losses $L$</td>
<td>30%</td>
</tr>
<tr>
<td>Typical background power $P_{\text{back}}$</td>
<td>1.6 nW</td>
</tr>
</tbody>
</table>

---

### Table 2. Assumed Optical Parameters for Different Visibilities

<table>
<thead>
<tr>
<th>Visibility ($V_L$)</th>
<th>Extinction $\alpha$ (km(^{-1}))</th>
<th>Backscatter $\beta$ (km(^{-1}) sr(^{-1}))</th>
<th>Atmospheric Condition Based on</th>
</tr>
</thead>
<tbody>
<tr>
<td>391.2 m</td>
<td>10</td>
<td>$5 \times 10^{-1}$</td>
<td>Light water cloud</td>
</tr>
<tr>
<td>3.912 km</td>
<td>1</td>
<td>$3 \times 10^{-2}$</td>
<td>Moderate/light haze</td>
</tr>
<tr>
<td>39.12 km</td>
<td>$10^{-1}$</td>
<td>$4 \times 10^{-3}$</td>
<td>Clear air</td>
</tr>
<tr>
<td>391.2 km</td>
<td>$10^{-2}$</td>
<td>$1 \times 10^{-3}$</td>
<td>Rayleigh gaseous</td>
</tr>
</tbody>
</table>

---

(2) 5 km, which has been considered to be a reasonable typical figure for the maximum range at which the overlap between the illuminated cross section of the atmosphere and the receiving system field of view is still 100% in the case of such a lidar system.

Certainly, the latter value will strongly vary from system to system, since it depends on the actual lidar arrangement (i.e., coaxial or biaxial, bistatic or monostatic) and atmospheric optical parameters. Therefore we have

$$R_{\text{max}} = \min \left\{ R \mid \text{SNR}(R) = 1 \right\} \quad (10)$$

Figure 1 shows the $R_{\text{max}}$ criterion versus $\text{SNR}(R_{\text{min}})$ for different extinction coefficients and for the system parameters given in Table 1. The computation of $R_{\text{max}}$ follows these steps: First, for each $\text{SNR}(R_{\text{min}})$ specified, the related optical power $P_s$ is solved from Eq. (6) [or, equivalently, Eq. (A2) below]. This results in a quadratic equation in $P_s$. Second, the system constant $K$ (which is directly related to the output energy of the system) is computed from Eq. (1), given $P_s$, the atmospheric extinction $\alpha$, the $R_{\text{min}}$ specification, and the backscatter coefficient $\beta$ from Table 2. The range-dependent return power $P(R)$ is then available, and so is $\text{SNR}(R)$, the range-dependent SNR. Finally, $R_{\text{max}}$ is solved as indicated in expression (10).
identified because in that range of SNR's and considering the typical system default parameters of Table 2, the system is under a signal-induced shot-limited mode at $R_{\text{min}} = 260$ m. A common result is that the closest observation cells to the system are under a signal-induced shot-limited mode and that they progressively tend to a thermal-limited mode near the maximum range. In a few cases, however, the closest observation cells may be thermal noise limited because the system constant (output energy) is so low that the term $\sigma_{\text{ph}}^2$ in Eq. (6) begins to dominate $\sigma_{\text{ch}}^2$ at $R_{\text{min}}$. This justifies the lines of Fig. 2 becoming curved for approximately SNR $< 10^2$. As long as one moves toward lower SNR's, the slope of these curves tends to unity.

The core of the simulation procedure is the synthesis of noise-corrupted lidar return signals by the addition of noise realizations to the simulated range-dependent backscattered return power. The procedure is sketched in Fig. 3. Once $P(R)$ from Eq. (1) is computed, the lidar signal is modeled in a more realistic way by incorporating the effect of the ovf into the signal. This is roughly modeled as a linear increase of the optical power from 0 to $P(R_{\text{ovf}})$ in the overlap range interval $[0, R_{\text{ovf}}]$, where $R_{\text{ovf}} = 200$ m. At the output of the stochastic lidar signal generator, a noise-corrupted lidar signal is available so that, for each range $R$, a noise stochastic variable $n(R)$ with Gaussian range-dependent standard deviation $\sigma_{\text{eq}}(R)$ is simulated, as discussed in Appendix A. Next, the data burst is filtered and cut according to the $R_{\text{min}}$ and $R_{\text{max}}$ criteria stated in Eq. (9) and expression (10). At this point filtered noise-corrupted lidar realizations are available with a spatial sampling rate of 7.5 m. To compute error inversion statistics, the synthesis and inversion procedures are repeated $M = 10$ times for each particular SNR($R_{\text{min}}$) and driving atmospheric extinction coefficient.

The inversion error in an optical parameter of the atmosphere, let us say $\alpha$, is computed in a rms sense after averaging the $M$ inversion runs. Thus the average extinction inversion error is expressed as

$$e_{\text{RA}} = \left[ \frac{1}{M} \sum_{i=1}^{M} (e_{\text{RA},i})^2 \right]^{1/2} \times 100\%, \quad (11)$$

with

$$e_{\text{RA},i} = \frac{\alpha_i - \alpha}{\alpha}, \quad (12)$$

where $\alpha$ is the actual extinction coefficient and $\alpha_i$ is the extinction coefficient yielded by the $i$th inversion. Since the noise-corrupted lidar return signal is stochastic in nature, such an evaluation procedure yields an estimate, itself a random variable, of the mean relative squared error.

3. Slope Method versus Exponential-Curve Fitting

Both the slope method and exponential direct fitting of an exponential curve are, in fact, least-squares algorithms, the former taking advantage of the closed expressions appearing when the fitted function is a line one. The slope method first proposed by Collis$^9$ lies in the range-corrected version of expression (4) under the assumption of a homogeneous atmosphere in Eq. (1). If the noise contribution $n(R)$ is considered, the range-corrected function takes the form

$$S(R) = \ln(R^2[P(R) + n(R)])$$

$$= \ln(K\beta) - 2\alpha R + \ln \left[ 1 + \frac{n(R)}{P(R)} \right], \quad (13)$$

to which one can adjust a line by choosing values of $m$ and $c$ that minimize

$$\|S(R) - mR - c\|^2 = \sum_{i=1}^{N} [S(R_i) - mR_i - c]^2, \quad (14)$$

where $R_i$ denotes the range of the $i$th resolution cell; $m$ and $c$ estimate $-2\alpha$ and $\ln(\beta)$, respectively.

As much as its computational straightforwardness is of advantage, the weak point of the slope method lies in the bias that the unavoidable system noise introduces in any real received signal. In effect, although the parameter estimation will be good when the noise term is small, the estimates of $\alpha$ and $\ln(\beta)$ tend to increase as the noise term $n(R)$ approaches $-P(R)$, producing large negative peaks in $S(R)$. A sample run with an approximate bias of 12.4% for SNR = 50 at 260 m is illustrated in Fig. 4, where a simulated realization of $S(R)$ is compared with the ideal $S(R)$ (i.e., without noise) and with the best linear fit. The slope and the intercept of the noiseless range-corrected function are $-2\alpha$ and $\ln(\beta)$, respectively, and the slope and the intercept of the noisy $S(R)$ from which the optical parameters are estimated are $m$ and $c$, respectively. The figure shows how the negative noise spikes contribute to an overestimation of the sought-after parameters ($\alpha$ and $\beta$).

Instead of using a linear function, we can formulate the lidar inversion problem by using an exponential-
where the worst-case precision of the independent variables is exceeded. The termination criteria for this rationale both algorithms have been implemented by using MATLAB’s \texttt{leastsq} function which is based on a cubic Levenberg–Marquardt search algorithm. This method generally requires fewer function evaluations but more gradient evaluations, and for this reason the gradient of the fitting function is supplied analytically. The optimization does not finish until the following two termination criteria are met or a maximum number of 200 iterations is exceeded. The termination criteria are (1) worst-case precision of the independent variables \(a\) and \(b\) equal to \(10^{-5}\) and (2) minimum precision of the objective function [Eq. (15)] at the solution equal to \(10^{-8}\). A single inversion through the fitting of the exponential curve seldom exceeds 120 klops, which translates into less than an 800-ms execution time when running on a PC-486 33-MHz platform. As pointed out above, the fitting has been initialized for each lidar realization with the \(a\) and \(b\) estimates that have resulted from the inversion by means of the slope method.

As in the case of the slope method, for each range \(R\) the negative noise spikes may drive \(1 + n(R)/P(R)\) in Eq. (13) to values that are close to zero or even negative; hence a rule must be implemented to deal with “abnormal” results in taking the logarithm. Note that the lower the SNR at a range \(R\), the higher the likelihood that this happens in a particular run. Concerning the results of the slope-method inversions that are presented in Section 4, the criterion has been to replace the logarithm in question by a floor value equal to \(-23\) whenever its argument (computed in \(W\) km\(^{-2}\)) becomes equal to or less than \(\exp(-23)\) or negative. The \(-23\) figure is a threshold close to the value of \(\ln[R^2P(R)]\) \((-21.88\) with \(R\) in kilometers and \(P(R)\) in watts) at \(R_{\text{max}} = 0.359\) km yielded by Eq. (10) and Fig. 1 when \(\alpha = 10\) km\(^{-1}\) (worst atmospheric condition) and SNR(\(R_{\text{min}}\)) = 10.

### 4. Simulation Results and Discussion

Figures 5–8 (solid curves) show the estimated rms relative errors in the inverted values of \(\alpha\) and \(\beta\) derived by using both the slope method and the exponential-curve fitting algorithm, for several extinction coefficients, representative of what can be expected in conditions ranging from moderate fog (\(\alpha = 10\) km\(^{-1}\)) to exceptionally clear air (\(\alpha = 0.01\) km\(^{-1}\)).
As indicated in Section 3, the backscatter coefficients \( \beta \) are given in Table 2. The abscissas represent SNR\((R_{\text{min}})\), and the ordinates indicate the rms relative inversion error according to Eq. (11). The ripple in the curves results from the finite number \( M (M = 10 \) in this case) of simulated signals that have been inverted to estimate the relative inversion error for each SNR\((R_{\text{min}})\). With \( M = 10, \) and 121 points in the abscissas, each error inversion curve involves 1210 inversions. Note that in spite of the visual impression, the logarithmic scaling in the ordinates indicates a larger ripple for lower values of SNR\((R_{\text{min}})\).

It is important to stress that for each driving atmospheric extinction and SNR\((R_{\text{min}})\), each lidar realization of the sequence of 10 serves as input to the slope-method algorithm for inversion, so that each slope inversion outputs a different initialization (\( \alpha \) and \( \beta \) estimates) to the exponential fitting iterative algorithm, which is also fed with the same lidar realizations (see Fig. 3). If we average the inversion errors in the optical parameters inverted by the exponential fitting iterative algorithm, the effect of the different initializations on the final performance (or sensitivity to the initial guess) becomes included in the final inversion error figure. Consequently, each of the error inversion plots presented must be understood as a set of stochastic variables, one for each SNR\((R_{\text{min}})\), whose mean represents the average inversion error in a statistical sense and whose variance or ripple seems to be a good indicator of the sensitivity of the algorithm to the noise realizations in the case of the slope method and to them and the initialization guess as well in the case of the exponential-curve fitting iterative algorithm.

To compare the performance of both algorithms, it is interesting to define a typical operation range in the abscissas for practical systems. Assuming that the reasonable range of the system constant \( K \) for an atmospheric elastic lidar system typically lies between \( 10^{-4} \) and \( 10^{-1} \) W km\(^{-2}\) [this assumes energies between 40 mJ and 1 J and aperture diameters of the receiving optics between 15 cm and 1 m in Eq. (2)], the reasonable range of SNR\((R_{\text{min}})\) falls roughly between \( 9 \times 10^2 \) and \( 3 \times 10^4 \) V/V when the extinction coefficient \( \alpha \) is \( 10^{-2} \) km\(^{-1}\), and between \( 4 \times 10^2 \) and \( 10^4 \) V/V when \( \alpha \) is 1 km\(^{-1}\). Figure 2 shows the system constant \( K \) versus SNR\((R_{\text{min}})\) parameterized for the extinction coefficients used (\( \alpha = 10, 1, 0.1, \) and 0.01 km\(^{-1}\)) along with the maximum and minimum practical limits.

When the inversion algorithm is the exponential-curve fitting and one considers homogeneous atmospheric conditions with medium-to-high extinction coefficients (\( \alpha = 10 \) and 1 km\(^{-1}\) in Figs. 5 and 6, respectively), there is a clear improvement in the estimation of both the extinction and backscatter coefficients within the practical limits of SNR\((R_{\text{min}})\). Under these conditions, only a fraction of the exponential curve is available (the maximum inversion range is indicated in Fig. 1). For the lowest atmospheric extinctions (\( \alpha = 0.1 \) and 0.01 km\(^{-1}\) in Figs. 7 and 8, respectively), there are no significant differences between the rms inversion error yielded by either method in the SNR\((R_{\text{min}})\) range of interest, which corresponds to situations with \( R_{\text{max}} = 5 \) km.

The same Figs. 5–8 allow us to compare the effect of the receiver signal bandwidth on the signal component of the lidar realizations. The error plots discussed so far (solid curves) have been computed by filtering both the signal and noise components of the lidar realizations, and the inversion errors obtained after filtering only the noise component are superimposed as dashed curves (these curves have been interpolated in one or two subintervals by using a second-order method for illustrative purposes). If both sets of plots in Figs. 5–8 are compared, the effect of the filter on the signal component, which basically causes overshoot and ringing in response to the abrupt transition of the signal in the overlap range interval, becomes evident through a saturation effect on the error plots in the solid curves from some SNR\((R_{\text{min}})\) up. For medium-to-high atmospheric extinctions (\( \alpha = 10 \) and 1 km\(^{-1}\) in Figs. 5 and 6, respectively), such an effect begins for lower SNR\((R_{\text{min}})\) in the case of the exponential fitting algorithm, whereas for low extinctions (\( \alpha = 0.1 \) and 0.01 km\(^{-1}\) in Figs. 7 and 8, respectively), it is basically the same for both algorithms. When only the noise is filtered (dashed curves), the saturation disappears. Hence it is found that the slope method is the less influenced algorithm. A suitable explanation for this is that all the samples of the range-corrected function \( S(R) \) have the same weight in the linear least-squares fitting [Eq. (14)] from which the optical parameters are derived. Yet, in the case of the exponential-curve fitting iterative algorithm, the nonlinear fitting to a decreasing exponential curve [Eq. (15)] gives more weight to the first samples of the inversion interval, where these phenomena are precisely more important. Thus, for high SNR’s at \( R_{\text{min}} \), the inversion error becomes dominated by the smearing effect.
the limited bandwidth of the receiver on the signal rather than by the noise itself.

If we ignore the saturation effects imposed by the filter, the change in the slope of the dashed curves of the slope-method inversion, which also appeared in the results presented by Kunz and de Leeuw, arises from the maximum range considered, switching from the condition SNR$(R_{\text{max}}) = 1$–5 km, in accordance with Eq. (10). Comparing the results shown for the slope method with those from that previous study, we see that they are in close agreement with the error plots shown as dashed curves in Figs. 5–8. The differences with the plots shown as solid curves can possibly be justified by the improvement of the simulation model, which now permits modeling of the filter’s response to the abrupt transition of the lidar signal in the overlap interval and the extension of the noise variance to a range-dependent one that merges shot and thermal noise contributions into a single body.

The effect of lowering the limiting floor value has also been investigated. By comparison of Figs. 5 and 9, changing it down to $-30$ instead of $-23$ (default setting) results in a slight increase of the rms error in the $\alpha$ and $\beta$ estimates obtained through the slope method but does not have any noticeable effect on the inversion error when the estimates are obtained by the exponential-curve fitting iterative algorithm, except when the assumed extinction coefficient is 10 km$^{-1}$ and SNR$(R_{\text{min}})$ is below 50. In the latter case, there are instances in which the iterative algorithm appears to be unable to improve the initial guesses for $\alpha$ and $\beta$ provided by the already poorly performing slope method. The performance of the slope method in this interval is dominated by large biases and, consequently, by large inversion errors. (These are largely evidenced in the backscatter error plot of Fig. 9.) Another comforting result from Fig. 9 is the reduction in the ripple of the error plots of the exponential-curve fitting iterative algorithm as compared with those of the slope-method plots. Despite the large variance distribution of the initial guesses that come from the slope method, this variance compression leads to more reliable results when the iterative exponential fitting algorithm is used.

Finally, by comparing the inversion errors in the plots of Figs. 5–8 with those of Fig. 9 within the abscissa intervals limited by SNR$(R_{\text{max}}) = 1$, two additional points arise:

1. In the situations limited by the criterion SNR$(R_{\text{max}}) = 1$, the $\alpha$-inversion error increases as the atmospheric extinction lowers. This can be better understood by considering a homogeneous atmosphere with low extinction; then the noisy range-received power can be approximated by

$$P(R) = \frac{K}{R^2} \beta \exp(-2\alpha R) + n(R)$$

$$\approx \frac{K}{R^2} \beta(1 - 2\alpha R) + n(R).$$

Qualitatively, as long as the atmospheric extinction decreases, the term $-2\alpha R$ becomes smaller than unity (at least for all the inversion cells until some boundary range) and tends to be masked by the noise term. Thus low-noise spikes added to any power sample must be offset by large deviations in the extinction value during the inversion process. This leads to large inversion errors.

2. A further effect to be noted of these algorithms is that plots of $\beta$ error versus SNR tend to coincide for small extinctions. This happens because for extinctions equal to or smaller than 0.1 km$^{-1}$ the effect of the transmittivity term in Eq. (1) becomes less important and, consequently, the SNR$(R)$ function dependence is approximately proportional to $\beta/R^2$ regardless of the atmospheric extinction in that range.

5. Conclusions

The rms inversion errors in the estimates of the extinction and backscatter coefficients obtained from the inversion of lidar returns in homogeneous atmospheres with use of both the slope method and an iterative exponential-curve fitting to the received signal have been compared. The inversion errors have been estimated by repeatedly inverting simulated range-dependent noise-corrupted lidar signals. When working with moderate-to-high extinction coefficients, it has been found that an exponential-curve fitting iterative algorithm initialized with the slope-method estimates exhibits lower inversion errors than those with the stand-alone slope method. In the case of the exponential-curve fitting iterative algorithm, it has been shown that this improvement is due to the absence of the large negative peaks that appear in the range-corrected function of the slope method and that bias the estimation procedure. This effect becomes especially important when low signal-to-noise ratios (SNR’s) are found in the exploration range. Another point in favor of the algorithm is the variance compression in the distribution of the inversion estimates yielded by the iterative exponential fitting in spite of the large variance distribution of the initial guesses that result from the slope method in difficult situations.

To compare the inversion error figures of both algorithms, typical elastic backscatter lidar systems ranging from 40-mJ to 1-J energy and from 15-cm to
1-m aperture diameter in the receiving optics and limited to short-range tropospheric exploration have been considered. The inversion errors of the exponential fitting iterative algorithm are usually more than 1 order of magnitude lower than those of the slope method for atmospheric extinctions between 1 and 10 km$^{-1}$ and SNR’s (defined at the minimum range) roughly between $10^2$ and $10^4$. The exact improvement ratio depends on the actual decision rule used to handle the negative noise spikes of the range-corrected function of the slope method and on the guard range left between the minimum system range and the minimum inversion range, the value of $2c/B$ (where $c$ is the speed of the light and $B$ is the receiver signal bandwidth) being a reasonable figure. Otherwise, overshoot and ringing caused by the limited receiver bandwidth on the first samples of the lidar signal may hamper the performance of the exponential fitting algorithm, which gives more weight to the initial part of the inversion interval.

In conclusion, even though the analytical simplicity of the slope method has historically been of advantage, this has been superseded by the computational tools (which enable the practical implementation of the nonlinear exponential algorithm) available today.

**Appendix A: Signal-to-Noise Ratio for an Elastic Backscatter Lidar**

The SNR expression considers a typical avalanche photodiode (APD)/amplifier combination that is used to detect the return from backscattered pulses in an elastic lidar system. The range-dependent SNR, SNR($R$), is defined at the receiver output as the ratio of voltage that is due to the primary photocurrent to the total noise voltage. Based on Refs. 12 and 13, signal-induced and dark-current shot noise and thermal noise spectral densities are computed, respectively, as follows:

$$S/N = \frac{R_{i}LP(R)}{[2qG_T^2(I_{ds} + FM^2I_{db} + R_{s}L[P(R) + P_{back}])]B_N + \sigma_{th}^2B_N^{1/2}} \left(\frac{V}{V}\right),$$

(A2)

where $R_{i} = R_{i0}MGT_T$ is the receiver voltage responsivity and $B_N$ is the noise equivalent bandwidth.

In the simulations these parameters have been modeled by assuming typical noise specifications for a lidar receiver based on an APD and a low-noise preamplifier. Table 1 summarizes the default values used in the simulations.

The receiver operation is limited by signal-induced shot noise in the first part of the exploring range and by thermal noise at large ranges. As far as the background power estimation ($P_{back}$) is concerned, because it is a function of the receiver effective area, receiver field of view, and optical filter bandwidth, the simulations have been based on a typical estimate of $P_{back}$ rather than on a specific optical configuration.

From the relations above and under the hypothesis of a homogeneous atmosphere, the range $R$ for unity SNR is determined by equating Eq. (A2) to unity.
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