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Abstract—The removal of isolation errors plays an essential role in the calibration process of radar scattering measurements. One of the most common techniques used for that purpose is time-domain filtering, also known as gating. In spite of the importance of gating techniques, however, little can be found about them in the open literature. This paper analyzes these techniques and provides the concepts required to develop them optimally. In addition, a new filtering method called chirp-z filtering (CZF) and techniques to remove remaining distortions are presented.
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I. INTRODUCTION

VECTOR network analyzers are often used to carry out radar cross-section (RCS) measurements because of their sensitivity, dynamic range, versatility, and processing tools [1]. Among the usual correction algorithms included in the instrument, filtering techniques in the time domain, also known as gating techniques, have proved to be a very valuable tool in order to remove isolation errors and to minimize the noise level present in the measurement. However, neither comparative studies among different techniques nor analytical formulations of individual ones can be found in the literature, to the knowledge of the authors.

This limits one to the internally supplied gating functions of the network analyzer, which has three important drawbacks: 1) because every frequency sweep must be gated, the measurement time increases substantially; 2) the gating parameters must be determined before carrying out the measurement; and 3) the gating of network analyzers presents a tradeoff between fast cutoff rates and low distortion effects in the frequency domain [2]. This can be critical in high-accuracy RCS or antenna measurements, where the desired response is often hidden by unwanted reflections, clutter, couplings, etc. The minimization of these distortion effects therefore requires the development of appropriate correction techniques.

This paper analyzes gating methods, introduces a new filtering technique and presents correction tools that reduce significantly the above mentioned distortion effects.

II. TRANSFORMATION TECHNIQUES

The filtering process in the time domain consists of three steps: 1) the measured frequency data is transformed to the time domain; 2) the time domain response is multiplied by a filter whose passband agrees with the target’s response; and 3) the resulting signal is transformed back to the frequency domain. The notation that will be used for the parameters of each domain is the following:

A) Initial Frequency Domain (Measured Data):

\[ f_1, f_2, N_f = \text{Start, stop frequencies, and number of samples}; \]
\[ \delta f = \text{Frequency interval between samples}; \]
\[ \Delta B = \text{Frequency bandwidth}(f_2 - f_1). \]

B) Time Domain:

\[ t_1, t_2, N_t = \text{Start, stop time and number of samples}; \]
\[ \delta t = \text{Time interval between samples}; \]
\[ T_{\text{alias}} = 1/(\delta f) = \text{Alias-free interval}. \]

C) Final Frequency Domain (Processed Data):

\[ f_1', f_2', N_f' = \text{Frequency start, stop, and number of samples}; \]
\[ \delta f' = \text{Frequency interval between samples}; \]
\[ \Delta B' = \text{Frequency bandwidth } (f_2' - f_1'). \]

The method most widely used to carry out these domain transformations is the chirp z-transform (CZT) [3], [4]. The transformation of measured data from the frequency domain to the time domain by means of the ICZT will be given by [5]:

\[ x(t_1 + n\delta t) = \frac{1}{N_f} \sum_{k=0}^{N_f-1} X(k)e^{2\pi i(f_1 + k\delta f)(t_1 + n\delta t)}, \]
\[ n = 0, 1, \ldots, N_t - 1. \]  (1)

Likewise, the transformation from the time domain back to the frequency domain by means of the CZT will be given by

\[ Y(f_1 + m\delta f') = \sum_{n=0}^{N_f-1} x(n)e^{-2\pi i(f_1 + m\delta f')(t_1 + n\delta t)}, \]
\[ m = 0, 1, \ldots, N_f' - 1. \]  (2)
Both transforms can be efficiently applied by means of fast Fourier transforms (FFT’s) [3]. When working with the CZT, however, we must take into account that $\text{CZT}[\text{ICZT}[X(k)]]$ will not agree with $X(k)$ unless $t_2 - t_1 = T_{\text{alias}}$. This means that if we use the ICZT to transform from the frequency domain to the time domain and we transform back to the frequency domain by means of the CZT, the measured and processed frequency data may not agree. To analyze this effect, let us assume that the frequency interval between samples is maintained, that is, $\delta f = \delta f'$. Substituting (1) into (2) yields

$$Y(m) \equiv Y(f'_m + m\delta f) = \frac{1}{N_f} \sum_{n=0}^{N_f-1} \sum_{k=0}^{N_f-1} X(k)e^{2\pi i (f'_m + k\delta f)}(t_1 + n\delta t)e^{-2\pi i (f'_m + k\delta f)(t_1 + n\delta t)}$$

and operating we obtain

$$Y(m) = \text{CZT}[\text{ICZT}[X(k)]] = \frac{1}{N_f} e^{i\pi (t_1 + t_2)\delta f} X(k) * J(k)$$

$$J(k) = e^{i\pi (t_1 + t_2)\delta f} \sin \left[ \pi N_f \delta f \left( k + \frac{f'_1 - f'_m}{\delta f} \right) \right] \sin \left[ \pi \delta f \left( k + \frac{f'_1 - f'_m}{\delta f} \right) \right].$$

In conclusion, instead of obtaining the original measured data $X(k)$, $Y(m)$ is affected by the convolution with function $J(k)$ which has the form of a digital sinc. This convolution has two direct effects. On the one hand, the main lobe of the sinc degrades the frequency band edges and on the other hand, the secondary lobes of the digital sinc generate a ripple on the original data $X(k)$. The $-3$-dB width of the main lobe is

$$\Delta B_{\text{3-dB}} = \frac{1}{N_f \delta f} = \frac{N_f - 1}{N_f(t_2 - t_1)} \approx \frac{1}{t_2 - t_1}.$$

Thus, the smaller the interval in the time domain, the wider the sinc’s main lobe and therefore, the higher the distortion. When filtering techniques are to be applied in the time domain it is therefore important to extend the time interval from zero to $T_{\text{alias}}$ so that the distortions generated by the transformation process are minimized. Fig. 1 shows the effect of $J(k)$ over a constant frequency response of 0-dB amplitude, whose time domain response corresponds to a delta peak located at $t = 52.6$ ns. If instead of transforming from the frequency domain to the time domain with $t_2 = 0$ and $t_2 = T_{\text{alias}}$, we choose $t_1 = 52.6$ and $t_2 = 53.6$, and we now apply the CZT to transform back to the frequency domain, we obtain a distorted version of the original frequency response equal to its convolution with $J(k)$.

### III. GATING

In the gating process commonly used by commercial network analyzers [6], [7] the filter (or gate) is generated by convolving a time-domain rectangle function with an impulse response windowed with a Kaiser–Bessel window [2], [8], [9]. The filter used in the examples that follow is a finite impulse response (FIR) filter generated with this same technique and whose parameters are nominally: sidelobe ratio $= 45$ dB, pass-band ripple $= 0.04$ dB and cutoff (ns) $= 1.4/\Delta B$ [6], [7]. Other windows provide different tradeoffs: the ones that generate less distortion in the frequency domain, present cutoff rates too slow to discriminate between very close responses. The transformed response of the filter is a sinc-like function whose main lobe is approximately the inverse of the bandpass width, that is

$$\Delta B_{\text{3-dB}} \approx \frac{1}{\text{gate}_{\text{stop}} - \text{gate}_{\text{start}}}.$$

The filtering process can be therefore regarded as the convolution between the original data and this sinc-like function plus a new convolution by the digital sinc in (5) due to the CZF.

$$Y(k) = [X(k) \ast H(k)] \ast J(k).$$

Even if the adopted interval in the time domain is $[0, T_{\text{alias}}]$ which transforms $J(k)$ into a delta peak and thus removes its effects, the filter response $H(k)$ will distort the signal level at the frequency band edges and will generate a ripple at central frequencies (Fig. 2).

### IV. CZF

In (8) we are applying twice the convolution between $X(k)$ and a sinc-like function: first with $H(k)$ and afterwards with $J(k)$. In fact, the parameters of the inverse and direct CZ transforms can be modified ($J \rightarrow J'$) in order to achieve the same result without generating a gate filter $H(k)$. We have

$$Y(k) = X(k) \ast J'(k).$$

This method, which we will call CZF, consists of two steps. First, the measured frequency response is transformed to the time domain by means of the ICZT. The interval where the time domain response is calculated, however, is not $[0, T_{\text{alias}}]$ but $[\text{gate}_{\text{start}}, \text{gate}_{\text{stop}}]$, that is, the transformation is carried out so that $t_1 = \text{gate}_{\text{start}}$ and $t_2 = \text{gate}_{\text{stop}}$. Finally, the CZT is applied over this time interval. Nevertheless, as in the case of
gating, the development of appropriate correction techniques is required in order to remove the distortions generated in the frequency domain (Fig. 2).

V. CORRECTION TECHNIQUES: EXTRAPOLATION AND EQUALIZATION

The distortion in the frequency band edges produced by the main lobe of the sinc-like functions $H(k)$ in the case of gating and $J^*(k)$ in the case of the CZF can be reduced by extrapolating the measured data. In this way, the distortion will mainly affect the extrapolated samples, which will be afterwards discarded. In the extrapolation process the real and imaginary parts of the measured frequency data are extrapolated below $f_1$ and beyond $f_2$ by a frequency extrapolation length $\Delta f_e$ whose optimal value has been determined by applying different extrapolation lengths over experimental and simulated data. The best results have been obtained with $\Delta f_e = 2.5 \Delta f_m - 3 \text{ dB}$. Higher values obtain hardly any improvement and only increase computing time [10].

The ripple still present in the data after extrapolating and filtering may be reduced with equalization [11]. The equalization process requires a calibration signal with well-known responses in the frequency and time domains. This signal is first extrapolated and filtered and the result $E^*(k)$ is then compared with the expected result $E^*(k)$. From this comparison, a correction factor is derived. The notation used in Fig. 3 to illustrate this process is the following.

\[
\begin{align*}
&X(k), E(k) & \text{Measured signal and calibration signal in the frequency domain.} \\
&E^*(k) & \text{Calibration signal after filtering if no distortion were present.} \\
&X_e(I), E_e(I) & \text{Extrapolated, measured, and calibration signals.} \\
&Y'(k), E'(k) & \text{Measured and calibration signals after filtering.} \\
&\varepsilon(k) = E^*(k)/E'(k) & \text{Equalization factor.} \\
&Y(k) = Y'(k)(1 + \varepsilon(k)) & \text{Filtered signal with extrapolation and equalization.}
\end{align*}
\]

The calibration signal should meet two requirements: first, its time-domain response should lay within a very narrow interval so that narrow filters can be applied over it and second, its frequency-domain response should not present zeros or low values. Otherwise, $\varepsilon(k)$ would be affected by numerical errors caused by division by zero. A function that fully satisfies these requirements is a delta peak in the time domain. Furthermore, it can be easily generated as a complex exponential whose exponent allows to select the time position of the delta peak.

Similar techniques to those above presented are used by commercial network analyzers, although they are not described in the technical documentation supplied by the manufacturers.

VI. RESULTS

The performance between the gating and CZF with extrapolation and equalization will be now compared with the results obtained by an HP-8720C network analyzer when using the same gate shape specified previously. Two cases have been analyzed [11]. A simulation of a set of delta peaks in the time domain, and an experimental RCS measurement of a metallic trihedral.

1) Set of Delta Peaks in the Time Domain: In this example an interfering signal appears very close (2 ns) to the target’s response [Fig. 4(a)]. To make matters worse, the amplitude of the interfering peak has been chosen to be higher than the target’s amplitude and a third peak that simulates the coupling between antennas has been introduced. The filter span is 1 ns and it is centered at 100 ns. The results obtained with the proposed gating are clearly the best in terms of minimum quadratic error [Fig. 4(b)]. With this method, the error lies approximately within the interval $[-0.05, 0]$ dB across the whole frequency range and the normalized square error is 0.4%. CZF also presents a very good performance with an error around $[-0.05, 0.05]$ dB and a square error of 0.9%. As for the gating of the network analyzer, although the results from 13 to 15 GHz are excellent, its behavior shows a strong degradation near 12 and 16 GHz, with an error that exceeds 0.3 dB. With this method, the square error is equal to 1.5%.

2) Trihedral: In this case an outdoor measurement has been undertaken over a well-known external calibrator, a metallic trihedral of 22-cm edge. This target generates two very close peaks in the time domain, from which only the first one has to be preserved. The second peak corresponds to the surface...
wave generated by the incident wave and is only 1 ns away from the target’s peak [Fig. 5(a)]. The results obtained with the proposed gating and CZF methods are practically identical [Fig. 5(b)]. Assuming that the mechanical implementation of the trihedral is perfect, that is, its real response is equal to its theoretical response, the normalized square error introduced by these two methods is 7.7 and 8.4%, respectively. The network analyzer gating behaves well at central frequencies but gives poor results at the band edges, resulting in an overall error of 11.4%.

VII. CONCLUSIONS

The problem of domain transformations and filtering techniques in RCS measurements has been studied in this paper, and tools to develop them optimally have been given. Conventional gating techniques perform very well in many situations but are unable to achieve simultaneously fast cutoff rates and low distortion in the frequency domain. We have presented two correction techniques that, applied along with gating, obtain better performance than conventional techniques in the mean square error sense. Furthermore, a new filtering technique called CZF has been presented, which, when applied together with correction techniques, obtains very good results. The CZF does not require creation of a filter and therefore is faster than gating.
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