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Abstract—The Path Computation Element (PCE) is positioned nowadays as one of the solutions that almost every carrier will eventually deploy. The PCE architecture as well as a number of components, including the PCE Communication Protocol (PCEP), have been standardized by the IETF. However, a number of challenges remain to be solved on its way from standards to deployment. In particular, the existing proposals for multi-layer path computation within the PCE framework need to be further developed and tested, before considering their possible integration into operational networks. This is especially true for the interoperability of the various PCE implementations and the extensions such as the Virtual Network Topology Manager (VNTM) which cannot be taken for granted. This paper presents a functional implementation of coordinated computation of multi-layer paths supported through inter-layer PCE communication, where one PCE is developed by industry and the other as an open-source effort. To this end, we consider an IP/MPLS network deployed over a Wavelength Switched Optical Network (WSON), each of which deploying its own PCE, in an attempt to create an inter-operable multilayer solution. We discuss the key challenges that the research community will face in this area, which in turn will drive a considerable part of the upcoming efforts in terms of standardization.

I. INTRODUCTION

In the last few years, carriers have experienced a significant increase in the number of customers requesting the provision of on-demand network services, especially to run applications with high Quality of Service (QoS) requirements. These demands are forcing network carriers to review their service provisioning and network planning practices. In current carrier networks, most customer services are deployed over an IP/MPLS infrastructure, given its flexibility in terms of connection and QoS provisioning. The IP/MPLS network is in turn deployed over an Optical Transport Network (OTN) infrastructure, which is used to provide connectivity between the IP/MPLS routers. Given the diversity in the operation and administration tasks of these networks, carriers typically have two different departments to manage their corresponding infrastructures. Moreover, to minimize the interaction between these departments (and thereby the operational costs), IP/MPLS networks are typically over-provisioned, to the extent that peak utilization may be limited in practice to 30-40% of the link capacity [1], [2]. However, the increasing demand for more bandwidth along with dynamic (and flexible) service offerings are forcing carriers to explore multi-layer provisioning techniques, which are expected to optimize network resources while providing better support for upcoming applications and services.

To make this possible, carriers are faced with the challenge of how to best automate the computation and provisioning of multi-layer service paths, which are problems that have been addressed within the Path Computation Element (PCE) charter at the IETF [3], [4]. The PCE is an entity that uses topology and capacity information available in its Traffic Engineering Database (TED) to compute constrained paths in the network, and is emerging as the de-facto path computation solution in carrier-grade networks. The existing proposals for multi-layer path computation within the PCE framework can be broadly categorized into two groups: i) the ones employing a single PCE to compute multi-layer paths, which entails that the PCE must have information about both network infrastructures; and ii) the ones proposing to use independent PCEs for the different network infrastructures. In this second group, the proposals can be in turn divided into two categories, one in which the computation of multi-layer paths is handled without explicit communication among the PCEs in different layers and another which supports inter-layer PCE communication. At present, this latter seems more likely to be employed, as it not only maintains the operational independence between the two network infrastructures within a carrier, but also facilitates deterministic multi-layer path computation.

However, the deployment of a PCE architecture targeting coordinated computation tasks between independent networks poses significant challenges both in terms of design and implementation. Different works have outlined specific difficulties in coordinated path computation using multiple PCEs, including issues such as signaling overhead and delay as well as the additional components and extended capabilities required at the network elements. To this end, many research challenges pertaining to actual system parameters such as topology update mechanisms, algorithmic complexity and performance, type and nature of multi-layer requests, etc., are still to be explored and evaluated, especially, in real settings.

In this paper, we present the first implementation of inter-layer PCE coordination in a multi-layer network scenario and test its performance and interoperability. For the implementation described in this work, an IP/MPLS network is deployed
over a Wavelength Switched Optical Network (WSON), each of which has its own PCE. More precisely, we describe coordinated inter-operation between a PCE developed by Telefonica I+D for WSON networks, and an open-source PCE emulator developed by TU Braunschweig for IP/MPLS networks [5], [6]. Both implementations are based on the current IETF standards. We have also developed a basic implementation of a Virtual Network Topology Manager (VNTM), which is used to provision server-layer connections in the WSON network and to announce them to the client IP/MPLS network layer. Based on these implementations, we present preliminary performance results and highlight the existing challenges toward future efforts in this area. It should be noted that most current PCE implementations are proprietary and vendor specific, and as such have not been tested on their interoperability. To the best of our knowledge this is the first work which tests the PCE interoperability between different standardized PCE implementations, and that also in a multi-layer scenario.

The rest of the paper is organized as follows. In Section II, we give an overview of the current standards and related work. Our implementation is described in Section III, and an overview of the testbed setup and measurements are presented in Section IV. Finally, Section V outlines some of the important open problems and concludes the paper.

II. STANDARDS AND RELATED WORK

A description of the different multi-layer PCE configurations as well as some specialized components that can be used for facilitating inter-layer path provisioning can be found in [4]. There are three basic configurations, namely:

1) Single multi-layer PCE: In this configuration, a single PCE has the topology information for all the different layers in a multi-layer network, and uses this information to compute a multi-layer path.

2) Multiple PCES without inter-PCE communication: In this case, each layer contains a single PCE but they do not interact directly with each other. The source node in the client layer (i.e., the IP/MPLS layer) asks the source PCE for a tentative path, which returns either a path to the destination or a loose path including a transit node $v$ that is the entry point to the server layer (the WSON layer). The transit node $v$, upon receiving the path computation signaling information, communicates with the server layer PCE in order to compute a path in the lower layer and returns it to the start node. Then, the signaling process begins in the server layer, and once the circuit setup is completed, the signaling continues in the client layer.

3) Multiple PCES with inter-PCE communication: In this third configuration, the difference is that when the client PCE cannot find a path in the client network, the client PCE initiates a connection with the server PCE to trigger the computation of a multi-layer path jointly. The computed path is then returned in the form of a multi-layer Explicit Route Object (ERO) to the client node.

Although the single PCE configuration can perform optimal multi-layer path computation—by virtue of having the complete multi-layer topology information at a centralized location—this scheme is generally not applicable to carrier networks. The limiting factors are scalability and the organizational separation of IP/MPLS and WSON networks, since complete topology information is typically not shared among these networks. In contrast, the multi-PCE model is perfectly aligned with the separation observed in carrier networks, and is therefore the approach chosen for our implementation. The use of multiple PCEs, however, does come with additional overhead, such as larger path computations and setup delays (see, e.g., the analysis presented by Gunreben et al. in [7]).

There have also been approaches such as [8], which propose to segment the path computation process horizontally rather than vertically. In this case, a PCE is used for a subset of client nodes and the nodes to which they are connected in the server layer, and the interaction between several such PCEs in the network can be used to compute end-to-end multi-layer paths. While shown to be efficient in terms of blocking, this model (like in the single PCE configuration) fails to fit into the administrative separation of current carrier networks, and is therefore not used in our implementation.

Within the multi-PCE model, we have implemented the third configuration, i.e., the one where PCEs in different layers communicate with each other to facilitate the multi-layer path computation. We have implemented a Virtual Network Topology Manager (VNTM) from that proposed in [4], [9], which is a management element with a twofold role: to trigger the signaling for setup/decommissioning of the client links in the server network, and to re-optimize the topology in the client network. For instance, to setup a new MPLS link, the VNTM is responsible for initiating signaling for the corresponding circuit in the WSON network. In our model, VNTM can commission/decommission links in the client network using the Explicit Route Object (ERO) provided during multi-layer path computation; but the re-optimization traffic within the network - as shown in [10], in which the VNTM can trigger automatic switch-on or switch-off of links in the client network, is not currently supported in our implementation.

Before presenting the details of our implementation, we proceed to formalize the concept of a “multi-layer path”. In the PCE framework, a “path” is represented as an ERO, which in the client IP/MPLS network consists of a series of IPv4 address objects, whereas in the server WSON layer, the ERO contains the list of unnumbered interfaces along the computed path as well as the address of the destination node. In order to help the network elements differentiate between paths computed in the client and the server layer, the SERVER_LAYER_INFO sub-object defined in [11] acts as a delimiter, to identify the start and the end of each new WSON circuit resulting from the path computation process.

III. IMPLEMENTATION OVERVIEW

The implementation overview is presented in Fig. 1, which contains four major components: 1) The client (node R1 in
this example), 2) the IP/MPLS PCE, 3) the WSON PCE and 4) the VNTM. As mentioned above, the IP/MPLS PCE is implemented using an open-source PCE emulator [6], while the WSON PCE has been developed at Telefonica I+D. For the preliminary tests presented here, the functionalities of the client and the VNTM are fairly basic. A typical path computation and provisioning workflow can be summarized as follows: The client requests the IP/MPLS PCE for a path (1), where the client (i.e., the Path Computation Client (PCC)) could be an MPLS Labeled Switch Router, such as R1, or it could be a Network Management System (NMS). Once the PCE receives the request, it searches for a path within the IP/MPLS layer, and in case sufficient resources exist, it returns the computed path to the client. In case that the resources available in the IP/MPLS network are insufficient, the PCE requests the WSON PCE for additional resources in the form of a set of computation requests for a circuit (2). The number of path computation requests made by the IP/MPLS PCE to the WSON PCE is typically more than one, given the uncertainty in the required path (recall that full topology is not known). Upon receiving an answer from the WSON PCE, the IP/MPLS PCE chooses a suitable circuit computed in the WSON layer, embeds the computed path in the Explicit Route Object (ERO) and returns the answer to the client (3). In case a multi-layer path is computed, the client forwards the ERO to the VNTM (4), which initiates circuit setup in the WSON layer (5) and signals the creation of a new link to IP/MPLS PCE. In our implementation, the circuit setup implies an update of the available link capacity values within the WSON PCE TED, while a link setup is indicated as a

Fig. 1. Multi-layer PCE deployment in an IP/MPLS over WSON networks

Fig. 2. Multi-PCE/VNTM signaling for coordinated multi-layer path computation. Note that in this example, the IP addresses of the PCC and the source node within the path computation request differ. As mentioned above, this is because the PCC could be an NMS. In the next section, we will examine this case in further detail.
change in the IP/MPLS topology within the IP/MPLS PCE TED. After the completion of this signaling, the client then initiates the resource reservation in the IP/MPLS network (6), which is again indicated as an update of the available link capacity information in the IP/MPLS PCE TED.

A. Detailed Inter-layer PCE Signaling

The detailed signaling interactions among the four major components in the architecture are shown in Fig. 2. The PCEP signaling used for the communication between the client and the MPLS PCE as well as the MPLS and the WSON PCE follow the specifications standardized in RFC 5440 [12]. As the first step, the client establishes a PCEP session with the MPLS PCE, which involves the exchange of the Open and the Keepalive messages between them. The client then sends the Path Computation Request to the MPLS PCE, which contains information about the service endpoints and additional constraints such as bandwidth and delay to compute the path. The MPLS PCE attempts to compute the path, and if a path is found, it returns the description of the path as an Explicit Route Object within the Path Computation Response Message. However, if a path is not found in the MPLS network, the MPLS PCE then establishes a PCEP session with the WSON PCE, and based on the algorithms used for multi-layer path computation, requests the computation of one or more paths in the WSON network. In order to establish the session, the MPLS and WSON PCE exchange Open and Keepalive messages before the MPLS PCE sends a path computation request to the WSON PCE.

Given that neither layer has information about the topology of the other layer, at least one of the two PCEs should have information about the inter-layer interconnects available in the network. This is necessary to match a path requirement in the MPLS layer to the corresponding optical switches and ports in the lower layer. In our implementation, we assume that the MPLS PCE has information about the corresponding switch in the lower layer, as well as the number of free interfaces available on the MPLS router, so that it can translate a demand for a link between two MPLS routers to a corresponding demand for a circuit between two WDM switches in the transport network. As an example, based on the topology in Fig. 1, the MPLS PCE has information that routers R1, R3, R6 and R7 are connected to the optical switches S1, S3, S6 and S7 respectively, and translates a request for a new link between R1 and R7 to a request for a circuit between S1 and S7, which is then sent to the WSON PCE.

The WSON PCE, upon successful computation of the circuit, returns the description of the path as an ERO with unnumbered interfaces and the endpoint for the destination switch (as described in the previous section). The ERO may represent a segment used by the service within the MPLS network and as a result is included inside the ERO computed within the MPLS PCE. To indicate that the ERO contains a multi-layer path, the SERVER_LAYER_INFO sub-object is used as demarcation, to indicate the start and the end of the path in the server layer. The complete ERO is then included in a Path Computation Response message and is sent to the client.

Note that it may be necessary for some services to use multiple lower layer segments in the transport network to provision a service, which might require the computation of multiple non-overlapping paths in the transport network. In such a scenario, the Synchronized Vector List [12] can be used by the MPLS PCE to request paths to the WSON PCE. In our current implementation, however, we only compute end-to-end paths in the server network, i.e. if a request from R1 to R7 cannot be satisfied in the client network, the MPLS PCE looks for a circuit from S1 to S7 in the server network, and rejects the request if the circuit cannot be established in the server network.

As shown in Figs. 1 and 2, in our implementation, to setup a connection, the client sends the ERO to the VNTM, which establishes the path in the server network and then instructs the client to reserve resources in the MPLS network.

IV. TESTBED SETUP AND MEASUREMENTS

As mentioned in the previous section, we used two PCEs, namely, the open-source PCE for the MPLS network [6] and the PCE developed at Telefonica I+D for the WSON network. In the current implementation, there was no real MPLS or WSON network in the setup, and all reservations and releases were emulated by updating the TEDs in the two PCEs.

In our setup, the PCC and the VNTM were co-located on a single machine (IP 172.16.1.1) at Telefonica Premises in Madrid, so the Round Trip Time (RTT) between them was negligible. The WSON PCE (IP 172.16.1.2) was also deployed at Telefonica premises in Madrid while the MPLS PCE (IP 172.16.3.1) was deployed at TU Braunschweig in Germany, and the average RTTs (measured using ping traces) from the PCC to the MPLS PCE, and from the MPLS PCE to the WSON PCE, were found to be 44.29 ms for both measurements (averaged over 1000 RTT’s with a standard deviation < 0.15 ms). In the topology used, all MPLS routers were addressed in the the subnet 172.10.1.0/24, while the WSON switches were addressed in the subnet 172.20.1.0/24, with co-located routers/switches having the same post-fix. So for example, in Fig. 1, if R1 had IP address 172.10.1.10, the address of S1 was 172.20.1.10.

The typical message exchange indicating the computation of a multi-layer path using the two PCEs is shown in Fig. 3. The PCC on 172.16.1.1 initiates a PCEP session with the MPLS PCE (172.16.3.1), involving the exchange of the Open and Keepalive messages, after which the PCC sends the Path Computation Request to the MPLS PCE. The MPLS PCE is unable to compute the entire path, so it opens a connection with the WSON PCE (172.16.1.2), again involving the exchange of Open and Keepalive messages, before the PCEP request can be forwarded to the WSON PCE. The WSON PCE then replies with a PCEP Response message, containing the ERO for the computed circuit. Upon receiving this information, the MPLS PCE computes the path and sends the response back to the PCC.
Fig. 4 presents the Wireshark traces for the path computation request and response messages exchanged between the PCC and the MPLS PCE, as well as between the MPLS PCE and the WSON PCE. In Fig. 4(a), we see a request for a path from 172.10.1.130 to 172.10.1.70 sent from the PCC to the MPLS PCE. The MPLS PCE is responsible for translating the incoming MPLS request to a request for a circuit in the WSON network, and as a result, we see a change in the end-points in Fig. 4(b), where a WSON circuit is requested from 172.20.1.130 to 172.20.1.70. The response from the WSON PCE is shown in Fig. 4(c), and it contains the ERO with two unnumbered interfaces (172.20.1.130:1, 172.20.1.140:1) and the WSON endpoint 172.20.1.70, which is then included in the response from the MPLS PCE in Fig. 4(d). The SERVER_LAYER_INFO sub-object currently does not have a type defined in the standards and in this setup we set the type of this object as 40. The ERO for the multi-layer path indicates the path to be an end-to-end circuit, with the computed WSON path ERO enclosed within two SERVER_LAYER_INFO sub-objects with the MPLS endpoints 172.10.1.130 and 172.10.1.70 indicating the beginning and the end of the computed MPLS path.

Using this implementation, we performed a set of tests in order to measure the total delay in the path computation process. In the setup, both the MPLS and the WSON networks used the Atlanta network topology [13], with 14 nodes and 22 bi-directional links, and we forced all path computation requests to be multi-layer requests by setting the available link capacities to zero for all MPLS links. We also re-used the established PCEP sessions between the PCC and the MPLS PCE as well as the MPLS PCE and the WSON PCE, so that the signaling only included the exchange of the Path Computation Request and Response messages. We made 1000 measurements and found the total time required for the average multi-layer path computation to be 97.84 ms with a standard deviation of 1.02 ms. The signaling includes two round-trip times of 44.29 ms, one between the PCC and the MPLS PCE and another between the MPLS PCE and the WSON PCE. As all links were set with no remaining capacity in the MPLS network, the path computation time in the MPLS PCE was negligible (< 1 ms) [5], so the total time was primarily affected by the path computation times in the WSON PCE.

In our implementation, topology updates were initiated by the PCC or the VNTM to emulate setup of an MPLS connection or a circuit in the WSON network respectively. This explicit update mechanism meant that the TEDs in both networks were updated as quickly as possible. The updates were sent as an link update for each individual link affected in the network. The RTT between the VNTM and the WSON PCE was < 1 ms, and therefore the total update times were negligible. However, owing to the larger RTTs between the PCC and the MPLS PCE, an average delay of about 68.5 ms per link was observed when updating the MPLS topology. This delay may lead to a race condition, especially, when the arrival rate of path computation requests is high. This issue is further discussed in Section V-B.

V. CHALLENGES AND FUTURE WORK

In the coming years, we will observe considerable advances in the computation and provisioning of multi-layer paths supported through PCE-based architectures. This work shows a functional implementation of cooperating PCEs and a VNTM. In future work we will evaluate the performance...
of coordination mechanisms in realistic network scenarios. However, there are some open issues regarding implementation before assessing the performance in real networks. From our perspective, the main challenges are basically the following.

A. Topology Description, Update and Provisioning

Mechanisms for topology discovery and information update have been widely studied both in the management ecosystem and in the context of the PCE architecture. However, most of the efforts up to date have mainly focused on the discovery of topologies within a single layer. Given the diverse nature of technologies and vendors in the different layers, a primary challenge in current networks is how to automatically discover the inter-layer interconnects. Currently, only vendor-specific (proprietary) solutions exist to determine these interconnects, so in multi-vendor setting are maintained manually and are therefore error-prone. As up-to-date information on the inter-layer interconnects is critical to the performance of the multi-layer PCE architecture, it is necessary to devise accurate mechanisms to gather and update this information.

For provisioning, the major challenge faced was the description of the multi-layer ERO. The extensions to support the multi-layer ERO has been proposed in [11] and validated in this paper. However, this multi-layer ERO clearly defined the routers from which the path is initiated and terminated in the WSON layer, but the ports to be used in the MPLS network and the corresponding client ports to be used in the WSON network were not identified. Given that typically both network topologies are not aware of the interconnects, i.e. which port in an MPLS router is connected to which a client port in a WSON switch, provisioning of connections requires additional information to be provided during setup.

B. Managing Race Conditions in Stateless PCEs

In our performance evaluations, we observed that requests were well-spaced in time, allowing the provision of new links and the update of the MPLS PCE TED to finish before processing of a new request. However, in case of higher frequencies of incoming requests, there is the possibility of race conditions, which can lead to the creation of unnecessary links in the MPLS network. For example, consider a scenario where a request A triggers a new link to be provisioned, but before the provisioning of the link can finish, a new request B arrives, which, once processed according to the current TED information, it can trigger the provisioning of an additional link in the network. It could be perfectly the case that the provisioning of the second link would not have been triggered by request B if request A was completed before its arrival. Overall, the stateless PCE model does not keep track of the computed requests, and simply relies on the current information in its TED to compute the paths. Therefore, additional mechanisms will be needed to police the process of creation of new links in the network.

C. Decommissioning of established circuits

In multi-layer path computations, there is a bandwidth mismatch between the request from the client layer and the circuit granularities available in the server layer. As a result, the circuit in the server layer will usually have much more capacity than that requested by the client PCE, and thus the same circuit can be used to provision other connections. This, however, makes decommissioning a link a challenge, as a link established in the client layer to setup a connection (C1) may also be used by other connections (C2, C3), and as a result cannot be torn down when the original requesting connection (C1) is decommissioned.

In our implementation, we handled the creation of new links in the IP network in response to demands from the client. However, once services are decommissioned from the network, the additional circuits established in the MPLS network should also be decommissioned. This problem is typically referred to as traffic uploading and analytical models for the same have been proposed in [14]. However, frameworks to facilitate IP uploading, including monitoring and re-routing of existing traffic and decommissioning of optical circuits have not been proposed to date. When employing a multi-layer PCE solution in a dynamic network scenario, it is especially important to employ mechanisms to facilitate the same.
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