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Abstract—A full characterization of the far-field noise obtained from cylindrical near- to far-field transformation, for a white Gaussian, space stationary, near-field noise is derived. A possible source for such noise is the receiver additive noise. The noise characterization is done by obtaining the autocorrelation of the far-field noise, which is shown to be easily computed during the transformation process. Even for this simple case, the far-field noise has complex behavior dependent of the measurement probe. Once the statistical properties of the far-field noise are determined, it is possible to compute upper and lower bounds for the radiation pattern for a given probability. These bounds define a strip within the radiation pattern is found with the desired probability. This may be used as part of a complete near-field error analysis of a particular cylindrical near-field facility.

I. INTRODUCTION

NEAR-FIELD antenna pattern measurement has become a widely employed technique over the past years. As the far-field pattern is obtained after processing the near-field data, it is difficult to foresee the effect of a given near-field error on the far-field pattern. Thus far, expressions are available [1], [2] that predict the effect of random errors for the planar case. These expressions are not valid for the cylindrical case, due to the different nature of the transformation process.

The far-field noise is a stochastic process, and for each measurement that is performed a new realization of the process is obtained. Therefore, it is not possible to specify the far-field error in terms of a deterministic value, but rather it has to be looked as a random variable whose distribution function has to be determined. This approach to the problem allows the computation of bounds for the error for a given probability, that is a value that it is not exceeded for a chosen probability. These bounds offer a better understanding of the effects of random errors in the far-field pattern. Moreover, it will be shown that for a white Gaussian, space stationary, near-field noise, the far field is a Gaussian, nonstationary in elevation, and colored in azimuth process. Thus, a parameter such as the far-field signal-to-noise ratio, although being a quite appealing simple parameter, hides in its simplicity a complex phenomenon.

The paper is organized as follows. In Section II the autocorrelation of the far-field noise for a white Gaussian near-field noise is derived. In Section III is shown how to evaluate the autocorrelation from the near-field measurement, and its application to predict the error bounds. Section IV shows a simulated as well as experimental verification.

II. FAR-FIELD NOISE AUTOCORRELATION

The theory of the cylindrical near- to far-field transform has been well developed elsewhere [3]–[5]. In this section, we will employ those expressions necessary to develop the error formulation. At the moment, only the case of a complex white Gaussian, space stationary, with zero mean, and a variance $\sigma^2$ near-field noise is considered. This model assumes that all random errors are of Gaussian nature, an assumption that it is true for certain sources of error like receiver floor noise, but incorrect for other sources as quantization errors. Nevertheless, the Gaussian model is accurate enough for most measurement situations where lack of dynamic range is the fundamental limitation.

The cylindrical near- to far-field transformation is based on obtaining the cylindrical modal coefficients of the fields radiated by the antenna under test (AUT). Once the coefficients are known, the asymptotic expression of the far fields as a function of the modal coefficients is employed to compute the AUT far field. Two measurements corresponding to two different measurement probes are required to obtain the modal expansion of the AUT fields. From a theoretical point of view very few constraints are placed on the choice of the measurement probes, but in practice the probes are chosen so each one responds basically to one orthogonal polarization.

In the following analysis the statistical characteristics of the far-field noise due to the transformation of the near-field noise are found. The analysis is performed by considering near-field data containing only noise, and applying the cylindrical near- to far-field transform to this data.

Let $n_{nf}(z_i, \phi_i)$ be the measured near field, white Gaussian noise over the cylindrical measurement surface. The measurement grid is defined by the sample points $z_i$ and $\phi_i$. The vertical and azimuthal sampling spacing is $\Delta z$ and $\Delta \phi$, and they are assumed to be constant. The number of measured rings is $N_z$, and the number of measured points per rings is $N_\phi$.

The first step in the transformation process is the Fourier transform of the near field. Let $k_z$ and $n$ be the variables in the transformed domain. The discrete Fourier transform (DFT) of the near-field noise is

$$ h_{nf}(k_z, n) = \frac{\Delta z \Delta \phi}{2 \pi} \sum_{i}^{N_z} \sum_{l}^{N_\phi} n_{nf}(z_i, \phi_l) e^{i k_z z_i} e^{-i n \phi_l}. \quad (1) $$
The autocorrelation of the DFT of the noise is [6]

\[ R_N(p, q) = \left( \frac{\Delta \phi \Delta z}{2\pi} \right)^2 \sigma^2 \sum_{i=1}^{N_z} \sum_{j=1}^{N_n} e^{-j\phi_i p} e^{j\phi_j q} \]

\[ = N_z N_n \sigma^2 \left( \frac{\Delta \phi \Delta z}{2\pi} \right)^2 \delta(p, q). \]  

(2)

This autocorrelation function corresponds to a white Gaussian noise, because the spectral power density, that is defined as the Fourier transform of the autocorrelation, is flat. The cylindrical modal coefficients corresponding to the expansion of the near-field noise in cylindrical waves are related to the near-field Fourier transform as

\[ a_n(k_z) = -\frac{k_n}{16\pi^2 k_p^2} \frac{\tilde{\eta}_{np}(k_z, n) \tilde{a}_n^{(2)}(-k_z) - \tilde{n}_{np}(k_z, n) \tilde{b}_n^{(1)}(-k_z)}{\tilde{a}_n^{(1)}(-k_z) \tilde{b}_n^{(2)}(-k_z) - \tilde{a}_n^{(2)}(-k_z) \tilde{b}_n^{(1)}(-k_z)} \]

\[ b_n(k_z) = -\frac{k_n}{16\pi^2 k_p^2} \frac{\tilde{b}_n^{(2)}(-k_z) - \tilde{a}_n^{(2)}(-k_z) \tilde{b}_n^{(1)}(-k_z)}{\tilde{a}_n^{(1)}(-k_z) \tilde{b}_n^{(2)}(-k_z) - \tilde{a}_n^{(2)}(-k_z) \tilde{b}_n^{(1)}(-k_z)} \]

(3)

where \( \tilde{a}_n^{(j)}(k_z) \) and \( \tilde{b}_n^{(j)}(k_z) \) are related to the modal coefficients of the measurement probe, and can be computed as shown in [3] or [4], and \( \tilde{\eta}_{np}(k_z, n) \) and \( \tilde{n}_{np}(k_z, n) \) are the DFT of the noise in the horizontal and vertical measurement. \( \eta \) is the medium impedance, \( k = \omega \sqrt{\mu \epsilon} \), and \( k_z = \sqrt{k^2 - k_z^2} \).

In this case the modal coefficients are stochastic processes, and assuming that \( \tilde{\eta}_{np}(k_z, n) \) and \( \tilde{n}_{np}(k_z, n) \) are statistically independent, the autocorrelation of the coefficients is

\[ R_{\eta_p}(p, q) = \left[ \frac{k_n}{16\pi^2 k_p^2} \right]^2 \frac{|\tilde{a}_n^{(j)}(-k_z)|^2 + |\tilde{b}_n^{(j)}(-k_z)|^2}{|\tilde{a}_n^{(1)}(-k_z) \tilde{b}_n^{(2)}(-k_z) - \tilde{a}_n^{(2)}(-k_z) \tilde{b}_n^{(1)}(-k_z)|^2} \cdot \sigma^2 N_z N_n \left( \frac{\Delta \phi \Delta z}{2\pi} \right)^2 \delta(p, q) \]

(4)

and

\[ R_{\eta_b}(p, q) = \left[ \frac{k_n}{16\pi^2 k_p^2} \right]^2 \frac{|\tilde{b}_n^{(j)}(-k_z)|^2 + |\tilde{a}_n^{(j)}(-k_z)|^2}{|\tilde{a}_n^{(1)}(-k_z) \tilde{b}_n^{(2)}(-k_z) - \tilde{a}_n^{(2)}(-k_z) \tilde{b}_n^{(1)}(-k_z)|^2} \cdot \sigma^2 N_z N_n \left( \frac{\Delta \phi \Delta z}{2\pi} \right)^2 \delta(p, q). \]

(5)

Now \( a_n(k_z) \) and \( b_n(k_z) \) are Gaussian random variables with zero mean, but are not stationary as their autocorrelation is a function of \( n \) and \( k_z \). Each far-field component is obtained

\[ E_\phi(k_z, \phi) = -2k \sin \theta \sum_{n}^{N_n} j^{n+1} b_n(k_z) e^{j n \phi} \]

\[ E_\eta(k_z, \phi) = j2k \sin \theta \sum_{n}^{N_n} j^{n+1} a_n(k_z) e^{j n \phi} \]

(6)

with

\[ k_z = k \cos \theta \]

\[ k_\phi = k \sin \theta. \]

(7)

The autocorrelation of the \( \theta \) far-field noise component is

\[ R_{\eta\theta}(\tau, \xi) = E[n_\theta(k_z + \tau, \phi + \xi) n_\theta^*(k_z, \phi)] \]

\[ = (2k \sin \theta)^2 \sum_{m}^{N_z} \sum_{n}^{N_n} E[b_n(k_z + \tau) b_m^*(k_z)] \]

\[ \cdot j^{n+1-j-(m+1)} e^{im\phi+j\xi} e^{-jn\phi} \]

\[ = (2k \sin \theta)^2 \sum_{m}^{N_z} \sum_{n}^{N_n} R_{\eta_b}(n - m, \tau) \]

\[ \cdot j^{n-m} e^{im\phi} e^{-jn\phi} \]

(8)

as \( R_{\eta_b}(n - m, \tau) \) is zero if \( n \neq m \)

\[ R_{\eta\theta}(\tau, \xi) = \sigma^2 \left[ \frac{k_n}{16\pi^2 k_p^2} \right]^2 \sum_{m}^{N_z} \sum_{n}^{N_n} \frac{|\tilde{a}_n^{(j)}(-k_z)|^2 + |\tilde{a}_n^{(j)}(-k_z)\tilde{b}_n^{(j)}(-k_z)|^2}{|\tilde{a}_n^{(1)}(-k_z)\tilde{b}_n^{(2)}(-k_z) - \tilde{a}_n^{(2)}(-k_z)\tilde{b}_n^{(1)}(-k_z)|^2} \cdot e^{in\phi} \delta(\tau). \]

(9)

The autocorrelation for the \( \phi \) component is derived in an analogous way. The far-field noise is white Gaussian nonstationary in \( k_z \), because the autocorrelation is a function of \( k_z \) and stationary and colored in \( \phi \) because the autocorrelation is nonzero for \( \xi \neq 0 \). The far-field noise variance for each polarization is

\[ \sigma_{\eta\phi}(k_z, \phi) \]

\[ = R_{\eta\phi}(0, 0) \]

\[ = \sigma^2 \left[ \frac{k_n}{16\pi^2 k_p^2} \right]^2 \sum_{m}^{N_z} \sum_{n}^{N_n} \frac{|\tilde{a}_n^{(j)}(-k_z)|^2 + |\tilde{a}_n^{(j)}(-k_z)\tilde{b}_n^{(j)}(-k_z)|^2}{|\tilde{a}_n^{(1)}(-k_z)\tilde{b}_n^{(2)}(-k_z) - \tilde{a}_n^{(2)}(-k_z)\tilde{b}_n^{(1)}(-k_z)|^2} \cdot \delta(\tau). \]

(10)

and

\[ \sigma_{\eta\phi}(k_z, \phi) \]

\[ = R_{\eta\phi}(0, 0) = \sigma^2 \left[ \frac{k_n}{16\pi^2 k_p^2} \right]^2 \sum_{m}^{N_z} \sum_{n}^{N_n} \frac{|\tilde{b}_n^{(j)}(-k_z)|^2 + |\tilde{b}_n^{(j)}(-k_z)\tilde{a}_n^{(j)}(-k_z)|^2}{|\tilde{a}_n^{(1)}(-k_z)\tilde{b}_n^{(2)}(-k_z) - \tilde{a}_n^{(2)}(-k_z)\tilde{b}_n^{(1)}(-k_z)|^2} \cdot \delta(\tau). \]

(11)
From the above expressions, the effect of an additive Gaussian white noise in the near field is an additive Gaussian noise with variance proportional to the near-field noise variance and function of \( k_z \). Moreover, the variance depends on the probe cylindrical coefficients (radiation pattern), so the effects of the noise will be dependent on the probe and in general different for each polarization.

### III. Far-Field Error Bounds

The noise-contaminated radiation pattern will be of the form

\[
\tilde{E}(k_z, \phi) = \tilde{E}(k_z, \phi) + n(k_z, \phi)
\]

where \( n(k_z, \phi) \) is a Gaussian noise with variance \( \sigma_n^2(k_z) \) given by (10) and (11). The far-field magnitude is for a given polarization

\[
|\tilde{E}| = |\tilde{A}(E + n) + n(E + n) |
\]

\[
= (\tilde{A}(E + n)^2 + \tilde{f}(E + n)^2)^{1/2}
\]

\[
= (X^2 + Y^2)^{1/2}
\]

where \( X \) and \( Y \) are the real and imaginary parts of \( E(k_z, \phi) + n(k_z, \phi) \). \( X \) and \( Y \) are Gaussian random variables with mean value \( \tilde{A}(E) \) and \( \tilde{f}(E) \), and variance \( \sigma_n^2 \) and \( \sigma_n^2 \), respectively, and

\[
\sigma_n^2 = \sigma_n^2 = \frac{1}{2} \sigma_n^2
\]

|\( \tilde{E} \)\( |\) is a random variable with a Rice probability density function (pdf) given by [7]

\[
f(|\tilde{E}|) = \frac{|\tilde{E}|}{\sigma_n^2} e^{-|\tilde{E}|^2 + |E|^2} 2 \frac{1}{\sigma_n^2} I_0 \left( \frac{|\tilde{E}| |E|}{\sigma_n^2} \right)
\]

where \( I_0 \) is the modified Bessel function of order zero. When \( |E|^2/\sigma_n^2 \gg 1 \), the Rice pdf can be approximated by a Gaussian pdf with mean value \(|E|\), on the other hand if \(|E|^2/\sigma_n^2 \ll 1 \), we have a Rayleigh pdf with mean value \( \sigma_n \sqrt{\pi/2} \). Notice that in the latter case the mean value of the obtained far-field pattern is independent of the actual value of the radiation pattern \(|E|\).

Knowing the pdf of the module of the far field, an upper and lower bound \( M \) and \( m \) for \(|\tilde{E}|\) can be calculated by

\[
P(|\tilde{E}| \leq M) = \int_0^M f(|\tilde{E}|) d|\tilde{E}| = p
\]

\[
P(|\tilde{E}| > M) = 1 - \int_0^m f(|\tilde{E}|) d|\tilde{E}| = q
\]

where \( p \) and \( q \) are the probabilities to exceed the bound \( M \) and not to exceed \( m \), respectively. The probability that the far field is between \( M \) and \( m \) is

\[
P(m < |\tilde{E}| \leq M) = \int_m^M f(|\tilde{E}|) d|\tilde{E}| = p + q - 1.
\]

To compute the far-field bounds, it is required to evaluate the far-field noise variance. This can be easily accomplished during the transformation process. It should be noted that the probe correction coefficients needed to evaluate (10) and (11) are also computed to produce the near- to far-field transform. Nevertheless, one unknown remains left to be found as the far field noise variance is proportional to the near-field noise variance \( \sigma_n^2 \).

The near-field variance can be estimated from the near-field measurement by taking into account the bandlimited properties of the AUT fields in the spectral domain \( n - k_z \). The AUT field representation is limited to the visible domain defined by

\[
|z| < a \sqrt{k_z} / 2
\]

where \( a \) is the radius of the minimum cylinder that encloses the AUT. Considering (2), the near-field noise variance can be estimated as

\[
\sigma_n^2 = \frac{1}{N \Delta z \Delta \phi} \sum_{k_z, n_{evanescent}} |\tilde{E}_{nf}(k_z, n)|^2
\]

where \( \tilde{E}_{nf} \) is the DFT of AUT near-field plus the white Gaussian near-field noise \( n_{nf}(z, \phi) \), and the summation is extended over the evanescent region of the spectral domain. The variance is computed as the ensemble average of the noise power. This estimation procedure assumes that the noise in the spectral domain is stationary, which in this case is true.

It should be noted that the pdf of the noise perturbed far field (15) is a function of the far-field noise variance \( \sigma_n^2 \) and the unperturbed far-field magnitude \( |E| \). In order to compute the bounds \( M \) and \( m \) given by (16) and (17) it is necessary to know the unperturbed value of the far-field pattern. Obviously this is not available from a noise-contaminated near-field measurement, but usually a certain a priori knowledge of the AUT radiation pattern is available.

It must be noted that the far-field signal to noise ratio defined as

\[
(S/N)_f = \frac{|E_{max}|^2}{\sigma_n^2}
\]

can be easily computed after the transformation process.

### IV. Verification

Numerical and experimental verification of the above formulation has been done. To verify (10) and (11), the far-field noise variance has been estimated by performing a high number of near- to far-field transforms, with only noise as input. The far-field noise variance is estimated as

\[
\sigma_n^2(k_z, \phi) = \frac{1}{N} \sum_{n_{nf}} |n_{nf}(k_z, \phi)|^2
\]

where \( n_{nf} \) is the \( n \)th transformed far-field noise, and \( N \) is the number of transformations. Figs. 1 and 2 show the result after 1000 transformations, compared to the evaluation of
expressions 10 and 11. Two different cases and specifics are shown in Table I. The probe employed in case 2 is a rotationally symmetric probe that is rotated 90° along its axis. Due to the symmetry of the probe the far-field variance is the same for both polarizations. It is important to notice that the far-field variance actually depends on the measurement probe and the elevation angle.

Fig. 3 shows the numerically simulated far field for a low sidelobe array and the predicted upper and lower bounds defining an 80% probability strip when the near-field noise is 40 dB. Fig. 4 shows the far field when the near-field S/N is actually 40 dB. Fig. 5 shows the radiation pattern for a 50 dB S/N ratio and the computed bounds. From Figs. 4 and 5 it is concluded that in this case a 40 dB S/N ratio practically smears the sidelobes, while for 50 dB an error of approximately ±2 dB is expected in the first sidelobes.

The experimental verification has been done by perturbing a near-field measurement with a near-field S/N greater than 50 dB. The cylindrical near-field measurement range is described in [8]. The far-field pattern obtained from the initial measurement has been considered an error-free pattern, and used as unperturbed far field to compute the error bounds when the near-field S/N is smaller than 50 dB. The near-field data has been perturbed by adding noise to achieve the desired S/N. In Table II is shown the near-field S/N and the estimated value obtained as described in Section III. The error in the estimation is in general lower than 1 dB and increases for large and small values of the S/N. For large values of the S/N ratio the noise estimation is more subject to error, because the assumption that there is a null contribution of the field in the evanescent region it is not completely true in the near-field zone, and as the noise variance becomes smaller the error is greater. On the other hand, for low S/N the value of the maximum field becomes more corrupted by the noise, resulting in a wrong estimation of the S/N.

Fig. 6 shows the error bounds and the error in the radiation pattern for a 40 dB S/N. The results show how a good prediction of the error due to random noise can be accomplished.
Fig. 3. In solid lines co-polar (a) and cross-polar (b) radiation pattern for a low sidelobe antenna and in dotted lines 90% bounds for a 40 dB near-field S/N ratio. The bounds define an 80% probability strip.

Fig. 4. Computed radiation pattern when the near-field S/N ratio is 40 dB.

Fig. 5. Computed radiation pattern when the near-field S/N ratio is 50 dB and the computed bounds defining an 80% probability strip.

Fig. 6. Error for a real measurement for a 40 dB near-field S/N ratio and computed bounds for a 90% probability, defining an 80% probability strip.

**TABLE I**

<table>
<thead>
<tr>
<th>Near-Field S/N (dB)</th>
<th>Estimated S/N (dB)</th>
<th>Error (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>16.78</td>
<td>1.78</td>
</tr>
<tr>
<td>20</td>
<td>20.57</td>
<td>0.57</td>
</tr>
<tr>
<td>25</td>
<td>25.26</td>
<td>0.26</td>
</tr>
<tr>
<td>30</td>
<td>30.01</td>
<td>0.01</td>
</tr>
<tr>
<td>35</td>
<td>34.98</td>
<td>-0.02</td>
</tr>
<tr>
<td>40</td>
<td>39.71</td>
<td>-0.29</td>
</tr>
<tr>
<td>45</td>
<td>44.02</td>
<td>-0.98</td>
</tr>
</tbody>
</table>
V. CONCLUSION

In this paper an expression for the far-field noise autocorrelation for a near-field Gaussian random noise is derived. The expression considers the effect of the measurement probe and it is shown that the probe plays an important role in the determination of the far-field noise variance. It is important to notice that the far-field noise variance is proportional to the number of sample points, and proportional to the square of the sampling space. So in a real measurement situation, where the dynamic range requirements may be critical, it is important to choose these parameters correctly. This expression can be easily evaluated during the near-to-far-field transformation. Once the far-field noise is characterized, it is possible to predict the effect of the noise on the radiation pattern. This requires a certain knowledge of the unperturbed radiation pattern. As the noise is of random nature, the far-field error is given in terms of an error with a chosen probability.
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