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Abstract—This paper presents a differential synthetic aperture radar (SAR) interferometry (DIFSAR) approach for investigating deformation phenomena on full-resolution DIFSAR interferograms. In particular, our algorithm extends the capability of the small-baseline subset (SBAS) technique that relies on small-baseline DIFSAR interferograms only and is mainly focused on investigating large-scale deformations with spatial resolutions of about 100 × 100 m. The proposed technique is implemented by using two different sets of data generated at low (multilook data) and full (single-look data) spatial resolution, respectively. The former is used to identify and estimate, via the conventional SBAS technique, large spatial scale deformation patterns, topographic errors in the available digital elevation model, and possible atmospheric phase artifacts; the latter allows us to detect, on the full-resolution residual phase components, structures highly coherent over time (buildings, rocks, lava, structures, etc.), as well as their height and displacements. In particular, the estimation of the temporal evolution of these local deformations is easily implemented by applying the singular value decomposition technique. The proposed algorithm has been tested with data acquired by the European Remote Sensing satellites relative to the Campania area (Italy) and validated by using geodetic measurements.

Index Terms—Ground deformations, synthetic aperture radar (SAR), SAR interferometry.

I. INTRODUCTION

DIFFERENTIAL synthetic aperture radar (SAR) interferometry (DIFSAR) is a remote sensing technique that allows the investigaton of earth surface deformations with centimeter to millimeter accuracy, by exploiting the round-trip phase components of SAR images relative to an investigated area [1], [2]. Due to its capability to produce spatially dense deformation maps with no environmental impact on the investigated areas, this technique is becoming very important in civil protection scenarios. Moreover, the possibility to study the temporal evolution of the detected displacements is a key issue with important implications in the understanding of the dynamics of the deformation phenomena. An effective way to study this temporal behavior is the generation of deformation time-series; to do this, the information available from each interferometric data pair must be properly related to those included in the other acquisitions via the generation of an appropriate sequence of DIFSAR interferograms. In this context, several approaches, based on different interferometric combinations of the available SAR data relative to an investigated area, have been already proposed [3]–[9]. Among these procedures, the one referred to as the small-baseline subset (SBAS) approach [5] implements an ad hoc combination of the generated DIFSAR interferograms based on the following strategy. The data pairs used to produce the interferograms are characterized by a small spatial separation between the orbits (baseline), in order to limit spatial decorrelation effects. Moreover, the number of data acquisition used for the analysis is increased by properly linking independent SAR dataset separated by large baselines; this task is achieved by searching for the solution with a minimum kinetic energy, which is easily computed via the singular value decomposition (SVD) method.

The availability of both spatial and temporal information on the processed data is used to identify and filter out atmospheric phase artifacts; therefore, spatially dense deformation maps and, at the same time, deformation time-series for each investigated pixel of the imaged scene can be produced. The SBAS technique has already been successfully applied to investigate volcanic and tectonic related deformations [10]–[12]; however, because it was originally designed to monitor deformations occurring at a relatively large spatial scale (pixel dimensions of the order of 100 × 100 m are typical), it is not appropriate for analyzing local deformations that may affect, for example, single buildings or structures. Accordingly, we present in this paper a new algorithm that extends the monitoring capability of the SBAS technique to localize displacements by investigating full-resolution DIFSAR interferograms. The proposed solution, briefly described in [13], still relies on small-baseline interferograms but is implemented by using two different dataset generated at low (multilook data) and full (single-look data) spatial resolution, respectively. The former is used to identify, via the SBAS approach, large-scale deformation patterns, topographic errors in the available digital elevation model (DEM), and possible atmospheric phase artifacts; the latter is investigated after removing the low-resolution signal components; indeed, structures highly
coherent over time (buildings, rocks, lava, structures, etc.) are identified on the residual phase signals jointly with an estimate of their local topography and of the mean velocity of the residual deformation. A final step, implemented via the SVD technique, leads to the estimation of the temporal evolution of the nonlinear components of the local displacement affecting these highly coherent structures. The availability of both deformation and topography information, at the two different spatial scales, allows us to exhaustively analyze the deformation behavior of the investigated pixels and to correctly localize them in a geographic (or cartographic) reference system.

We remark that the presented solution is easy to implement because it does not need any dedicated processing and can be used as a postprocessing step applied to a set of DIFSAR interferograms generated via already available interferometric data processing tools.

The proposed approach has been tested with a SAR dataset relative to the city of Naples, Italy, and surroundings, acquired by the European Remote Sensing (ERS) satellites. A validation of the results, via a comparison with leveling and global positioning system (GPS) measurements, has been also carried out.

II. DIFSAR DATA ANALYSIS

A. Lowpass Signals

The presented approach relies on the availability of a set of \( N+1 \) SAR images of the same area acquired at the ordered times \( (t_0, \ldots, t_N) \), from which a stack of single-look DIFSAR interferograms is produced. We consider here only interferometric data pairs with a small baseline, i.e., significantly smaller than the critical one \( \lambda / b_m \).

Let us now assume, similarly to [5], that the DIFSAR stack is composed of \( M \) interferograms, with the following two index vectors:

\[
\text{IS} = [\text{IS}_1, \ldots, \text{IS}_M] \quad \text{IE} = [\text{IE}_1, \ldots, \text{IE}_M]
\]

(1)

corresponding to the acquisition time-indexes associated with the image pairs used for the interferograms generation; in particular, we consider the master (IE) and slave (IS) images to be chronologically ordered, i.e., \( t_{\text{IE}_m} > t_{\text{IS}_m} \) \( \forall m = 1, \ldots, M \).

Accordingly, the phase expression for each pixel of the DIFSAR interferograms can be written as follows:

\[
\delta \phi_m(x, r) = \phi(t_{\text{IE}_m}, x, r) - \phi(t_{\text{IS}_m}, x, r)
\]

(2)

where \( x \) and \( r \) are the azimuth and range pixel coordinates, \( \phi(t_{\text{IE}_m}, x, r) \) and \( \phi(t_{\text{IS}_m}, x, r) \) represent the phase values for the master and slave images, respectively, and \( m = 1, \ldots, M \).

The first step of the procedure requires the evaluation of the spatially lowpass (LP) DIFSAR phase components, which may include large spatial scale deformation patterns, topographic errors caused by inaccuracies in the considered DEM, and possible contributions caused by atmospheric inhomogeneities between the acquisitions (often referred to as atmospheric phase artifacts). Because of the small-baseline characteristics of the interferograms, a complex (spatial) multilook operation can be easily applied to the DIFSAR data in order to get an estimate of the LP signal component whose expression, for the \( m \)th interferogram, is [5], [8]

\[
\delta \phi_m^{(\text{LP})}(x, r) \approx \frac{4\pi}{\lambda} \left[ \delta \phi(t_{\text{IE}_m}, x, r) - \delta \phi(t_{\text{IS}_m}, x, r) \right]
\]

\[
+ \frac{4\pi}{\lambda} b_m \Delta z^{(\text{LP})}(x, r)
\]

\[
+ \frac{\phi_{\text{atm}}(t_{\text{IE}_m}, x, r) - \phi_{\text{atm}}(t_{\text{IS}_m}, x, r)}{r \sin \theta}
\]

\[
+ \Delta \phi_m^{(\text{LP})}(x, r)
\]

(3)

where \( \delta \phi(t_{\gamma}, x, r) \) and \( \Delta z^{(\text{LP})}(x, r) \) represent the LP components of the deformation signal and of the topographic errors, respectively, while the factor \( \phi_{\text{atm}}(t_{\text{IE}_m}, x, r) - \phi_{\text{atm}}(t_{\text{IS}_m}, x, r) \) accounts for possible atmospheric phase artifacts and \( \Delta \phi_m^{(\text{LP})}(x, r) \) for the noise contributions. Moreover, \( \lambda \) represents the transmitted signal wavelength, \( b_m \) the perpendicular baseline component, and \( \theta \) the incidence angle. We further remark that we assume hereafter \( \delta \phi(t_{\gamma}, x, r) \equiv 0 \) \( \forall (x, r) \in \Omega \), being \( \Omega \) the investigated domain; therefore, it is natural to identify \( \delta \phi(t_{\gamma}, x, r) \) with \( n = 0, \ldots, N \), as the LP deformation time-series relevant to the pixel located at \( (x, r) \) and computed with respect to the reference acquisition time \( t_0 \).

Based on (3), the conventional SBAS approach can be applied to single out, for each coherent pixel, the signal components \( \Delta z^{(\text{LP})}(x, r) \) and \( \delta \phi(t_{\gamma}, x, r) \) \( \forall n = 0, \ldots, N \). To achieve this task, possible atmospheric artifacts are identified and compensated for by applying the three-dimensional (spacetime) filtering step described in [5], which is based on the analysis shown in [3] and [15]; however, alternative filtering approaches, such as the one discussed in [8] and [9], can be also included with no significant impact on the implementation of the processing chain.

As a final remark, we underline that some concerns on the correctness of the solution provided by the SBAS technique [5] have been recently raised in [7]. We stress that these concerns are based on a single unrealistic example; therefore, we present in the Appendix an error analysis based on a number of simulated experiments that demonstrate the effectiveness of the approach in real scenarios.

B. Highpass Signals

Let us now focus on the full-resolution DIFSAR data that are considered, in our approach, after the modulo-2\( \pi \) subtraction of the LP components; because of this phase removal step, the obtained residual phase pattern will be related to the highpass (HP) deformation and topographic phase signals, the former also referred in the following to as residual deformations (the HP contributions will be often referred in the following to as high-frequency or high-resolution signal components). In particular, the residual phase of each pixel within the \( m \)th single-look interferogram can be expressed as follows:

\[
\delta \phi_m^{(\text{HP})}(x, r) = \frac{4\pi}{\lambda} \left[ (t_{\text{IE}_m} - t_{\text{IS}_m}) \psi^{(\text{HP})}(x, r) \right]
\]

\[
+ \frac{4\pi}{\lambda} b_m \Delta \phi^{(\text{HP})}(x, r)
\]

\[
+ \Delta \phi_m^{(\text{HP})}(x, r)
\]

(4)

wherein \( \psi^{(\text{HP})}(x, r) \) and \( \Delta \phi^{(\text{HP})}(x, r) \) represent the mean velocity and the nonlinear component of the residual displacement,
respectively, $\Delta z^{(\text{HP})}(\cdot)$ the high-resolution topographic error, and $\Delta \phi_m^{(\text{HP})}(\cdot)$ the noise component.

Some considerations on (4) are in order. First of all, we remark that the atmospheric phase artifacts are pertinent of the LP DIFSAR components only. This occurs because the LP filtering operation is carried out with a filter whose bandwidth is chosen, both in azimuth and range, significantly larger than that of the atmospheric phase signal, whose spatial correlation length is typically of about 1 km [15]. Accordingly, the atmospheric phase artifacts do not affect the HP signal components.

Moreover, we stress that only a wrapped measurement of the signal $\delta \phi_m^{(\text{HP})}(\cdot)$ [see (4)] is available after the above-mentioned modulo $2\pi$ subtraction; accordingly, a signal decoding into a linear and a nonlinear component has been considered in (4) in order to implement the residual phase-unwrapping operation. In particular, the following two-step unwrapping strategy is considered; first, we estimate the terms $\gamma^{(\text{HP})}(\cdot)$ and $\Delta z^{(\text{HP})}(\cdot)$ in (4) that maximize the temporal coherence factor

$$
\gamma^{(\text{HP})}(x, r) = \frac{1}{M} \sum_{m=1}^{M} \exp \left[ j \left( \delta \phi_m^{(\text{model})}(x, r) \right) \right] \left[ \delta \phi_m^{(\text{model})}(x, r) \right] \tag{5}
$$

wherein $\delta \phi_m^{(\text{model})}(x, r)$ represents the phase model assumed as

$$
\delta \phi_m^{(\text{model})}(x, r) = \frac{4\pi}{\lambda} \left( t_{E_m} - t_{E_m} \right) \nu^{(\text{HP})}(x, r) + \frac{4\pi b_m \Delta z^{(\text{HP})}(x, r)}{r \sin \theta}. \tag{6}
$$

Note that the temporal coherence factor in (5) provides a quantitative measurement of the degree of similarity between the HP deformation signal and the assumed model (6). The second step consists (for pixels exhibiting a coherence value larger than a fixed threshold) of the determination of the nonlinear deformation component $\beta^{(\text{HP})}(\cdot)$ in (4). To this end, we assume that the deviation of the model from the true HP component of the phase signal is within the $(-\pi, +\pi)$ interval. Therefore, we can obtain a relationship between the HP phase signal and the nonlinear component of the residual deformation by simply subtracting, modulo-2$\pi$, the estimated model (6) from the signal in (4). This operation leads to the system (7), shown at the bottom of the page, where the $\langle \cdot \rangle_{2\pi}$ symbol represents the modulo-$2\pi$ operation. Clearly, the known term at the right-hand side of (7) is an estimate of the unwrapped difference if the quoted hypothesis is verified.

The $\beta^{(\text{HP})}(\cdot)$ components can be now achieved by inverting the system (7) that, however, exhibits a smaller number of independent equations than unknowns if more than one subset is present. In this case, the system has a rank deficiency; thus, even the least squares (LS) solution is not unique, and additional constraints are necessary. The use of the SVD method allows us to compute, among all the LS solutions, the one with minimum length (norm) [16]; in this case, the solution is robust with respect to the noise effects and unwrapping errors and allows us to effectively combine the information available from the different subset. In analogy to [5], we rewrite the system (7) in terms of velocities, by replacing the unknowns $\beta^{(\text{HP})}(\cdot)$ with the components of the velocity vector in (8), shown at the bottom of the page.

Based on (8), we may now rewrite (7) as the system (9), shown at the bottom of the page, which can be solved via the SVD method to compute the velocity vector in (8). We remark that in this case the minimum norm constraint is relevant to the $\nu^{(\text{HP})}_{\text{nonlinear}}(x, r)$ vector and allows us to avoid large discontinuities in the final solution, as discussed in [5]. Of course, in this case an additional, but trivial, integration operation [see (9)] is necessary to recover $\beta^{(\text{HP})}(\cdot)$ from the computed $\nu^{(\text{HP})}_{\text{nonlinear}}(x, r)$ signal.

$$
\begin{align*}
\frac{4\pi}{\lambda} \left[ \beta^{(\text{HP})} \left( t_{E_1}, x, r \right) - \beta^{(\text{HP})} \left( t_{E_1}, x, r \right) \right] + \Delta \nu^{(\text{HP})}_1(x, r) = \left\langle \delta \phi_1^{(\text{HP})} - \delta \phi_1^{(\text{model})} \right\rangle_{2\pi} \\
\frac{4\pi}{\lambda} \left[ \beta^{(\text{HP})} \left( t_{E_2}, x, r \right) - \beta^{(\text{HP})} \left( t_{E_2}, x, r \right) \right] + \Delta \nu^{(\text{HP})}_2(x, r) = \left\langle \delta \phi_2^{(\text{HP})} - \delta \phi_2^{(\text{model})} \right\rangle_{2\pi} \\
\vdots \\
\frac{4\pi}{\lambda} \left[ \beta^{(\text{HP})} \left( t_{E_M}, x, r \right) - \beta^{(\text{HP})} \left( t_{E_M}, x, r \right) \right] + \Delta \nu^{(\text{HP})}_M(x, r) = \left\langle \delta \phi_M^{(\text{HP})} - \delta \phi_M^{(\text{model})} \right\rangle_{2\pi} \\
\end{align*}
$$

$$
\nu^{(\text{HP})}_{\text{nonlinear}}(x, r)^T = \left[ \frac{\beta^{(\text{HP})}(t_{E_1}, x, r) - \beta^{(\text{HP})}(t_{E_1}, x, r)}{t_{E_1} - t_{E_1}}, \ldots, \frac{\beta^{(\text{HP})}(t_{E_M}, x, r) - \beta^{(\text{HP})}(t_{E_M}, x, r)}{t_{E_M} - t_{E_{M-1}}} \right] \\
$$

$$
\begin{align*}
\sum_{k=E_1+1}^{E_1} (t_k - t_{k-1}) v_k + \Delta \nu^{(\text{HP})}_1(x, r) = \left\langle \delta \phi_1^{(\text{HP})} - \delta \phi_1^{(\text{model})} \right\rangle_{2\pi} \\
\sum_{k=E_1+1}^{E_2} (t_k - t_{k-1}) v_k + \Delta \nu^{(\text{HP})}_2(x, r) = \left\langle \delta \phi_2^{(\text{HP})} - \delta \phi_2^{(\text{model})} \right\rangle_{2\pi} \\
\vdots \\
\sum_{k=E_M+1}^{E_M} (t_k - t_{k-1}) v_k + \Delta \nu^{(\text{HP})}_M(x, r) = \left\langle \delta \phi_M^{(\text{HP})} - \delta \phi_M^{(\text{model})} \right\rangle_{2\pi} \\
\end{align*}
$$
At this stage, the overall deformation signal can be finally computed by combining the linear and nonlinear HP displacements computed from the residual DIFSAR phase [see (4)] and the large spatial scale displacements estimated from the multilook signals [see (3)]; accordingly, the overall deformation signal expression is represented by

$$d(t_n, x, r) = d^{(LP)}(t_n, x, r) + (t_n - t_0)v^{(HP)}(x, r) + \beta^{(HP)}(t_n, x, r)$$

(10)

\(\forall n = 0, \ldots, N\), while the estimated topographic contribution can be equivalently recovered as

$$\Delta z(x, r) = \Delta z^{(LP)}(x, r) + \Delta z^{(HP)}(x, r).$$

(11)

Few final remarks on the presented analysis are in order. First of all, we want to stress that the deformation signal decoupling into a linear and a nonlinear component [see (4)] is similar to what has been implemented in the permanent scatterers (PS) approach [3], [4]; however, we also underline that, unlike the PS technique, the discussed inversion procedure is applied to the residual phase signal components only because an LP signal removal step, which includes the atmospheric phase components, has been previously applied; for this reason the overall analysis is carried out on the phase signal relevant to single pixels instead of the phase differences between neighboring pixels. In this context, the quasi-linear model assumption (6) is certainly meaningful.

### III. Algorithm Description

The overall processing procedure is implemented according to the block diagram of Fig. 1, wherein the input data consists of a stack of single-look complex DIFSAR interferograms computed from small-baseline SAR data pairs. The starting point of the procedure is represented by the DIFSAR signal decoupling into LP and HP components. The former are obtained by implementing a complex multilook operation, the latter by subtracting, modulo-\(2\pi\) the obtained LP signals from the high-resolution data; a pictorial example of the LP/HP signal decoupling is shown in Fig. 2. We remark that the LP filtering step is carried out via an average operation with a data window.
of length of about 100 m in both azimuth and range directions, thus certainly smaller than the spatial correlation of the atmospheric phase artifacts [15]. The LP data processing is finalized by the application of the conventional SBAS technique [5] that allows us to recover the deformation signal and the errors in the available DEM and, at the same time, to detect and filter out possible atmospheric phase artifacts.

Regarding the HP signal estimation, the data processing implementation follows the lines of the analysis presented in the previous section. In particular, we first compute the high-resolution terms \( \gamma^{(HP)}(\cdot) \) and \( \Delta \delta^{(HP)}(\cdot) \) in (6) via the maximization of the coherence factor \( \gamma^{(HP)}(\cdot) \), then, on the pixels with a coherence value larger than a chosen threshold, we recover the nonlinear HP signal component via the SVD-based inversion of (9), followed by the integration of the estimated \( \delta^{\text{nonlinear}}(\cdot) \) [see (8)]. At this processing stage, both low- and high-resolution topography and deformation information are available; the former are essential to correctly geolocate the detected coherent pixels, i.e., to estimate their positions in a selected reference system; the latter allow us to fully analyze the observed deformation behavior.

As a final remark, we note that the considered processing strategy requires the investigated areas to be coherent both at low and high resolution. This may be not the case in presence of isolated structures or for areas at the edge of low-resolution coherent zones, where no LP information is available. Accordingly, a further operation is required in order to detect and analyze these targets. In this case, pixels with a temporal coherence value significantly lower than the selected threshold, and located in incoherent zones of the multilook interferograms, are reconsidered. In particular, we investigate pixels with a temporal coherence value larger than 0.35 but highly correlated with targets located in the surrounding areas, where the overall processing has been already successfully carried out. In this case, the data processing is identical to the one carried out in previous HP data processing step, with the only difference that the residual phase of the investigated pixel is computed by subtracting the HP and LP signal components relative to the adjacent coherent pixels detected in the surrounding areas. Following this operation, not reported in Fig. 1 for sake of simplicity, only those pixels with an achieved high temporal coherence value will be assumed reliable and considered in the final output.

**IV. EXPERIMENTAL RESULTS**

The validation of the proposed approach has been carried out by processing a dataset of 55 ERS-1/ERS-2 images acquired on descending orbits and spanning the time interval from June 1992 to September 2001 (see Table I). Based on this dataset, 138 DIFSAR interferograms, with a maximum baseline of about 130 m, have been computed. The investigated area is centered on the city of Naples (see Fig. 3) and includes the Campi Flegrei caldera (left) and the Somma-Vesuvius volcanic complex (right). In order to provide an overall picture of the detected large-scale deformations, we present in Fig. 3 the false-color map showing the cumulative deformation measured, for each investigated pixel, in the considered time interval. Fig. 3 clearly shows that a very significant deformation phenomenon is affecting the Campi Flegrei caldera area with displacements exceeding, in some zones, 20 cm [11]; moreover, a deformation
structure subsidence reaching in some cases about 7 cm [10]. As an additional remark, we underline that areas where the measurement accuracy is affected by decorrelation noise have been excluded from the false-color map of Fig. 3.

In order to investigate the capability of the proposed approach and to analyze deformations at full-resolution scale, we focused our analysis on the Vomero and Campi Flegrei areas; the reason of this selection is twofold. First of all, they are highly urbanized zones; therefore it can be relevant to have a figure of the deformations affecting single buildings and structures. Moreover, geodetic information are available in these two areas; therefore, a DIFSAR/geodetic data comparison can be carried out. To give an idea of the pixel density distribution in the Vomero zone, let us first show, in Fig. 4, the map of the coherent points that has been detected, geolocated, and overlaid to an optical image of the investigated area. Note that in this zone the density of coherent points [coherence larger than 0.7; see (5)] is about 250 points/km²; moreover, the false-color representation in Fig. 4 provides information about the mean deformation velocity of the investigated targets. By inspecting Fig. 4 and its zoomed window in Fig. 5, it is evident that the deformations of several structures and buildings can be investigated. In particular, we have considered the coherent pixel highlighted in Fig. 5, which is relevant to a building where a leveling benchmark is located; therefore, several measurements are available starting from 1995. The result of the comparison between DIFSAR and geodetic displacement is shown in the plot of Fig. 5, wherein the leveling data have been projected on the radar line of sight (LOS). The good agreement between the SAR (triangles) and the leveling (stars) data is evident;
indeed, the standard deviation of the difference between the two measurements is less than 5 mm, while the mean value is practically negligible.

As additional experiments, we have correlated the DIFSAR displacements with the temperatures measured on the ground at the same time of the ERS acquisitions. Based on this analysis, we have identified several structures showing high correlation values (larger than 0.8), and we have verified that these targets are mostly represented by metallic structures. As an example, we present in Fig. 6(a) the picture of one of these buildings and in Fig. 6(b) the comparison between the measured deformation time-series and the corresponding values obtained directly from the temperatures at the ERS acquisition times. Again, the agreement between the two different measurements is good. Also, in this case, a quantitative comparison has been performed by considering a linear dilatation model; this analysis shows that the difference has a negligible mean value and a standard deviation of about 0.9 mm. Obviously, the presented technique does not allow us to automatically discriminate between thermal deformations and other kind of localized displacements; however, it is also evident that the thermal effects can be reasonably detected by observing if the deformations have a seasonal behavior.

Additional experiments have been carried out in the Campi Flegrei area; in this case, the map of the detected coherent pixels, overlaid to an optical image of the area, is shown in Fig. 7. Also, in this case, a quantitative experiment has been performed. In particular, we compared the SAR displacements with the continuous GPS measurements carried out, during year 2000, at a site located in the highlighted zone of Fig. 7; again, the good agreement between the DIFSAR and the LOS projected GPS deformations is evident; in this case, the difference has a mean value of 1 mm and a standard deviation of about 6 mm.

As a final step, we have investigated the capability of the approach to estimate the full-resolution topography, which is needed for a precise geocoding of the DIFSAR products. Fig. 8(a) and (b) shows, as an example, the location of the detected coherent pixels relevant to the San Paolo stadium without and with the estimated topographic information shown in (11), respectively. The impact of this correction is evident, and it is crucial to identify the investigated structures as well as to integrate the DIFSAR data in a geographic information system [18].

V. DISCUSSION AND CONCLUSION

This paper describes a new approach for investigating the temporal evolution of deformation phenomena on full-resolution DIFSAR interferograms. To achieve this task, we have extended the SBAS approach [5] that was originally developed for low-resolution DIFSAR data analysis. The proposed solution retains the small-baseline constraint on the processed interferograms but is implemented by using single-look and multilook data. The presented results, achieved on an ERS-1/2 dataset, have been successfully validated via a comparison with GPS and leveling data.
One important question that may arise by considering the proposed results is to assess whether the detected high-resolution coherent pixels are dependent or not on the baseline constraint; in other words, whether the use of small-baseline interferograms produces different results with respect to an analysis based, for instance, also on large baseline interferograms. This issue is worth for an extended analysis that is outside the scope of this paper. However, in order to provide a contribution, although partial, to the comprehension of this point, we have carried out a simple experiment. In particular, we have divided the produced DIFSAR interferograms in two datasets including interferograms with a baseline smaller than 60 m (69 interferograms) and between 60–130 m (69 interferograms), respectively. The extended SBAS approach has been applied to both datasets, and a comparison has been carried out with respect to the number of detected coherent structures; in this case, the selected test area is the one highlighted in Fig. 9(a), which has been chosen because of the high density of the coherent pixels. By considering the test results, it comes out that the number of coherent pixels in the two datasets is not the same, and in particular, it results that the baseline increase corresponds to a decrease of the number of coherent structures, which in our case is quantified in about 40% [Fig. 9(b)].

Based on this preliminary result, it seems that there is a dependence of the number of coherent pixels with respect to the DIFSAR baseline. Accordingly, the selection of a baseline constraint may represent a relevant parameter if, for instance, a maximization of the coherent pixel density is required. In any case, a more detailed analysis on this matter is essential for fully assessing this relevant issue.

**APPENDIX**

We present in the following an error analysis that is relevant to the application of the SVD method within the SBAS approach. Because an analytical formulation of these errors is practically untractable, we prefer to focus on simulated experiments carried out by considering different displacement models and a real SAR data acquisition configuration that in our case is the one considered in the experimental Section IV and described in Table I. As a first example, we have simulated, similarly to that in [7], a linear deformation signal [see Fig. 10(a)] with a variation of 10 cm within the considered ten-year time interval. The SVD reconstruction error is presented in Fig. 10(b); note that, as expected, we have no error (zero or constant values) for data belonging to a single subset; indeed, the SVD only introduces small offsets among the considered SBAS leading to a maximum error of submillimetric order (less than 0.4 mm), thus significantly smaller than that related to other possible sources such as decorrelation noise, phase-unwrapping errors, etc.

Furthermore, we have considered the deformation signal presented in Fig. 11(a) that mimics a real deformation behavior; in particular, it is pertinent to the maximum displacement zone in
SVD-based reconstruction and the original signal of Fig. 11(a) is shown in Fig. 12(b). In this case, we have verified that the measured difference still exhibits a standard deviation of the order of 1 cm; this clearly shows that the SBAS procedure does not introduce any significant additional noise.

We believe that the presented examples demonstrate the effectiveness of the SBAS approach; moreover, we remark that the presented results are not a consequence of the selected data acquisition configuration; indeed, similar results, not reported here for brevity, have been also obtained with alternative configurations. On the contrary, we stress that the errors reported in [7] are the consequence of a nonrealistic example, wherein only six acquisitions were considered (no significant time-series involves less than 20/30 images), divided in two subset of three acquisition each. Last but not least, the six data considered in [7] have nearly no temporal overlap, while it is evident that only a significant temporal interleaving may provide a robust linking among the different subsets, no matter which technique is used to achieve this task.
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