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Abstract

This work presents a hierarchical HMM-based audio segmentation system with feature selection designed for the Albayzín 2010 Evaluations. We propose an architecture that combines the outputs of individual binary detectors which were trained with a specific class-dependent feature set adapted to the characteristics of each class. A fast one-pass-training wrapper-based technique was used to perform a feature selection and an improvement in average accuracy with respect to using the whole set of features is reported.
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1. Introduction

Audio segmentation is the task of segmenting a continuous audio stream in terms of acoustically homogenous regions. Recently, the audio segmentation has received increasing attention for its applications in automatic indexing, subtitling, content analysis and information retrieval. Many research works address the problem of audio segmentation in different scenarios. In [1] the authors propose a method for robust speech, music, environment noise and silence segmentation of the audio recorded in different conditions such as TV studio, telephone etc. In [2] the audio stream from broadcast news domain is segmented into 5 different types including speech, commercials, environmental sound, physical violence and silence. The content based retrieval using TV programs is considered in [3], where 7 similar classes are defined.

Besides, several speech technologies can benefit from audio segmentation done at early steps. A previous identification of speech segments facilitates the task of speech recognition or speaker diarization. Furthermore audio segmentation is widely used to make online adaptation of ASR models or generating a set of acoustic cues for speech recognition to improve overall system performance [4].

In the context of the Albayzin-2010 evaluation campaign, which is an internationally-open set of evaluations organized by the Spanish network of speech technologies, an audio segmentation task was proposed and organized by the authors. For this evaluation we propose a system that uses a hierarchical architecture with HMM-GMM-based binary detectors. Each detector, one per class, uses a specific feature set, which is designed by adapting a feature selection technique recently introduced by the authors. In the experimental part, the results obtained by using the training data of the evaluation for both training, development and testing are presented. When compared with a one-step multi-class system, our system shows a 25% average relative improvement.

2. Albayzin 2010 audio segmentation evaluation

2.1. The database

The database used for evaluations consists of a Catalan broadcast news database from the 3/24 TV channel that was recorded by the TALP Research Center from the UPC, and was manually annotated by Verbio Technologies. Its production took place in 2009 under the Tecnoparla research project. The database includes around 87 hours of annotated audio (24 files of approximately 4 hours long). According to this material five different audio classes were defined (Table 1). The distribution of classes within the database is the following: Clean speech: 37%; Music: 5%; Speech with music in background: 15%; Speech with noise in background: 40%; Other: 3%. The database was splitted into 2 parts: for training/development (2/3 of the total amount of data), and testing (the remaining 1/3). The audio signals are provided in pcm format, mono, 16 bit resolution, and sampling frequency 16 kHz.

The Corporació Catalana de Mitjans Audiovisuals, owner of the multimedia content, allows its use for technology research and development.

Table 1. The 5 acoustic classes defined for evaluations.

<table>
<thead>
<tr>
<th>Class</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speech [sp]</td>
<td>Clean speech in studio from a close microphone</td>
</tr>
<tr>
<td>Music [mu]</td>
<td>Music is understood in a general sense</td>
</tr>
<tr>
<td>Speech over music [sm]</td>
<td>Overlapping of speech and music classes or speech with noise in background and music classes</td>
</tr>
<tr>
<td>Speech over noise [sn]</td>
<td>Speech which is not recorded in studio conditions, or it is overlapped with some type of noise (applause, traffic noise, etc.), or includes several simultaneous voices (for instance, synchronous translation)</td>
</tr>
<tr>
<td>Other [ot]*</td>
<td>This class refers to any type of audio signal (including noises) that doesn’t correspond to the other four classes</td>
</tr>
</tbody>
</table>

* Not evaluated in final tests
2.2. Metric

The metric is defined as a relative error averaged over all acoustic classes (ACs):

\[
\text{Error} = \text{average}(\frac{\text{dur}(\text{miss}_i) + \text{dur}(\text{fa}_i)}{\text{dur}(\text{ref}_i)})
\]

(1)

where

- \(\text{dur}(\text{miss}_i)\) – the total duration of all deletion errors (misses) for the \(i\)th AC.
- \(\text{dur}(\text{fa}_i)\) – the total duration of all insertion errors (false alarms) for the \(i\)th AC.
- \(\text{dur}(\text{ref}_i)\) – the total duration of all the \(i\)th AC instances according to the reference file.

The incorrectly classified audio segment (a substitution) is computed both as a deletion error for one AC and an insertion error for another. A forgiveness collar of 1 sec (both + and -) is not scored around each reference boundary. This accounts for both the inconsistent human annotation and the uncertainty about when an AC begins/ends.

3. The UPC audio segmentation system

3.1. Features

A set of audio spectro-temporal features, like those used in automatic speech recognition, is extracted to describe every audio frame. It consists of 16 frequency-filtered (FF) log filter-bank energies with their first time derivatives [5], which represent the spectral envelope of the audio waveform within a frame, as well as its temporal evolution. In total, a 32-dimensional feature vector is used. The FF feature extraction scheme consists in calculating a log filter-bank energy vector for each signal frame (in our experiments the frame length is 30 ms with 20 ms shift, Hamming window is applied) and then applying a FIR filter \(h(k)\) on this vector along the frequency axis. We use the \(h(k)=[1, 0, -1]\) filter in our approach. The end-points are taken into account which represent the absolute energies of the first and the last filter banks.

3.2. The system architecture

Our hierarchical system architecture is a group of detectors (called modules), where each module is responsible for detection of one acoustic class of interest [6]. As input it uses the output of the preceding module and has 2 outputs: the first corresponds to audio segments detected as corresponding class and an insertion error for another. A forgiveness collar of 1 sec (both + and -) is not scored around each reference boundary. This accounts for both the inconsistent human annotation and the uncertainty about when an AC begins/ends.

In our implementation, each binary detector consists of 2 HMMs: “Class” and “non-Class”. Using the training approach known as one-against-all method [7], all the classes different from “Class” are used to train the “non-Class” model. Both HMMs have 3-states (with only 1 emitting state) and the observation distributions are Gaussian mixtures with continuous densities, and consist of 64 components with diagonal covariance matrices. The HTK[8] toolkit is used to perform training and the final segmentation.

The flow diagram of our hierarchical architecture is presented in Figure 1. The whole detection system consists of 5 binary detectors. Each binary detector (except silence) is trained using the features which were selected during the fast selection procedure (described in the next section).

![Figure 1: Flow diagram of the hierarchical architecture.](image)

4. Feature selection

Actually, feature selection plays a central role in the tasks of classification and data mining, since redundant and irrelevant features often degrade the performance of classification algorithms [9]. In this paper, we use a fast one-pass-training feature selection technique [10] that avoids retraining of acoustic models during each evaluation of the candidate feature set.

![Figure 2: Log-likelihood ratios \(\Delta i\) of the “Class” (squares) and the “non-Class” (crosses) segments.](image)
1. Perform an initial training of “Class” and “non-Class” HMMs using the whole set of 32 FF features using the training part of the database.

2. Cut the development database into the short segments of 10 sec. Each such a segment belongs to either “Class” or “non-Class” (according to the ground truth labels).

3. Compute the log-likelihood ratios (LLRs) $\Delta_i$ of each such a segment given “Class” and “non-Class” models estimated on the step 1.

As an example, in Figure 2 we display the LLRs for all such segments in the labeled development database. Squares correspond to the “Class” instances while crosses correspond to “non-Class” instances. We consider the parameter $P$ as a threshold (the horizontal line in Figure 2). We assume that the ith instance is detected as “Class” if its LLR $\Delta_i$ is above $P$, otherwise it is detected as “non-Class”. Thus, all “Class” instances (squares in Figure 2) below the $P$ line are misses, and all “non-Class” instances (crosses) are false alarms. The parameter $P$ is selected in such a way that the numbers of misses and false alarms are equal (equal error rate). The total number of errors (misses plus false alarms) is used as an objective function $\Omega$ for feature selection.

4. The LLR $\Delta_i$ of each segment is decomposed into a sum of “contributions” [10] coming from each feature $j$ ($j \in 1..32$)

$$\Delta_i = \delta_{i,1} + \delta_{i,2} + \ldots + \delta_{i,32}. \quad (2)$$

Using the sequential forward selection (SFS) approach, we iteratively select features (that correspond to the terms in (2)) that maximize the objective function $\Omega$.

5. Experimental results

There are 16 sessions available for designing the audio segmentation system according to the evaluation plan. Half of the sessions we decided to use for training/development and the other half for testing.

First we select the appropriate number of Gaussians per HMM model for each binary detector. Actually, this number is a trade-off between the improvement in performance and the execution time needed to train the models with corresponding number of Gaussians. With 256 Gaussians we got the acceptable results. Fig. 3 demonstrates the mean error-rate obtained with increasing of the number of Gaussian mixtures per model.

In Figure 4 we compare different system architectures. The “One-step multi-class” system corresponds to the HMM audio segmentation performed in one step. The “Hierarchical” architecture is described in sub-section 3.2. Finally, the system “Hierarchical + FS” is the same as previous but uses the feature selection.

As we see, the most common errors are confusions between “Music” and “Speech”, “Speech over music” classes and also among “Speech”, “Speech over noise” and “Speech over music”. Indeed, these classes have very similar acoustic content. Besides in many cases the ground truth labeling of audio is based on subjective reasoning of the annotator.

Table 3 we summarize the final results on testing database.

<table>
<thead>
<tr>
<th>Database</th>
<th>Error-rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mu</td>
</tr>
<tr>
<td>Result1</td>
<td>26.40</td>
</tr>
<tr>
<td>Result2</td>
<td>24.55</td>
</tr>
</tbody>
</table>

As we see, the most common errors are confusions between “Music” and “Speech” classes and also among “Speech”, “Speech over noise” and “Speech over music”.

Table 2. The confusion matrix of acoustic classes.

<table>
<thead>
<tr>
<th>Acoustic class</th>
<th>mu</th>
<th>sp</th>
<th>sm</th>
<th>sn</th>
</tr>
</thead>
<tbody>
<tr>
<td>mu</td>
<td>90</td>
<td>0</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>sp</td>
<td>0</td>
<td>83</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>sm</td>
<td>2</td>
<td>2</td>
<td>88</td>
<td>8</td>
</tr>
<tr>
<td>sn</td>
<td>0</td>
<td>10</td>
<td>7</td>
<td>83</td>
</tr>
</tbody>
</table>

According to results from Figure 4, the hierarchical structure of audio segmentation outperforms the one-step multi-class detection system (about 8% of absolute error-rate reduction in average). Feature selection further improves the results for all classes (except music) and in average the absolute improvement is about 3%. Besides of that improvement we reduced the size of feature vector from 32 to 24 features in average.

The confusion matrix that corresponds to the “Hierarchical + FS” segmentation system is presented in Table 2, which shows the percentage of hypothesized AEs (rows) that are associated to the reference AEs (columns), so that all the numbers out of the main diagonal correspond to confusions.

As the reason of the annotator.
the models. The Result2 was obtained using Gaussian models with only 256 mixtures and 100% of training data.

The CPU time employed to perform testing is described below:
Feature extraction: 546 sec; Viterbi segmentation: 3329 sec; Total: 3845 sec.
This processes were executed on PC with Intel Core 2 CPU, 2.13 GHz, 1Gb of RAM.

6. Conclusions

In this work we proposed a hierarchical HMM-based system for broadcast news audio segmentation designed for Albayzin-2010 evaluation campaign. The main advantage of such a system is that each binary detector is placed in such order that previous detections improve the results of subsequent detector.

By using a fast one-pass-training feature selection approach we have selected the subset of features that shows the best detection rate for each acoustic class, observing an improvement in average accuracy with respect to using the whole set of features. The dimension of feature vector was reduced to 24 features (in average). Such a fast technique is a good alternative to the conventional SFS hill-climbing approach when the amount of data used for training the acoustic models is large.

When compared with a one-step multi-class system, our system shows a 25% average relative improvement.
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