Random crossings in dependency trees
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Abstract. It has been hypothesized that the rather small number of crossings in real syntactic dependency trees is a side-effect of pressure for dependency length minimization. Here we answer a related important research question: what would be the expected number of crossings if the natural order of a sentence was lost and replaced by a random ordering? We show that this number depends only on the number of vertices of the dependency tree (the sentence length) and the second moment about zero of vertex degrees. The expected number of crossings is minimum for a star tree (crossings are impossible) and maximum for a linear tree (the number of crossings is of the order of the square of the sequence length).
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1. INTRODUCTION

According to dependency grammar (Mel’čuk 1988, Hudson 2007) the structure of a sentence can be defined by means of a tree in which vertices are words and arcs indicate syntactic dependencies between these words (Fig. 1). Here we focus on the crossings between dependencies due to the linear arrangement of the vertices of a tree (Hays 1964, Holan et al. 2000, Hudson 2000, Havelka 2007).

Imagine that $\pi(v)$ is the position of vertex $v$ in linear arrangement of the vertices of a tree, a number between 1 and $n$, with $n$ being the length of the sequence. Imagine that we have two pairs of linked vertices: $(u, v)$ and $(s, t)$, such that $\pi(u) < \pi(v)$ and $\pi(s) < \pi(t)$. The arcs (or edges) defined respectively by $(u, v)$ and $(s, t)$ cross if and only if

$$\pi(u) < \pi(s) < \pi(v) < \pi(t)$$

(1)

or

$$\pi(s) < \pi(u) < \pi(t) < \pi(v).$$

(2)

$C$ is defined as the number of different pairs of edges that cross. For instance, $C = 0$ in the sentence in Fig. 1 and $C = 9$ in Fig. 2. When there are no vertex crossings ($C = 0$), the syntactic dependency tree of a sentence is said to be planar (Havelka 2007).

According to crossing theory, $C$ cannot exceed $C_{\text{pairs}}$, the number of edge pairs that can potentially cross, which is (Ferrer-i-Cancho 2013)

$$C_{\text{pairs}} = \frac{n}{2} \left( n - 1 - \langle k^2 \rangle \right),$$

(3)
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where \( n \) is the sequence length (the number of words/vertices) and \( \langle k^2 \rangle \) is the second moment about zero of the degree, defined as

\[
\langle k^2 \rangle = \frac{1}{n} \sum_{i=1}^{n} k_i^2, \tag{4}
\]

where \( k_i \) is the degree of the \( i \)-th vertex of the tree. As the first moment of the degree of a tree of \( n \) vertices is constant, i.e. \( \langle k \rangle = 2 - 2/n \) (Noy 1998), the degree variance of a tree is fully determined by \( \langle k^2 \rangle \) and \( n \).

For the dependency tree of Fig. 1, Eq. 3 gives \( C_{\text{pairs}} = 18 \) since \( n = 9 \) and \( \langle k^2 \rangle = 4 \).

It has been argued that the small amount of crossings in real sentences (Liu 2010) could be a side-effect of a principle of dependency length minimization (Ferrer-i-Cancho 2006, Ferrer-i-Cancho 2013). A challenge for this hypothesis is that the number of crossings in a random linear arrangement of vertices is needed to shed light on the statistical significance of the rather low number of crossings in real sentences (Liu 2010). This is the goal of the next sections: Section 2 reviews previous results on the maximum value of \( C \) and Section 3 derives \( E[C] = C_{\text{pairs}}/3 \), and related results, e.g., the probability that two edges cross when arranged linearly at random. If the edges share no vertex the probability is 1/3 and it is zero otherwise. Section 4 discusses some applications of these results.

2. CROSSING THEORY

\( u\sim v \) is used to refer to the edge defined by the pair of vertices \((u,v)\). The edges \( u\sim v \) and \( s\sim t \), such that \( u < v \) and \( s < t \), cannot cross if they have a vertex in common, i.e. \( u \in \{s,t\} \) or \( v \in \{s,t\} \). Therefore \( C > 0 \) requires that there is at least a pair of edges that are formed by four different vertices. Thus \( C = 0 \) if \( n < 4 \) and \( C > 0 \) needs \( n \geq 4 \).

The structure of a tree, e.g., a syntactic dependency tree, can be defined by means of an adjacency matrix \( A = \{a_{uv}\} \), where \( a_{uv} = 1 \) if the pair of vertices \((u,v)\) is linked and otherwise \( a_{uv} = 0 \). The matrix is symmetric \( a_{uv} = a_{vu} \) (the direction of a dependency is neglected). Loops are not allowed \((a_{uu} = 0)\). \( a_{uv} = 1 \) and \( u\sim v \) are equivalent.

The number of crossings induced by the linear arrangement of the vertices can be defined as

\[
C = \frac{1}{4} \sum_{u=1}^{n} \sum_{v=1}^{n} a_{uv} C(u,v), \tag{5}
\]

where \( C(u,v) \) is the number of different edges that cross with the edge \( u\sim v \). By symmetry, \( C(u,v) = C(v,u) \). The factor 1/4 of Eq. 5 comes from the fact that the same crossing is counted four times in that formula:

- Two times due to the double summation of Eq. 5, i.e. the target edge \( u\sim v \) is counted first through the pair \((u, v)\) and second through its symmetric pair \((v, u)\).
- Two times more due to the fact the edges of the form \( s\sim t \) with which the edge \( u\sim v \) crosses are counted twice, first through \( C(u,v) \) and second through \( C(s,t) \).

\( C(u,v) \) can be defined in turn as
\[
C(u,v) = \frac{1}{2} \sum_{s=1}^{n} \sum_{t=1}^{n} a_{st} C(u,v; s,t),
\]

where \(C(u,v; s,t) = 1\) if the edge \(u \sim v\) crosses the edge \(s \sim t\) and \(C(u,v; s,t) = 0\) otherwise. The factor \(1/2\) in Eq. 6 comes from the fact that an edge is encountered twice in the double summation, first by the pair of vertices \((s,t)\) and second by the pair \((t,s)\).

It has been argued that \(C(u,v)\) cannot exceed \(C_{\text{pairs}}(u,v) = n - k_u - k_v\) where \(k_x\) is the degree of vertex \(x\) (Ferrer-i-Cancho 2013; see Appendix A of the present article for a derivation of \(C_{\text{pairs}}(u,v)\)). Thus the total number of crossings of the linear arrangement of a tree cannot exceed (Ferrer-i-Cancho 2013)

\[
C_{\text{pairs}} = \frac{1}{4} \sum_{u=1}^{n} \sum_{v=1}^{n} a_{uv} C_{\text{pairs}}(u,v) = \frac{n}{2} (n-1-\langle k^2 \rangle).
\]

A star tree is a tree with a vertex of maximum degree while a linear tree is a tree where the maximum vertex degree is two (Fig. 3). Linear and star trees are important trees for crossing theory as they determine the range of variation of \(\langle k^2 \rangle\) in Eq. 7. \(\langle k^2 \rangle\) is minimized by a linear tree (Ferrer-i-Cancho 2013) and that tree is indeed the only minimum (Appendix B). Similarly, \(\langle k^2 \rangle\) is maximized by a star tree (Ferrer-i-Cancho 2013) and that tree is indeed the only maximum (Appendix B).

A very simple case to demonstrate Eq. 7 is a linear tree with \(n = 4\). That tree has three edges and two leaves (a leaf is a vertex of degree one). Imagine that the two leaves are labeled with 1 and 4 and the other edges are labeled with 2 and 3. The only pair of edges that can cross are 1~2 and 3~4 (the two different edges formed by each of the two leaves), since they are the only pair of edges that do not share vertices. Thus \(C_{\text{pairs}} = 1\) and \(C\) is binary, i.e. \(C = 1\) (edges 1~2 and 3~4 cross) or \(C = 0\) (edges 1~2 and 3~4 do not cross). Accordingly, applying \(n = 4\) and \(\langle k^2 \rangle = (1+1+4+4)/4 = 5/2\) to Eq. 7 yields \(C_{\text{pairs}} = 1\) for that linear tree.

3. RANDOM CROSSINGS

According to Eq. 5, the expected number of crossings induced by a random linear arrangement of the vertices is

\[
E[C] = \frac{1}{4} \sum_{u=1}^{n} \sum_{v=1}^{n} a_{uv} E[C(u,v)]
\]

while the expectation of \(C(u,v)\) is in turn

\[
E[C(u,v)] = \frac{1}{2} \sum_{s=1}^{n} \sum_{t=1}^{n} a_{st} E[C(u,v; s,t)].
\]

As \(C(u,v; s,t)\) is an indicator variable, \(E[C(u,v; s,t)] = p_c(u,v; s,t)\), the probability that the edges \(u \sim v\) and \(s \sim t\) cross knowing that \(s \notin \{u,v\}\) and \(t \notin \{u,v\}\). By the definition of crossing in Eqs. 1 and 2, it follows that \(p_c(u,v; s,t) = 0\) if the edges \(u \sim v\) and \(s \sim t\) have at least one vertex in common, i.e. \(u \in \{s,t\}\) or \(v \in \{s,t\}\). Otherwise, \(p_c(u,v; s,t) = 1/3\). To see the latter, notice that the random linear arrangement of two edges is equivalent to:
• Generating four different vertex positions with the only constraint that they are random numbers between 1 and \( n \) and positions that are not taken yet are equally likely.

• Sorting the four positions increasingly giving \( \pi_1, \pi_2, \pi_3 \) and \( \pi_4 \) such that \( 1 \leq \pi_1 < \pi_2 < \pi_3 < \pi_4 \leq n \). It is said that \( \pi_i \) has rank \( i \).

• Assigning each of these four positions to a different vertex of the pairs of edges involved. Eqs. 1 and 2 mean that the two edges cross if and only if \((u, v)\) is assigned \((\pi_1, \pi_3)\) or \((\pi_2, \pi_4)\).

Therefore the probability that \( u \sim v \) and \( s \sim t \) cross is the probability of assigning two of the four positions whose ranks are not consecutive to the vertices of \( u \sim v \) with \( u < v \), i.e. (a) \( \pi(u) = \pi_1 \) and \( \pi(v) = \pi_3 \) or (b) \( \pi(u) = \pi_2 \) and \( \pi(v) = \pi_4 \). Therefore,

\[
p_s(u, v, s, t) = \frac{2}{\binom{4}{2}} = \frac{1}{3}.
\] (10)

Interestingly, the probability that two edges cross does not depend on the sequence length \( n \) once it is known whether they share vertices or not (if the two edges share vertices the probability is zero regardless of \( n \); if they do not share any vertex then \( n \geq 4 \) and the probability is 1/3). Furthermore, the identity of vertices involved is irrelevant for the probability that they cross once it is known if the edges share vertices or not. Thus, Eq. 9 becomes

\[
E[C(u, v)] = \frac{C_{pairs}(u, v)}{3}.
\] (11)

Applying Eq. 11 to Eq. 8 and recalling the definition of \( C_{pairs} \) in Eq. 7, we obtain

\[
E[C] = \frac{1}{6} \sum_{u=1}^{n} \sum_{v=1}^{n} a_{uv} C_{pairs}(u, v) = \frac{C_{pairs}}{3}.
\] (12)

The combination of Eq. 11 and Eq. 10 yields

\[
E[C] = \frac{C_{pairs}}{3}.
\] (13)

A simple case is a linear tree with \( n = 4 \), as \( C_{pairs} = 1 \) transforms Eq. 13 into \( E[C] = 1/3 \).

Applying Eq. 3 to Eq. 13, one finally obtains

\[
E[C] = \frac{n}{6} \left( n - 1 - \langle k^2 \rangle \right)
\] (14)

for \( n \geq 4 \).

For the dependency tree of Fig. 1, \( n = 9 \) and \( \langle k^2 \rangle = 4 \) gives \( E[C] = 6 \).

According to Eq. 14, \( E[C] = 0 \) for a star tree as \( \langle k^2 \rangle = n - 1 \) for that tree while

\[
E[C] = \frac{n(n-5)}{6} + 1
\] (15)
for a linear tree as $\langle k^2 \rangle = 4 - 6/n$ in that case (Ferrer-i-Cancho 2013).

4. DISCUSSION

It has been shown that $E[C]$ is determined exclusively by $n$ and $\langle k^2 \rangle$ (Eq. 14). Given $n$, the range of variation of $E[C]$ is then given by $\langle k^2 \rangle$, which is minimum for a linear tree and maximum for a star tree, i.e. (Ferrer-i-Cancho 2013)

$$4 - \frac{6}{n} \leq \langle k^2 \rangle \leq n - 1$$

for a finite tree with $n \geq 2$ and thus giving

$$0 \leq E[C] \leq \frac{n(n-5)}{6} + 1$$

thanks to Eq. 15 for any tree of at least four vertices ($E[C] = 0$ if $n < 4$).

Fig. 4 shows the upper bound of $E[C]$ provided by a linear tree (Eq. 17), which obviously grows asymptotically as $n^2$ for sufficiently large $n$. Thus the possibility that the rather small number of crossings of real sentences (Liu 2010) is the outcome of some sort of optimization processes, possibly a side-effect of the minimization of dependency lengths (Ferrer-i-Cancho 2006, Ferrer-i-Cancho 2013) cannot be denied. Future research on the significance of the small amount of crossings of real sentences should consider the real value of $C$ in sentences versus estimates of $E[C]$ obtained through Eq. 14 with real values of $\langle k^2 \rangle$.

Thus, investigating the scaling of $\langle k^2 \rangle$ as a function of $n$ in real sentences from dependency treebanks (e.g., Civit et al. 2006, Böhmová et al. 2003, Bosco et al. 2000) is an important question for future research.

The results presented above can also help to shed light on the actual relationship between dependency length and crossings (Ferrer-i-Cancho 2006, 2013, Liu 2008). Imagine that $\langle d \rangle$ is the mean dependency length of the linear arrangement of vertices. The possibility of a natural correlation between $C$ and $\langle d \rangle$ can be demonstrated starting from an actual sentence such as the one in Fig. 1 and swapping the position of pairs of vertices chosen at random. Fig. 5 shows that both $C$ and $\langle d \rangle$ start from $\langle d \rangle = 11/8 = 1.375$ and $C = 0$ for the sentence in Fig. 1 and then both increase as the number of these swaps increases till they converge to their values in a random linear arrangement, respectively, $E[C] = 6$ (computed above) and $E[\langle d \rangle] = E[d] = (n+1)/3 = 10/3 \approx 3.33$ (Ferrer-i-Cancho 2004, 2013, Zörnig 1984). Notice that our swapping of vertex positions is a randomization procedure that preserves the dependency tree (i.e. the adjacency matrix of the tree), and thus preserves the degree’s 2nd moment and the connectedness of the dependency network. Other research on dependency networks has employed procedures to generate random dependency structures that do not warrant that vertex degrees or connectedness are maintained (as needed by a tree) or forbid dependency crossings (Liu & Hu 2008).
Fig. 5 suggests that $C$ and $\langle d \rangle$ are positively correlated, which is consistent with the hypothesis that the low frequency of dependency crossings could be a side effect of dependency length minimization (Ferrer-i-Cancho 2006). Future research could extend this kind of analysis to more sentences with the help of dependency treebanks (e.g., Civit et al. 2006, Böhmová et al. 2003, Bosco et al. 2000).

Final note: the mathematical results presented in this article have been applied in a series of articles: Ferrer-i-Cancho (2014), Ferrer-i-Cancho (2016a,b), Esteban et al. (2016) and Gómez-Rodríguez & Ferrer-i-Cancho (2016).
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APPENDIX A: THE NUMBER OF POSSIBLE CROSSINGS OF AN EDGE

$C_{\text{pairs}}(u,v)$ can be derived from $C(u,v)$ assuming that $C(u,v;s,t)=1$ in any circumstance, which transforms Eq. 6 into

$$C(u,v) = C_{\text{pairs}}(u,v) = \frac{1}{2} \sum_{s \neq u,v} \sum_{t \neq u,v} a_{st} = \frac{1}{2} \sum_{s \neq u,v} (k_s - a_{us} - a_{sv}). \tag{A1}$$

Applying

$$\sum_{s=1 \atop s \neq u,v}^{n} k_s = 2(n-1) - k_u - k_v \tag{A2}$$

and

$$\sum_{t=1 \atop t \neq u,v}^{n} a_{st} = k_s - a_{us} - a_{sv} \tag{A3}$$

to Eq. A1 yields

$$C_{\text{pairs}}(u,v) = \frac{1}{2} \left(2(n-1) - k_u - k_v - (k_u - a_{uv} - a_{uu}) - (k_v - a_{uv} - a_{vv})\right) \tag{A4}$$

and finally

$$C_{\text{pairs}}(u,v) = (n-1) - k_u - k_v + a_{uv} + a_{uu} + a_{vv} = n - k_u - k_v \tag{A5}$$

as $a_{uu} = a_{vv} = 0$ (loops are not allowed) and $a_{uv} = 1$ as $u$ and $v$ are linked by the definition of $C(u,v)$.

APPENDIX B: LINEAR AND STAR TREES HAVE UNIQUE DEGREE 2nd MOMENT

To simplify the arguments below, we define the degree 2nd moment as $\langle k^2 \rangle = K_2 / n$, where $K_2(n)$, is the sum of squared degrees of a tree of $n$ vertices, i.e.

$$K_2(n) = \sum_{i=1}^{n} k_i^2. \tag{B1}$$

$K_2^{\text{linear}}(n)$ and $K_2^{\text{star}}(n)$ are defined, respectively, as the sum of squared degrees of a linear tree and a star tree of $n$ nodes. $K_2^{\text{linear}}(n) = 4n - 6$ and $K_2^{\text{star}}(n) = n(n-1)$ (Ferrer-i-Cancho 2013). Here it will be shown that a linear tree is the only tree for which $K_2(n)$ reaches $K_2^{\text{linear}}(n)$ while a star tree is the only tree for which $K_2(n)$ can reach $K_2^{\text{star}}(n)$. Before proving these properties, the concept of tree reduction and compact definitions of star and linear trees will be introduced.

Tree reduction

Any tree of at least two vertices has at least two leaves (Bollobás 1998, p. 11). Thus, any tree of $n + 1$ vertices ($n \geq 2$ is assumed) can be reduced to a tree of $n$ vertices by removing one of its leaves. Notice that this reduction will never disconnect the tree as the leaf removed cannot
be attached to another leaf unless \( n = 2 \) (a leaf attached to another leaf when \( n>2 \) would contradict that a tree is a connected graph). Consider that the leaf removed is attached to a vertex of degree \( k \) in the original tree (the tree of \( n + 1 \) vertices). Then

\[
K_2(n + 1) = K_2(n) + k^2 - (k - 1)^2 + 1 \tag{B2}
\]

for the original tree and thus

\[
K_2(n + 1) = K_2(n) + 2k. \tag{B3}
\]

**A star tree is a tree with a vertex of maximum degree.**

A star tree of \( n \) vertices is a tree with a vertex of degree \( n-1 \) and \( n-1 \) leaves (Fig. 3). Indeed, a star tree of \( n \) vertices can simply be defined as a tree with a vertex of maximum degree (i.e. degree \( n-1 \)). The point is that the fact that a vertex has degree \( n-1 \) implies that there are \( n-1 \) leaves. To see it, recall that the degree sequence of a graph of \( n \) vertices satisfies

\[
\sum_{i=1}^{n} k_i = 2(n-1). \tag{B4}
\]

Assuming without any loss of generality that the \( n-th \) vertex has maximum degree (i.e. \( k_n = n-1 \)), Eq. B4 gives

\[
\sum_{i=1}^{n-1} k_i = n - 1 \tag{B5}
\]

As a tree is a connected graph, any vertex has degree greater than zero and Eq. B5 gives \( k_1=...=k_{n-1}=1 \), i.e. \( n-1 \) leaves, the number of leaves of a star tree.

**A linear tree is a tree where all vertex degrees do not exceed two**

A linear tree is a tree where all vertices have degree two except two leaves (Fig. 3). Indeed, a linear tree can simply be defined as a tree where all vertex degrees do not exceed two. Notice that in our last definition of linear tree we do not need to state the number of leaves and the number of vertices of degree two that we have. To understand our last definition of linear tree, suppose that a tree has \( n \) vertices and \( m \) leaves (then it has \( m-2 \) vertices of degree 2). Then the sum of the degrees of leaves is \( m \). If no vertex degree exceeds two then the sum of degrees of the vertices that are not leaves is \( 2(n - m) \). Then, Eq. B4 reduces to \( m + 2(n - m) = 2(n - 1) \) which gives \( m = 2 \). Thus, if no vertex degree exceeds two, one can be certain that the tree is linear.

**A star tree is the only tree reaching \( K_2^\text{star}(n) \)**

Next it will be shown that a star tree is the only tree for which \( K_2(n) = K_2^\text{star}(n) \). If \( n = 2 \), then this is trivially true as the only possible tree is a star tree. Consider a tree of \( n+1 \) vertices (with \( n > 2 \)) such that \( K_2(n + 1) = K_2^\text{star}(n + 1) \). Thanks to Eq. B3, we know that
\[ K_2(n) + 2k = K_2^{\text{star}}(n + 1) \]  

(B6)

for that tree. Adding that \( K_2(n) \leq K_2^{\text{star}}(n) \) (Ferrer-i-Cancho 2013) to Eq. B6, it is obtained

\[
k \geq \frac{K_2^{\text{star}}(n + 1) - K_2^{\text{star}}(n)}{2} = \frac{(n + 1)n - n(n - 1)}{2} = n. \tag{B7}
\]

As \( k \) cannot exceed \( n \) in a graph of \( n + 1 \) vertices (without loops), Eq. B7 implies that \( k = n \), which we have shown above to imply that the tree of \( n + 1 \) vertices is a star, as we wanted to prove.

\textbf{A linear tree is the only tree reaching} \( K_2^{\text{linear}}(n) \)

Next it will be shown that a linear tree is the only tree for which \( K_2(n) = K_2^{\text{linear}}(n) \). If \( n = 2 \), then this is trivially true as the only possible tree is a linear tree. Consider a tree of \( n + 1 \) vertices (with \( n > 2 \)) such that \( K_2(n + 1) = K^{\text{linear}}(n + 1) \). Thanks to Eq. B3, we know that

\[ K_2(n) + 2k = K_2^{\text{linear}}(n + 1) \]  

(B8)

for that tree. Adding that \( K_2(n) \geq K_2^{\text{linear}}(n) \) (Ferrer-i-Cancho, 2013) to Eq. B8, it is obtained

\[
k \leq \frac{K_2^{\text{linear}}(n + 1) - K_2^{\text{linear}}(n)}{2} = \frac{4(n + 1) - 6 - (4n - 6)}{2} = 2. \tag{B9}
\]

As \( k \) is the degree of a vertex that is not a leaf, it follows that any vertex in the original tree that is not a leaf has degree exactly 2, which we have shown above to imply that the tree of \( n + 1 \) vertices is a linear tree, as we wanted to prove.
Figure 1. The syntactic structure of the sentence 'She loved me for the dangers I had passed' following the conventions in (Mel’čuk 1988). 'she' and the verb 'loved' are linked by a syntactic dependency. Arcs go from governors to dependents. Thus, 'she' and 'me' are dependents of the verbal form 'loved'. Indeed, 'she' and 'me' are arguments of the verb form 'loved' (the former as subject and the latter as object).

Figure 2. The structure of the sentence in Fig. 1 after a random linear rearrangement of its words. Gray circles indicate edge crossings.

Figure 3. (a) a linear tree and (b) a star tree. A linear tree is a tree with the smallest possible number of leaves (only two leaves, Bollobás 1998, p. 11) while a star tree is the tree with the largest number of leaves.
Figure 4. The upper bound of $E[C]$ (the expectation of the number of crossings of a linear tree) as function of $n$, the number of vertices of the tree.

Figure 5. The evolution of $\langle d \rangle$, the mean dependency distance (circles), and $C$, the number of edge crossings (squares), versus the number of swaps of pairs of vertex positions for the sentence in Fig. 1. Each curve is the average over $10^6$ replicas. $\langle d \rangle$ converges to $E[d] = 10/3$ (dotted line) while $C$ converges to $E[C] = 6$ (dashed line).