Earth remote sensing with SMOS, Aquarius and SMAP missions

Miriam Pablos Hernández
Earth remote sensing with SMOS, Aquarius and SMAP missions

Author:
Miriam Pablos Hernández
Department of Signal Theory and Communications (TSC)  
Technical University of Catalonia–BarcelonaTech (UPC)  
Campus Nord, Building D3 and D4, 08034 Barcelona, Spain  
miriam.pablos@tsc.upc.edu

Barcelona Expert Centre (BEC)  
Passeig Marítim de la Barceloneta, 37-49, 08003 Barcelona, Spain  
mpablos@icm.csic.es

Advisors:
Dr. María Piles Guillem  
mpiles@icm.csic.es, maria.piles@tsc.upc.edu

Dr. Mercè Vall-llossera Ferrran  
merce@tsc.upc.edu

Barcelona, September, 2016
“I was taught that the way of progress is neither swift nor easy.”

Marie Skłodowska-Curie
Abstract

The first three of a series of new generation satellites operating at L-band microwave frequencies have been launched in the last decade. L-band is particularly sensitive to the presence of water content in the scene under observation, being considered the optimal bandwidth for measuring the Earth’s global surface soil moisture (SM) over land and sea surface salinity (SSS) over oceans. Monitoring these two essential climate variables is needed to further improve our understanding of the Earth's water and energy cycles. Additionally, remote sensing at L-band has been proved useful for monitoring the stability in ice sheets and measuring sea ice thickness.

The ESA’s Soil Moisture and Ocean Salinity (SMOS, 2009-2017) is the first mission specifically launched to monitor SM and SSS. It carries on-board a novel synthetic aperture radiometer with multi-angular and full-polarization capabilities. NASA’s Aquarius (2011-2015) was the second mission, devoted to SSS monitoring with a combined real aperture radiometer/scatterometer system that allows correcting for sea surface roughness. NASA’s Soil Moisture Active Passive (SMAP, 2015-2018) is the second mission dedicated to measuring SM. It carries on-board a real aperture full-polarimetric radiometer and a synthetic aperture radar (SAR) for enhanced spatial resolution and freeze/thaw detection.

This Ph.D. Thesis is focused on analyzing the geophysical information that can be obtained from L-band SMOS, Aquarius and SMAP observations. The research activities are structured as follows:

- **Inter-comparison of radiometer brightness temperatures at selected targets**
  A novel methodology to measure the consistency between SMOS and Aquarius radiometric data over the entire dynamic range of observations (land, ice and ocean) is proposed. It allows detecting spatial/temporal differences or biases without latitudinal limitations neither cross-overs. This is a necessary step to combine observations from different instruments in long term datasets for environmental, meteorological, hydrological or climatological studies.

- **Ice thickness effects on passive remote sensing of Antarctic continental ice**
  The relationship between Antarctic ice thickness spatial variations and changes detected by SMOS and Aquarius measurements is explored. The emissivity of Antarctica is analyzed to disentangle the role of the geophysical contributions (snow layers at different depths and subglacial lakes) to the observed signal. The stability of the L-band signal in the East Antarctic Plateau, a calibration/validation site for microwave satellite missions, is assessed.
- **Microwave/optical synergy for multi-scale soil moisture sensing**
  The relationship of SM and land surface temperature (LST) dynamics is evaluated to better understand the fundamental SM-LST link through evapotranspiration and thermal inertia physical processes. A new approach to measure the critical soil moisture from time-series of spaceborne SM and LST is proposed. The synergistic use of SMOS SM and remotely sensed LST for refining SM disaggregation algorithms is also analyzed.

- **Comparison of passive and active microwave vegetation parameters**
  Recent research has shown that microwave vegetation opacity, sensitive to biomass and water content, and albedo, related to canopy structure, can be retrieved from passive L-band observations. The relationships between these two parameters and radar-derived vegetation descriptors have been explored using airborne observations from the SMAP Validation Experiment 2012 (SMAPVEX12). The obtained relations could allow for improved SM retrievals in active-passive systems, and also to estimate the vegetation properties at high resolution using SAR observations.

The Ph.D. Thesis has been developed within the activities of the Barcelona Expert Centre (BEC). The results presented contribute to the use of L-band remote sensing in different scientific disciplines such as climate, cryosphere, hydrology and ecology.
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\( T_{B+45} \) Brightness temperature skewed +45° with respect to normal [K]
\( T_{B-45} \) Brightness temperature skewed -45° with respect to normal [K]
\( T_{DN} \) Brightness temperature reflected by the Earth’s surface [K]
\( T_{SE} \) Brightness temperature self-emitted by the Earth’s surface [K]
\( T_{SS} \) Downward-emitted atmospheric brightness temperature [K]
\( T_{UP} \) Self-emitted atmospheric upward brightness temperature [K]
\( U \) Third Stokes parameter in terms of brightness temperature [K]
\( V \) Fourth Stokes parameter in terms of brightness temperature [K]
\( Vol \) Volume [m\(^3\)]
\( W \) Weight [kg]
\( WS \) Water storage or soil moisture at root-zone [mm]
\[\alpha\] Attenuation constant of a material [Nep-m\(^{-1}\)]
\[\alpha_w\] Areal water fraction
\[\beta\] Phase constant of a material [rad\cdot m\(^{-1}\)]
\[\gamma\] Propagation constant of a material (\(\gamma = \alpha + j\beta\))
\[\delta_p\] Penetration depth [m]
\[\epsilon_1\] Atomic energy level 1 [J]
\[\epsilon_2\] Atomic energy level 2 [J]
\[\eta_0\] Intrinsic impedance of free space (120\(\pi\) \(\Omega\))
\[\theta\] Incidence angle referred to nadir [°]
\[\kappa\] Normalized attenuation coefficient
\[\lambda\] Wavelength [m]
\[\phi\] Azimuth angle referred to nadir [°]
\[\rho\] Density [kg\cdot m\(^{-3}\)]
\[\sigma\] Stefan-Boltzmann’s constant (5.67\(\cdot\)10\(^{-8}\) W\(\cdot\)m\(^{-2}\)\(\cdot\)sr\(^{-1}\)\(\cdot\)K\(^{-4}\))
\[\sigma_{\text{eff}}\] Effective conductivity [S\(\cdot\)m\(^{-1}\)]
\[\sigma_{\text{HH}}\] Backscatter cross-section at horizontal-horizontal polarizations
\[\sigma_{\text{HV}}\] Backscatter cross-section at horizontal-vertical polarizations
\[\sigma_s\] Root mean square height of a rough surface [m]
\[\sigma_{\text{VV}}\] Backscatter cross-section at vertical-vertical polarizations
\[\tau\] Relaxation time [s]
\[\omega\] Single-scattering albedo
\[\varepsilon\] Complex dielectric constant of a material (\(\varepsilon = \varepsilon' - j\varepsilon''\))
\[\varepsilon'\] Permittivity of a material (real part of \(\varepsilon\))
\[\varepsilon''\] Loss factor of a material (imaginary part of \(\varepsilon\))
\[\varphi\] Sum of geometric and Faraday rotation angles (\(\varphi = \varphi_G + \varphi_F\)) [rad]
\[\varphi_F\] Faraday rotation angle [rad]
\[\varphi_G\] Geometric rotation angle [rad]
\[\theta_p\] Reflection coefficient at polarization \(p\)
\[\Gamma_p\] Reflectivity at polarization \(p\)
\[\Upsilon\] Transmittivity
\[\Omega_r\] Solid angle subtended by the receiver [sr]
\[\Omega_t\] Solid angle subtende by the transmitter [sr]
Chapter 1

Introduction

1.1 Context

Present evidences of climate change and global warming include, but are not limited to, global
temperature increase, ocean warming, sea level increase, decrease of snow cover, shrinking of
Greenland ice sheet, declining of Arctic sea ice, retreat of glaciers, intense rainfall events, more
frequent floods and droughts [IPCC, 2013, 2014]. In this context, Earth observing satellites are a
useful tool to better understand the impact of a changing climate; they allow to collect essential
bio-geophysical parameters that the scientific community can use to get a comprehensive view
of the Earth’s water, energy and carbon cycles, and monitor their global evolution.

Remote sensing consists of extracting information from an object or a phenomenon through mea-
suring its radiation emitted or reflected at a particular frequency b and, without physical contact.
In the microwave spectrum region (0.3–300 GHz), all bodies at a physical temperature greater
than the zero absolute (0 K, ≈ −273°C) naturally emit energy as an electromagnetic radiation
(e.g., [Ulaby & Long, 2014]). This is because all matter above 0 K is composed of particles with
kinetic energy, which are continuously in movement, generating electric and magnetic fields and
radiating energy away from its body through its surface boundary. An example of this fact is
the thermal radiation emitted by the Earth’s surface.

The Earth is always receiving electromagnetic radiation, mainly coming from the Sun, but also
from the Moon, and the cosmic and celestial background. A fraction of this radiation is scattered
and absorbed by the atmosphere, and the remainder is transmitted to the Earth’s surface. Part
of the radiation that arrives to the surface is scattered outward and another part is absorbed.
The energy absorbed by the surface produces an increase of its physical temperature. Conse-
quently, the Earth’s surface emits thermal radiation to keep the energy balance, achieving the
thermodynamic equilibrium. At this state, all materials exhibit this behaviour, independently
of its media (solid, liquid, gas or plasma).

Radiometry is the field of science and engineering concerned with the measurement of the ther-
mal electromagnetic radiation. This energy can be detected by a radiometer, a passive sensor
capable of accurately measuring the so-called brightness temperature ($T_B$), a magnitude which
is proportional to the amount of radiated power (e.g., [Ulaby & Long, 2014]). There are nu-
merous applications of microwave radiometry; most of them can be grouped in three disciplines:
i) astronomical studies, in which radiometers are used to measure the electromagnetic radiation
of celestial bodies in our galaxy or other galaxies; ii) security, for detecting the presence of metal
or explosives targets; and iii) environmental monitoring, including several scientific fields, such as
meteorology, climatology, oceanography, hydrology, and ecology.
At L-band (1–2 GHz), there is a protected band from 1.4 GHz to 1.427 GHz, reserved for radio-astronomy and passive microwave remote sensing [CNAF, 2013]. At these frequencies, the amount of thermal radiation naturally emitted by the Earth’s surface decreases with increasing soil moisture (SM) over land [Schmugge et al., 1974, 1986], and with increasing sea surface salinity (SSS) over oceans [Swift, 1980, Blume & Kendall, 1982]. This is illustrated in Fig. 1.1 (left) and 1.1 (right), respectively.

![Figure 1.1: L-band airborne TB measurements as a function of SM observations over the Hand County, South Dakota, USA [Schmugge et al., 1986] (left) and L-band TB curves as a function of sea surface temperature with SSS as a parameter [Swift, 1980] (right).](image)

With respect to other sensing frequencies, main advantages of L-band are: i) it is significantly less affected by rain and atmospheric effects than higher microwave frequencies, being the atmosphere nearly transparent [Crane, 1971]; ii) the radiation emitted by the Earth’s surface can also pass through sparse up to moderate canopies (i.e., those with vegetation water content (VWC) \( \leq 5 \text{ kg/m}^2 \), which corresponds to 70% of non-frozen land areas on Earth, excluding dense forest); and iii) since L-band is part of the microwave frequency range, the measurements are also independent of solar illumination. In all these evidences, the scientific community considers L-band radiometry the optimal technology to globally measure SM and SSS.

Nowadays, there are two satellite missions in orbit providing unprecedented views of the Earth’s surface using L-band radiometers: i) the Soil Moisture and Ocean Salinity (SMOS, 2009–2017) mission from the European Space Agency (ESA) [Kerr et al., 2010, Font et al., 2010, Mecklenburg et al., 2016], and ii) the Soil Moisture Active Passive (SMAP, 2015–2018) mission from the U.S National Aeronautics and Space Administration (NASA) [Entekhabi et al., 2010b, Chan et al., 2016]. Additionally, a third L-band satellite was operational from 2011 until 2015: the Aquarius/Satélite de Aplicaciones Científicas (SAC)-D mission from the NASA and the Argentinian Comisión Nacional de Actividades Espaciales [Le Vine et al., 2010].

### 1.2 Motivation and objectives

Although the amount of water on Earth remains constant along time, it is always in movement on, above, and below the Earth’s surface, i.e., there is a continuous water exchange between the oceans, the land and the atmosphere [USGS, 2015]. In last years, climate change is having an impact in the Earth’s water cycle. If there is a global increase of temperature, there is more evaporation from land and sea to the atmosphere. As air gets warmer, it can hold more water...
vapor, which can lead to more intense rainstorms, increasing the risk of floods. During intense precipitation events, much of the water run off into rivers and streams, doing little to dampen soil. This, combined with higher temperatures and other processes (e.g., changes in global circulation, etc.), increase the risk of droughts and deforestation [Climate Reality, 2014]. The research line described in this Ph.D. Thesis is focused on studying the bio-geophysical information about the Earth’s water cycle that can be estimated from L-band satellite observations over the continental surfaces on Earth, in the framework of SMOS, Aquarius, and SMAP missions. The activities are organized as follows:

- **Inter-comparison of radiometer brightness temperatures at selected targets**
  The combination of data from several sensors to obtain a longer data record requires a comprehensive knowledge of these datasets to verify the continuity and the consistency of the measurements. This study was performed using SMOS and Aquarius data, the only L-band spaceborne datasets available at that moment. There are significant differences between the radiometers on-board of SMOS [McMullan *et al.*, 2008] and Aquarius [Le Vine *et al.*, 2007a] satellites. Analyzing and comparing the radiometric measurements over the entire dynamic range of observations is of prime importance if data from both instruments are to be used in any long term environmental, meteorological, hydrological, or climatological study. The specific objectives are:
  - Development of a new methodology to compare the $T_B$ acquired by SMOS and Aquarius radiometers to verify the continuity and consistency of the data over the entire dynamic range of observations (land, ice, and ocean).
  - Analysis of the possible temporal and spatial differences at selected targets on Earth.

- **Ice thickness effects on passive remote sensing of Antarctic continental ice**
  Recent research has shown that the Arctic sea ice thickness can be estimated using SMOS [Kaleschke *et al.*, 2012] and Aquarius [De Matthaeis *et al.*, 2014] observations. Over Antarctica, L-band could also be potentially sensitive to changes in the ice sheet. The Antarctic continent has $\sim$98% of its surface covered by ice. It comprises an area of almost 14 million km$^2$, being the largest reservoir of freshwater on Earth ($\sim$90% of the Earth’s fresh water is held in the Antarctic ice sheet). The role of its ice sheet is crucial in the global climate system through multiple feedback mechanisms. It represents a sensitive indicator of the global warming and its changes have a critical impact on ocean circulation and global sea level rise [Pollard *et al.*, 2015, Paolo *et al.*, 2015]. Understanding how the system works and how it responds to human pressures is an important scientific challenge. Because of the difficult access, the complex logistics and the high budget required to perform field experiments, remote sensing observations offer a great opportunity to explore Antarctica from space. The specific objectives are:
  - Theoretical estimation of how deep, under the ice surface, the emissivity of the Antarctic ice layers originates and can be detected by an L-band radiometer.
  - Exploration of the relationship between the spatial variations of SMOS and Aquarius $T_B$ over Antarctica and their sensitivity to geophysical parameters and processes such as ice thickness, presence of subglacial lakes, and possible bedrock and/or basal hydrological effects.

- **Microwave/optical synergy for multi-scale soil moisture sensing**
  Over land, L-band is sensitive to the surface SM [Schmugge *et al.*, 1974, 1986]. SM is an essential climate variable of the terrestrial water cycle [GCOS, 2010]. It controls the energy exchange at the land-atmosphere boundaries, linking the Earth’s water and energy cycles. SM variations affect the evolution of weather and climate, and its knowledge is key for meteorological and hydrological modelling, monitoring of plant growth, and forecasting of hazardous events, such as floods and droughts. The spatial resolution of SMOS, Aquarius and SMAP SM is of $\sim$40–100 km. This resolution is enough for global applications [Ochsner *et al.*, 2013], but higher resolution ($\sim$1–10 km) is needed for regional or local
studies [Entekhabi et al., 1999]. In the last years, several approaches have been proposed to enhance the spatial resolution of these sensors using optical (for SMOS) or active (for Aquarius and SMAP) information. The specific objectives are:

- Analysis of the temporal correlation of SM and a variety of land surface temperature (LST) derived parameters at daily and seasonal scales to better understand the fundamental link of the SM–LST relationship through physical processes, such as the evapotranspiration and thermal inertia.
- Validation of high resolution SMOS SM datasets obtained from a SMOS SM downscaling algorithm. Implementation and validation of an improved approach of this algorithm and an averaged ensemble of high resolution SM estimates.

• *Comparison of passive and active microwave vegetation parameters*

L-band is sensitive to SM, but also to vegetation characteristics [Jackson et al., 1982, Jackson & Schmugge, 1991]. Consequently, the current passive SM retrieval algorithms employ *a priori* vegetation information (vegetation opacity and single-scattering albedo) to correct for the effects of the plant canopy in observed surface emissivity. This ancillary vegetation information is often land cover-based or derived from optical visible or infrared measurements. Recent research has shown that it is possible to directly retrieve these microwave vegetation parameters from L-band observations, alongside SM, using the multi-temporal dual channel algorithm (MT-DCA) [Konings et al., 2016]. Also, vegetation estimations from passive and active microwave measurements could be related. This is of special interest in multi-resolution active-passive systems, where the link to the radar measurement allows estimation of these vegetation properties at high resolution. The specific objectives are:

- Validation of the MT-DCA using airborne L-band observations from the SMAP Validation Experiment 2012 (SMAPVEX12) field campaign.
- Comparison of retrieved passive vegetation parameters with co-located radar-based vegetation parameters.

The activities and original contributions contained in this Thesis path the way to advances in different scientific disciplines, including climate, cryosphere, hydrology and ecology.

### 1.3 Document organization

This Thesis is organized as follows:

**Chapter 1. Introduction**

**Chapter 2** presents the context of the Thesis, its motivation and objectives, and the organization of this document.

**Chapter 2** reviews the fundamentals of microwave radiometry, summarizes the theoretical background of passive remote sensing over continental ice and over land, and provides an overview of SMOS, Aquarius and SMAP L-band satellite missions.

**Chapter 3** proposes a new technique to inter-compare SMOS and Aquarius $T_B$ in any latitude/longitude. The radiometric observations, acquired independently for each instrument, are compared over representative target regions that cover the entire dynamic range of observations (land, ice and sea). The comparison is based on the analysis of the level of linearity, the correlation, and the differences between SMOS and Aquarius $T_B$, using daily statistics along the whole year 2012.

**Chapter 4** estimates the theoretical L-band penetration depth over the Antarctic ice sheet and explores the influence of ice thickness spatial variations on the measured SMOS and Aquarius $T_B$ along a three-months no-daylight period in 2013. This ensures the independence of $T_B$ changes
due to ice surface temperature variations. The possible effects of subglacial water and/or bedrock on the acquired radiometric signals is also analyzed.

**Chapter 5** evaluates the temporal correlation of SM and LST using four years of *in situ* data from the Soil Moisture Measurement Stations Network of the University of Salamanca (REMED-HUS), in the Duero basin, Spain, and of spaceborne observations over the same region. The agreement of instantaneous SM with a variety of LST-derived parameters is analyzed. Also, the impact of using the different LST acquisition times in microwave/optical disaggregation algorithms is assessed with the validation of all possible downscaled SM estimates. An ensemble of averaged downscaled SM datasets is assessed to improve the coverage.

**Chapter 6** validates the MT-DCA using airborne radiometric observations from SMAPVEX12. It is a new algorithm to simultaneously retrieve SM, VOD and $\omega$, without using ancillary vegetation information. The SM retrievals are validated using *in situ* SM measurements. Later, the retrieved passive microwave vegetation parameters (VOD and $\omega$) are compared to co-located active observations and the possible relations between active and passive vegetation parameters are analyzed.

**Chapter 7** summarizes the main conclusions of this work, remarks its original contributions, and presents suggestions for follow-on research.

The presented Thesis is supported by the Spanish National R+D Program on Space of the Ministry of Economy and Competitiveness, through a Formación Personal Investigador (FPI) grant BES-2011-043322, a predoctoral mobility grant for a short stay EEBB-I-15-09490, the projects MIDAS 6: AYA2010-22062-C05, MIDAS 7: AYA2012-39356-C05 and PROMISES: ESP2015-67549-C3, and European Regional Development Fund (ERDF).
2.1 Fundamentals of microwave radiometry

A brief explanation of the quantum theory for the thermal radiation and the emitted radiation of blackbodies and real materials is included. The measurement process to obtain the $T_B$ of an observed body or scene using a radiometer is also described.

2.1.1 Quantum theory of thermal radiation

All bodies at a physical temperature above 0 K emit electromagnetic radiation at different frequencies or wavelengths. For example, in an atomic gas, each radiated spectral line corresponds to a specific transition of an electron from one atomic energy level $\epsilon_1$ to a lower energy level $\epsilon_2$. The frequency $f$ [Hz] of the emitted radiation (photon) is given by the Bohr’s equation:

$$ f = \frac{\epsilon_1 - \epsilon_2}{h}, $$

(2.1)

where the parameter $h$ is the Planck’s constant ($h=6.63 \times 10^{-34}$ J·s).

Planck’s quantum theory defines the energy levels of an atom and the allowed transitions between them. When an atom absorbs the incident energy to move an electron to a higher energy level, the incident energy also satisfies the Bohr’s equation. So, the absorption spectrum of an atomic gas is identical to its emission spectrum. This principle also applies to more complicated structures including molecular gases, liquids and solids.

Spontaneous emission of radiation by an atom is caused by a collision with another atom or particle. The probability of emission is higher for higher density of atoms and higher kinetic energy, which is associated to its absolute physical temperature. In a molecule, the vibrational, rotational and electronic motion of the atoms contribute to a more spectral lines than for an unique atom. In the liquids and the solids, which are composed of a continuum of molecules, there is a large number of closely spaced spectral lines and the radiation spectrum becomes continuous.
2.1.2 Blackbody radiation

According to the Kirchhoff’s law of thermal radiation, all the energy absorbed by a body in thermodynamic equilibrium is re-emitted. A blackbody is an idealized perfectly opaque material that absorbs all the incident radiation at all frequencies, reflecting none. Hence, a blackbody is a perfect absorber and a perfect emitter.

The blackbody emission follows the Planck’s law; its radiation is uniform in all directions with a spectral brightness \([W \cdot m^{-2} \cdot Hz^{-1} \cdot sr^{-1}]\):

\[
B_f = \frac{2hf^3}{c^2} \frac{1}{e^{\frac{ hf}{kT_{ph}}}} - 1, \tag{2.2}
\]

where \(h\) is the Planck’s constant, \(f\) corresponds to the frequency \([Hz]\), \(k_B\) is the Boltzmann’s constant \((k_B=1.38 \cdot 10^{-23} \text{ J} \cdot \text{K}^{-1})\), \(T_{ph}\) is the absolute physical temperature \([\text{K}]\), and \(c\) is the speed of light in vacuum \((c=3 \cdot 10^8 \text{ m} \cdot \text{s})\).

When \(hf/k_B T_{ph} \ll 1\), the Planck’s law described in Eq. (2.2) can be simplified using the Taylor’s approximation \(e^x - 1 \approx 1 + x + \frac{x^2}{2} + ... - 1 \approx x\), for \(x \ll 1\), obtaining the Rayleigh-Jeans law:

\[
B_f \approx \frac{2f^2k_BT_{ph}}{c^2} \approx \frac{2k_BT_{ph}}{\lambda^2}, \tag{2.3}
\]

where \(\lambda = c/f\) is the wavelength.

In the microwave region, the Rayleigh-Jeans law is widely used since the spectral brightness is linearly related to the physical temperature. In fact, it has only a 1 % of deviation when \(f < 117 \text{ GHz}\) and \(T_{ph} = 300 \text{ K}\).

When \(hf/k_BT_{ph} \gg 1\), the Planck’s law in Eq. (2.2) is simplified using the approximation \(\frac{1}{e^x - 1} \approx e^{-x}\), for \(x >> 1\), obtaining the Wien’s law:

\[
B_f \approx \frac{2hf^3}{c^2} e^{-\frac{hf}{k_BT_{ph}}}. \tag{2.4}
\]

A comparison of the spectral brightness of Planck’s law (red solid line), Rayleigh-Jeans law (blue dashed line), and Wien’s law (green dash-dotted line) is shown in Fig. 2.1 for \(T_{ph} = 300 \text{ K}\) (\(\sim\text{Earth’s temperature}\)) and \(T_{ph} = 6000 \text{ K}\) (\(\sim\text{Sun’s temperature}\)). Note that the two different approximations are appropriated to use in respective frequency ranges: Rayleigh-Jeans law for low frequencies and Wien’s law for high frequencies.

Stefan-Boltzmann relates the total brightness of a blackbody \(B_{bb} \ [W \cdot m^{-2} \cdot sr^{-1}]\) with its physical temperature \(T_{ph} \ [\text{K}]\) by integrating Eq. (2.2) on the whole spectrum:

\[
B_{bb} = \int_0^\infty B_f df \approx \frac{\sigma T_{ph}^4}{\pi}, \tag{2.5}
\]

where the parameter \(\sigma\) is the Stefan-Boltzmann’s constant \((\sigma=5.67 \cdot 10^{-8} \text{ W} \cdot \text{m}^{-2} \cdot \text{sr}^{-1} \cdot \text{K}^{-4})\).
2.1.3 Gray body radiation

The blackbody is a theoretical model used to describe the radiation process; it absorbs all the incident energy and, at thermodynamic equilibrium, all this energy is re-emitted. However, real materials or gray bodies emit less radiation than blackbodies since they do not necessarily absorb all the incident energy upon them. The incoming radiation of a gray body is partly reflected and partly absorbed. The absorbed radiation is then re-emitted and, in general, its emission is not omnidirectional. Due to that, the brightness of a gray body per unit area and solid angle $B(\theta, \phi)$ [W·m$^{-2}$·sr$^{-1}$] in the microwave region depends on directions $\theta$ and $\phi$, which correspond to the incidence and azimuth angle referred to nadir. Therefore, a blackbody equivalent radiometric temperature is defined as the brightness temperature of the material $T_B(\theta, \phi)$ [K], corresponding to the temperature that a blackbody should have in order to emit the same brightness.

The ratio of the brightness of a material to that of a blackbody at the same physical temperature is defined as the emissivity $e(\theta, \phi)$:

$$e(\theta, \phi) = \frac{B(\theta, \phi)}{B_{bb}} = \frac{T_B(\theta, \phi)}{T_{ph}}.$$  \hspace{1cm} (2.6)

Since real materials radiate less than or equal to blackbodies $B(\theta, \phi) \leq B_{bb}$, therefore the emissivity is constrained to the range $0 \leq e(\theta, \phi) \leq 1$. A material with $e=0$ is a perfect reflector (a lossless conductor) while a material with $e=1$ is a perfect absorber (a blackbody). Hence, the brightness temperature of a material $T_B(\theta, \phi)$ is always lower than or equal to its physical temperature $T_{ph}$.

The microwave dielectric properties of the natural Earth materials are defined by their dielectric constant ($\varepsilon$). In general, $\varepsilon$ is complex, consisting of a real part and an imaginary part, as follows:

$$\varepsilon = \varepsilon' - j\varepsilon'',$$  \hspace{1cm} (2.7)

where $\varepsilon'$ is the permittivity of the material, and $\varepsilon''$ corresponds to the loss factor.

The emissivity depends on several parameters such as the electrical properties of the material, the angle of observation, the surface’s roughness, the polarization and the frequency. For the measurement of soil moisture and ocean salinity, the sensitivity of the dielectric constant to these geophysical parameters is maximum at L-band.
2.1.4 Brightness and power measured by an antenna

The simple case of an emitting source, which acts as transmitter, is considered. The radiation or brightness of the emitting source, with a normalized radiation pattern $F_t [\text{W} \cdot \text{sr}^{-1}]$ and an effective radiating area $A_t [\text{m}^2]$ is defined as:

$$B = \frac{F_t}{A_t}.$$  \hspace{1cm} (2.8)

The power $P_r [\text{W}]$ collected by a lossless receiving antenna separated a distance $d [\text{m}]$, oriented in the direction of maximum directivity with an effective area $A_r [\text{m}^2]$, being $R$ large enough to be considered constant power over a solid angle $\Omega_r [\text{sr}]$ is:

$$P_r = F_t \frac{A_r}{d^2} = B A_r \frac{A_t}{d^2} = B A_r \Omega_t,$$  \hspace{1cm} (2.9)

where $\frac{A_t}{d^2}$ is replaced by the solid angle subtended by the source $\Omega_t [\text{sr}]$.

If the source is not observed by the receiving antenna in the direction of maximum directivity, the normalized receiving antenna pattern must be added in this way:

$$P_r = B A_r F_t \Omega_t.$$  \hspace{1cm} (2.10)

Figure 2.2 shows the general case of a lossless receiving antenna surrounded by an extended source. In addition, the brightness is not constant with frequency. Taking into account for the directionality of the antenna, the expression in Eq. (2.10) is converted into a differential form that expresses the differential spectral power $dP_f$ received through a differential solid angle $d\Omega$ along the direction ($\theta, \phi$), relative to the boresight direction of the antenna, as:

$$dP_f(\theta, \phi) = B_f(\theta, \phi) A_r F_r(\theta, \phi) d\Omega.$$  \hspace{1cm} (2.11)

The total amount of power received by the antenna can be obtained by integrating Eq. (2.11) over a bandwidth $\Delta f$ (from $f$ to $f + \Delta f$) and over the entire space $4\pi$ (for $\theta=0$ to $\pi$ and $\phi=0$ to $2\pi$):

$$P_r(\theta, \phi) = \frac{1}{2} A_r \int_f^{f+\Delta f} \int_{4\pi} B_f(\theta, \phi) F_r(\theta, \phi) d\Omega df.$$  \hspace{1cm} (2.12)
The term $\frac{1}{2}$ takes into account that, in general, the energy emitted is unpolarized, as occurs in the case of the Earth’s surface and many other media, and the receiving antenna is polarized. Thus, on average, it can only detect half of the energy incident upon its aperture.

### 2.1.5 Power–temperature correspondence

In the microwave region, under the Rayleigh-Jeans law conditions given in Eq. (2.3), the brightness of a blackbody $B_{bb}$ in a limited bandwidth $\Delta f$ becomes:

$$B_{bb} = B_f(f, T_{ph})\Delta f = \frac{2k_B T_{ph}}{\lambda^2} \Delta f. \quad (2.13)$$

Therefore, the total power $P_{bb}$ collected by an antenna in a limited bandwidth $\Delta f$, such that the spectral brightness is approximately constant over $\Delta f$, since $\Delta f << f$, with normalized radiation pattern $F_r(\theta, \phi)$ enclosed by a blackbody at a constant physical temperature is given by Eqs. (2.12) and (2.13):

$$P_{bb} = k_B T_{ph} \frac{A_r}{\lambda^4} \Delta f \int \int_{4\pi} F_r(\theta, \phi) d\Omega = k_B T_{ph} \Delta f, \quad (2.14)$$

where the integral $\int \int_{4\pi} F_r(\theta, \phi) d\Omega$ corresponds to the definition of the antenna solid angle $\Omega_r = \frac{\lambda^2}{A_r}$, which is canceled. Note that there is a linear relationship between power and the physical temperature. This is fundamental in microwave remote sensing, where the power received by an antenna is commonly given in units of temperature.

In a grey body, a similar expression to Eq. (2.13) can be obtained using the brightness temperature $T_B(\theta, \phi)$ instead of the physical temperature $T_{ph}$:

$$B(\theta, \phi) = \frac{2k_B T_B(\theta, \phi)}{\lambda^2} \Delta f. \quad (2.15)$$

Replacing $\frac{A_r}{\lambda^4}$ by $\frac{1}{\Omega_r}$, an analogous expression of the power for a grey body leads to:

$$P_r = \frac{1}{\Omega_r} k_B \Delta f \int \int_{4\pi} T_B(\theta, \phi) F_r(\theta, \phi) d\Omega = k_B T_A' \Delta f. \quad (2.16)$$

Then, the antenna temperature $T_A'$, defined as the apparent temperature of an equivalent lossless antenna such that the noise power delivered by the resistor of the receiver at that temperature is equal to $P_r$, can be expressed as:

$$T_A' = \frac{1}{\Omega_r} \int \int_{4\pi} T_B(\theta, \phi) F_r(\theta, \phi) d\Omega = \frac{\int \int_{4\pi} T_B(\theta, \phi) F_r(\theta, \phi) d\Omega}{\int \int_{4\pi} F_r(\theta, \phi) d\Omega}. \quad (2.17)$$

It is important to clarify that the brightness temperature $T_B(\theta, \phi)$ is referred to the emitted radiation from a body incident upon the antenna whereas the antenna temperature $T_A'$ is referred to the radiation measured by the antenna (see Fig. 2.3).
2.1.6 Earth contributions to the brightness temperature

The case of interest in this Thesis is the passive remote sensing with an Earth-looking radiometer on-board a satellite, as shown in Fig. 2.3. In this case, the brightness temperature from the observed scene incident upon the antenna from any specific direction contains several contributions, since neither the radiometer nor the Earth’s surface are isolated from radiation by other sources, such as the atmosphere.

Therefore, the radiation incident upon the antenna at the top of atmosphere (TOA) is a function of the land surface and the atmosphere contributions:

$$T_B^{TOA} = T_{UP} + \frac{1}{L_a}(T_{SE} + T_{SS}),$$

(2.18)

where $T_{UP}(\theta, \phi)$ is the self-emitted atmospheric upward brightness temperature, $L_a$ represents the attenuation of the atmosphere, $T_{SE}(\theta, \phi)$ corresponds to the brightness temperature self-emitted by the Earth’s surface, and $T_{SS}(\theta, \phi)$ is the downward-emitted atmospheric brightness temperature $T_{DN}(\theta, \phi)$ reflected (scattered by the Earth’s surface) in the direction of the antenna.

![Figure 2.3: Radiation incident on an Earth-looking radiometer, from Ulaby & Long [2014].](image)

2.1.7 Faraday rotation

The ionosphere, the part of the atmosphere placed at $\sim$60–1000 km above the Earth’s surface, consists of an ionized gas containing free electrons and positively charged ions. When propagating through the ionosphere, a radio wave with a certain polarization suffers a gradual rotation effect of its polarization plane, which is known as Faraday rotation. It depends on the wave frequency, its direction of propagation relative to the direction of the Earth’s magnetic field, and the state of the ionosphere (free electron density profile). Faraday rotation affects the Earth observation systems above 60 km. For frequencies in the range $0.5 \leq f \leq 3$ GHz, as the case of the L-band, the Faraday rotation angle $\varphi_F$ [rad] can be estimated as [ITU-RP.531-12, 2013]:

$$\varphi_F = 2.36 \cdot 10^{-14} \frac{B_{av} N_{TEC}}{f^2},$$

(2.19)

where $B_{av}$ is the average Earth’s magnetic field [Wb·m$^{-2}$] or [Teslas] along the propagation path, $N_{TEC}$ [electrons·m$^{-2}$] stands for the total electron content (TEC) for a vertical column through the entire ionosphere, and $f$ [GHz] is the frequency.

A typical averaged value of $\varphi_F$ as a function of TEC and frequency is displayed in Fig. 2.4. TEC has significant temporal variations between day and night, and also varies with season and latitude. Assuming low latitudes, the Faraday rotation angle at L-band can be as low as $4^\circ$ (TEC=$10^{16}$ electrons·m$^{-2}$) at night, and as high as $30^\circ$ (TEC=$10^{18}$ electrons·m$^{-2}$) at noon. This
rotation angle also exhibits large fluctuation and may result in brightness temperature errors, producing inaccuracies in the geophysical parameters retrieved at the surface. An average value of $\varphi_F$ at a given frequency can be predicted using polarimetric radiometers and compensated for [Yueh, 2000].

The following expressions relate the brightness temperatures at TOA with the brightness temperatures at the antenna [Ulaby & Long, 2014]:

\[
T_{TOA}^{B_H} = \frac{1}{\cos^2(\varphi) - \sin^2(\varphi)} \left( \cos^2(\varphi) T_{ANT}^{B_X} - \sin^2(\varphi) T_{ANT}^{B_Y} \right),
\]

\[
T_{TOA}^{B_V} = \frac{1}{\cos^2(\varphi) - \sin^2(\varphi)} \left( -\sin^2(\varphi) T_{ANT}^{B_X} + \cos^2(\varphi) T_{ANT}^{B_Y} \right),
\]

(2.20)

where the rotation angle $\varphi = \varphi_G + \varphi_F$ is the sum of the geometric polarization angle of the antenna $\varphi_G$ and the Faraday rotation angle due the ionosphere $\varphi_F$. $T_{ANT}^{B_X}$ and $T_{ANT}^{B_Y}$ are measured at the antenna plane according to $X$ and $Y$-axis, and $T_{TOA}^{B_H}$ and $T_{TOA}^{B_V}$ correspond to the $T_B$ at TOA for horizontal (H-pol) and vertical (V-pol) polarizations, respectively, as illustrated in Fig. 2.5.
2.1.8 Space radiation

The measured antenna temperature contains the signal directly coming from the Earth’s surface, but also includes different space radiations, such as the cosmic background, the galactic, the solar, and the lunar components. These contributions are directly received by the antenna and also indirectly via Earth reflection and scattering. All possible radiation sources detected by the antenna are shown in Fig. 2.6.

- **Direct Earth radiation**: it is the brightness temperature of the Earth’s surface entering into the main lobe of the antenna, also taking into account the contributions coming from the atmosphere (see Subsection 2.1.6).

- **Sky radiation**: it is a small amount of energy that includes the cosmic background, which is a residual from the origin of the universe in the Big Bang and has a constant value of \(\sim 2.7 \text{ K}\), and the direct galactic radiation from its own galaxy, the Milky Way, with a very small contribution \((\sim 0.3–0.9 \text{ K})\).

- **Direct solar radiation**: since the Sun is a localized source, its radiation is estimated considering the satellite orbit position and the time of the year and removed [Camps et al., 2004, Le Vine et al., 2005].

- **Direct lunar radiation**: it is completely negligible because this radiation is a factor of \(10^{-4}\) lower than the solar radiation.

- **Reflected galactic radiation**: it is of \(\sim 2–10 \text{ K}\) at L-band and can either be avoided by selecting a convenient orbit or corrected through the use of existing galactic noise maps [Tenerelli et al., 2008].

- **Reflected solar radiation**: it is an important noise source that comes from the specular reflection of sunlight in a location on the Earth far away from the observation point, and enters into the antenna [Camps et al., 2004, Le Vine et al., 2005].

- **Reflected lunar radiation**: it occurs at each month when the moonlight reflected off the surface enters into the antenna lobes \((\leq 1 \text{ K})\).

![Figure 2.6: General scenario displaying all possible radiation sources detected by the antenna of a radiometer on-board a satellite.](image)
2.1.9 Stokes parameters

The polarization of an electromagnetic wave can be completely described by the four Stokes parameters $S_0$, $S_1$, $S_2$, and $S_3$. The first Stokes parameter ($S_0$) describes the total intensity of the electromagnetic emission. The second Stokes parameter ($S_1$) is the difference between the intensity in two orthogonal directions at a given polarization frame, i.e., at V-pol and H-pol. The third ($S_2$) and fourth ($S_3$) Stokes parameters represent the real and the imaginary parts (denoted by $\Re$ and $\Im$) of the cross-correlation (denoted by $\langle \cdot \rangle$) between these orthogonal polarizations, respectively:

$$S_0 = \frac{1}{\eta_0} \left( \langle |E_V|^2 \rangle + \langle |E_H|^2 \rangle \right),$$
$$S_1 = \frac{1}{\eta_0} \left( \langle |E_V|^2 \rangle - \langle |E_H|^2 \rangle \right),$$
$$S_2 = \frac{1}{\eta_0} \left( 2\Re\langle E_V E_H^* \rangle \right),$$
$$S_3 = \frac{1}{\eta_0} \left( 2\Im\langle E_V E_H^* \rangle \right),$$

(2.21)

where $E_V$ and $E_H$ are the electric field components at H-pol and V-pol, respectively, the asterisk as superscript (*) denotes complex conjugation, and $\eta_0=120\pi [\Omega]$ is the intrinsic impedance of free space.

In polarimetric radiometry it is common to use the Stokes parameters in terms of brightness temperatures, as follows:

$$I = T_{B_V} + T_{B_H} = \frac{\lambda^2}{k_B\Delta f} S_0,$$
$$Q = T_{B_V} - T_{B_H} = \frac{\lambda^2}{k_B\Delta f} S_1,$$
$$U = T_{B_{+45}} - T_{B_{-45}} = \frac{\lambda^2}{k_B\Delta f} S_2,$$
$$V = T_{B_{LHC}} - T_{B_{RHC}} = \frac{\lambda^2}{k_B\Delta f} S_3.$$

(2.22)

The scale factor $\frac{\lambda^2}{k_B\Delta f}$ relates the electric field [V·m$^{-1}$] to the brightness temperature [K], being $\lambda$ the wavelength, $k_B$ the Boltzmann’s constant, and $\Delta f$ the radiometer bandwidth. The polarization of the corresponding brightness temperature is denoted by the subscript: V-pol, H-pol, slant linear at $+45^\circ$ and at $-45^\circ$, left-hand and right-hand circular. Note that the first and fourth Stokes parameters are invariant to rotations, whereas the second and third Stokes parameters are not.

The energy emitted by the Earth’s surface is partly polarized, meaning that the vertical differs from the horizontal brightness temperature ($T_{B_V} \neq T_{B_H}$, except at nadir where $T_{B_V} = T_{B_H}$). Dual-polarized radiometers only measure the horizontal and vertical $T_B$ related to the first and second Stokes parameters; full-polarized radiometers measure all the four Stokes parameters. A commonly used parameter related to $T_{B_H}$ and $T_{B_V}$ is the microwave polarization difference index (MPDI). It can be estimated as [Owe et al., 2001]:

$$MPDI = \frac{T_{B_V} - T_{B_H}}{T_{B_V} + T_{B_H}}.$$

(2.23)

The third and fourth Stokes parameters can be measured directly or indirectly by either coherent or incoherent detection [Ishimaru, 1991]. In general, the third Stokes parameter is used for estimating the Faraday rotation [Yueh, 2000]. A Faraday rotation correction is applied to the radiometers of the three L-band missions [Corbella et al., 2015, Le Vine et al., 2013, 2015]. In the case of remote sensing of oceans, information about wind direction is contained in the third and fourth Stokes parameters [Yueh et al., 1995]. They have also been used to observe geophysical variations in structures over Greenland and the Antarctic ice sheets [Li et al., 2008].
2.2 Passive remote sensing over continental ice

The cryosphere includes those portions of the Earth’s surface where water is in solid form, including sea ice, lake ice, river ice, snow cover, glaciers, ice caps, ice sheets, permafrost, and frozen ground.

2.2.1 Penetration depth over ice

The penetration of microwave radiation decreases with increasing losses due to scattering and absorption, and thus increases as frequency decreases. For any material with $\varepsilon' < 0.01$, as it occurs in the case of the ice, the penetration depth is defined by [Ulaby & Long, 2014]:

$$\delta_p = \frac{\lambda \sqrt{\varepsilon'}}{2\pi \varepsilon' \varepsilon''},$$

(2.24)

where $\lambda$ corresponds to the electromagnetic wavelength.

2.2.2 Dielectric constant of pure ice

In the microwave region, the permittivity of pure ice ($\varepsilon'_{Pi} \sim 3.15$) is nearly independent of frequency from 10 MHz to 300 GHz [Matzler & Wegmuller, 1987], and only exhibits a very small dependence on temperature ($233.15 \text{ K} \leq T_{ph} \leq 273.15 \text{ K}$), on the form:

$$\varepsilon'_{Pi} = 3.1884 + 9.1 \cdot 10^{-4}(T_{ph} - 273.15),$$

(2.25)

where $T_{ph}$ is the ice physical temperature [K] and the subscript $pi$ denotes pure ice.

By contrast, the loss factor of pure ice ($\varepsilon''_{Pi}$) has a strong dependence with both frequency and physical temperature. Also, at L-band, $\varepsilon''_{Pi}$ is a very low magnitude ($\sim 10^{-5}$), which is difficult to estimate accurately. The loss factor model of pure ice from 0.1 MHz to 1 THz was proposed by Hufford [1991]. Later, it was adjusted by Matzler et al. [2006]. In this model, $\varepsilon''_{Pi}$ decreases with increasing frequency, with a minimum around 1 GHz, and then monotonically increases with frequency:

$$\varepsilon''_{Pi} = \frac{\alpha_{Pi}}{f} + \beta_{Pi} f,$$

(2.26)

where $f$ corresponds to the frequency [GHz]. The coefficients $\alpha_{Pi}$ [GHz] and $\beta_{Pi}$ [GHz$^{-1}$] are given by semi-empirical expressions:

$$\alpha_{Pi} = 0.00504 + 0.0062 \left(\frac{300}{T_{ph}} - 1\right) e^{-22.1 \left(\frac{300}{T_{ph}} - 1\right)},$$

$$\beta_{Pi} = \frac{0.0207}{T_{ph}} \left(\frac{\varepsilon''_{Pi}}{\varepsilon'_{Pi}} - 1\right)^{55} + 1.16 \cdot 10^{-11} f^2 + e^{-9.963+0.0372(T_{ph}-273.15)}.$$  

(2.27)

A comparison of two curves corresponding to the loss factor model of pure ice at two temperatures (258 K with black single line and 196 K with black double line) and several experimental measurements (depicted by markers) are shown in Fig. 2.7. In general, a good agreement can be observed between the model and experimental results, except for observations between 5–10 GHz at very low temperatures (190 K), which are lower than those predicted by the model [Matsouka et al., 1996]. In addition, there are not direct measurements in 0.5–3 GHz. This suggests a lack of validation at these frequencies.
2.2.3 Dielectric constant of the icepack

The equivalent dielectric constant of a heterogeneous material (mixture) consisting of two or more substances is related to the dielectric constant of the individual substances, their volume fractions, and their spatial distributions. A general formulation can be used to account for first-order inclusion interactions [Tinga et al., 1973]. The Antarctic ice sheet is composed of a mixture of ice and air, called snowpack or icepack. Since the icepack is typically granular, the ice-air mixture model for spherical inclusions can be considered [Sihvol & Kong, 1988] to derive its equivalent dielectric constant \( \varepsilon_i \) as follows:

\[
\varepsilon_i = \varepsilon_{pi} + \frac{3 f_v (\varepsilon_a - \varepsilon_{pi}) \varepsilon_{pi}}{1 - f_v (\varepsilon_a - \varepsilon_{pi}) / (\varepsilon_a + 2 \varepsilon_{pi})},
\]

where the subscript \( i \) denotes icepack, \( \varepsilon_{pi} \) is the dielectric constant of pure ice, \( \varepsilon_a=1 \) is the dielectric constant of air (the subscript \( a \) denotes air), and \( f_v \) stands for the relative volume of air, which can be calculated from the density of the ice with respect to the density of pure ice \( (f_v = 1 - \rho / \rho_{pi}) \).

2.2.4 Ice density

The icepack model takes into account that the density of the Antarctic ice sheet increases exponentially with depth, from 379 kg·m\(^{-3}\) at the surface, which corresponds to fresh snow, until 918 kg·m\(^{-3}\), which corresponds to the density of pure ice \( (\rho_{pi}) \). The ice density profile can be therefore expressed as [Rist et al., 2002]:

\[
\rho(z) = 918 - 539e^{-\left(z/32.5\right)},
\]

where \( z \) is the depth [m] below the upper surface, generally defined as a positive value.

2.2.5 Internal ice temperature

The internal ice sheet temperature is an important factor to determine the ice sheet mass balance and dynamics [Rignot et al., 2011]. Internal ice temperatures are provided from the small
number of boreholes in which physical temperatures are directly measured [Ritz, 1988, Price et al., 2002]. In addition, a modeled physical temperature profile, which assumes a planar stratified medium with homogeneous thermal parameters, is given as [Jezek et al., 2015]:

\[
T_{ph}(z) = T_{isurf} - \frac{G \sqrt{\pi}}{2k_c \sqrt{2k_d H}} \left[ erf \left( (H - z) \sqrt{\frac{M}{2k_d H}} \right) - erf \left( H \sqrt{\frac{M}{2k_d H}} \right) \right].
\]  

(2.30)

Here, \( erf \) is the error function, \( T_{isurf} \) is the ice surface temperature [K], \( G \) is the geothermal heat flux [W·m\(^{-2}\)], \( k_c \) is the ice thermal conductivity [W·m\(^{-1}\)·K\(^{-1}\)], \( k_d \) is the ice thermal diffusivity [m\(^2\)·year\(^{-1}\)], \( H \) stands for the ice thickness [m], \( M \) is the snow accumulation rate [m·year\(^{-1}\)], and \( z \) corresponds to the depth [m].

### 2.2.6 Ice grain size

The ice grain size is related to the correlation length. Its continuous profile can be estimated using the parametrization proposed by Zwally [1977]:

\[
a(z) = \sqrt{0.0377 + 0.00472z},
\]  

(2.31)

being \( z \) the depth [m] and \( a \) is the ice particle radius [mm].

### 2.2.7 Coherent and incoherent emissivity

The configuration of a two-layer structure, consisting of a top medium of air with \( \varepsilon_1=1 \), a dielectric medium of thickness \( d \) and dielectric constant \( \varepsilon_2 \), located above a homogeneous medium of dielectric constant \( \varepsilon_3 \), is shown in Fig. 2.8. The upper and lower boundaries are electromagnetically flat and the three media are in thermodynamic equilibrium (at the same physical temperature). It is considered that the emission source contributes towards the total emission into the top medium along direction \( \theta_1 \). The electric field of this emission source contains an infinite number of contributions, all interrelated by specific phase relationships, which are associated with the propagation delay between the two boundaries and the phase angles of reflection coefficients.

![Figure 2.8: Configuration of a two-layer structure: air, dielectric medium and homogeneous medium [Ulaby & Long, 2014.]](image)
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If the spatial scale of variations of the middle medium is much smaller than \( \lambda \), the middle medium is equivalent to an homogeneous medium. In this case, the coherent emissivity at polarization \( p \) (H-pol and V-pol) can be expressed as:

\[
e_{p,coh} = 1 - \Gamma_p = 1 - |\varrho_p|^2,
\]

where \( \Gamma_p \) is the reflectivity and \( \varrho_p \) is the reflection coefficient at polarization \( p \) (H-pol and V-pol) given by:

\[
\varrho_p = \frac{\varrho_{p,12} + \varrho_{p,23}e^{-2\gamma_2d\cos(\theta_2)}}{1 + \varrho_{p,12}\varrho_{p,23}e^{-2\gamma_2d\cos(\theta_2)}}.
\]

(2.33)

Hence, \( \varrho_{p,12} \) is the reflection coefficient for incidence in medium 1 onto medium 2 at angle \( \theta_1 \), and \( \varrho_{p,23} \) corresponds to the reflection coefficient for incidence in medium 2 onto the boundary of medium 3 at angle \( \theta_2 \). Angles \( \theta_1 \), \( \theta_2 \) and \( \theta_3 \) are related by the Snell’s law, and \( \gamma_2 \) is the propagation constant of the middle medium (\( \gamma = \alpha + j\beta \), being \( \alpha \) the attenuation constant and \( \beta \) the phase constant).

If the middle medium has randomly distributed inhomogeneities whose dimensions are larger than \( \lambda/100 \), the phase relationships among the multiply-reflected contributions are no longer preserved. In this case, the incoherent emissivity at polarization \( p \) (H-pol or V-pol) is expressed as:

\[
e_{p,inc} = \left( \frac{1 - \Gamma_{p,12}}{1 - \Gamma_{p,12}\Gamma_{p,23}\Upsilon^2} \right) [(1 + \Gamma_{p,23}\Upsilon)(1 - \omega)(1 - \Upsilon) + (1 - \Gamma_{p,23})\Upsilon],
\]

(2.34)

where \( \omega \) is the single scattering albedo of the middle layer, and \( \Upsilon = e^{-k_e d / \cos(\theta_2)} \), being \( k_e \) the extinction rate [Np·m\(^{-1}\)] through layer.

If the random inhomogeneities in the middle medium are enough to destroy the phase coherence between multiple reflections, and simultaneously \( \omega << 1 \), the incoherent emissivity simplifies to:

\[
e_{p,inc} = \left( \frac{1 - \Gamma_{p,12}}{1 - \Gamma_{p,12}\Gamma_{p,23}^2} \right) (1 - \Gamma_{p,23}\Upsilon^2).
\]

(2.35)

Plots of both the coherent (blue line) and incoherent (red line) emissivities as a function of \( d \) are shown in Fig. 2.9 for a layer of ice over water at 1 GHz and normal incidence angle. The two emissivities have the same trend, but the coherent emissivity also displays an oscillatory behaviour, which manifest the constructive and destructive interference associated with coherent addition of multiply-reflected contributions.

Figure 2.9: Coherent (\( \epsilon_{coh} \), blue line) and incoherent (\( \epsilon_{inc} \), red line) emissivities as a function of thickness \( d \) for a layer of ice over water [Ulaby & Long, 2014].
2.2.8 Ice emissivity models

Several models have been proposed to estimate microwave emission from an iced-covered surface. The radiative transfer theory is widely used to express the propagation of the energy flux through the icepack, which is represented as a stack of horizontal layers with homogeneous scattering and absorption coefficients. The different models using this theory, including the Helsinki University of Technology (HUT/TKK) snow emission model [Pulliainen et al., 1999], the microwave emission model of layered snow-packs (MEMLS) [Wiesmann & Matzler, 1999], and the dense-medium radiative theory model based on quasicrystalline approximation (DMRT-QCA) [Tsang et al., 2000], mainly differ in the relationship used to link the ice properties to the scattering and absorption coefficients. However, the interference phenomenon is ignored in all of these models and only the propagation of the incoherent wave is explicitly considered.

Interferences within the ice layers are particularly important when the thickness of the layer is on the order of or less than the wavelength. This effect is more pronounced at L-band, where $\lambda \approx 21.2$ cm, than at higher frequencies. In order to account for the interference phenomenon, an alternative to the radiative transfer theory is to compute the emission and propagation of the waves, instead of the energy flux. This alternative, often called as coherent approach, is derived from Maxwell’s equations; it requires considerable simplification of the medium description to be computationally realistic.

The multi-layer snow-pack dense media radiative transfer (DMRT-ML) model [Picard et al., 2013] was also developed using a medium composed of several layers, where each of them are characterized by its thickness, temperature, density, grain size, stickiness parameter, and liquid water content. Additionally, this model includes the possibility of selecting the emissivity type (incoherent or coherent). The incoherent emissivity is primarily designed for microwave frequencies higher than L-band. The coherent emissivity is based on the coherent approach derived by [West et al., 1996]. In this case, each layer is only characterized by its thickness, temperature and density. The most important simplification is to neglect the scattering of snow grain. This assumption is invalid at high frequencies. Nevertheless, at low microwave frequencies (<10 GHz), since the wavelength is several orders of magnitude larger than the grain size, scattering by grains is insignificant in comparison with the absorption and scattering caused by reflections at the interfaces between layers.
2.3 Passive remote sensing over land

In the microwave region, the dielectric constant of most natural materials is dominated by its water content. According to this, passive L-band radiometers are based on the large contrast between the dielectric properties of dry soil ($\varepsilon \sim 4$) and water ($\varepsilon \sim 80$). This contrast results in a broad range of dielectric values for soil–water mixtures ($\varepsilon_s \approx 4–40$, the subscript $s$ denotes soil–water mixture), which is the primary influence on the natural microwave emission from the soil [Schmugge et al., 1974, 1986].

A soil medium is a mixture of soil particles, air pockets, and liquid water. Usually, the water contained in the soil is divided in two fractions: bound water and free water. Bound water is the water contained in the first molecular layers surrounding the soil particles, i.e., the water absorbed by the soil surface due to the influence of matric and osmotic forces. Free water refers to the liquid water molecules located in the pore spaces, which are able to move within the soil medium. The amount of water contained in the soil is directly proportional to the total surface area of the soil particles contained in a unit volume. The total surface area is, in turn, a function of the size distribution and mineralogy of the particles.

2.3.1 Porosity and soil texture

The porosity of a soil determines the total volume occupied by pores per unit volume of soil. It is affected by soil texture, structure, compaction, and organic matter content. The porosity ($P_s$) can be defined as [Weil & Brady, 2016]:

$$P_s = 1 - \frac{\rho_b}{\rho_{sm}},$$  \hspace{1cm} (2.36)

where $\rho_b$ is the bulk density of the dry soil [g/cm$^3$] and $\rho_{sm}$ corresponds to the density of the associated solid material [g/cm$^3$].

Soils are classified as sand, silt, or clay, according to its particle-size distribution as shown in Fig. 2.10 (left). This classification determines the soil texture [Birkeland, 1974]. In addition, the soil textural triangle, displayed in Fig. 2.10 (right), is widely used to visualize the soil texture. Soils with small pores (clay) will hold more water per unit volume than soils with large pores (sand). While pore spaces of dry soils are mostly filled with air, pore spaces of wet soils are filled with water. Processes such as infiltration, ground-water movement and storage occur in these void spaces.

![Figure 2.10: Particle-size classes (left) and soil texture classification triangle (right) of the U.S. Department of Agriculture (USDA).](image-url)
2.3.2 Gravimetric and volumetric soil moisture

The soil moisture, or water in a soil, is expressed as a ratio, which can range from 0 (completely dry) to \( \sim 0.6 \) (the value of porosity of the materials at saturation). The two terms commonly used to characterize the moisture content of a soil sample are gravimetric moisture and volumetric moisture.

Gravimetric soil moisture is defined as the mass of water per unit mass of dry soil. It can be calculated from the wet \( W_{\text{wet}} \) and dry \( W_{\text{dry}} \) weights of a soil sample, as:

\[
m_g = \frac{W_{\text{wet}} - W_{\text{dry}}}{W_{\text{dry}}},
\]

where \( W_{\text{water}} \) corresponds to the weight of the water in the soil sample.

Volumetric soil moisture is defined as the volume of water per unit volume of soil. It is determined from the volume of water \( V_{\text{ol water}} \) and the total volume \( V_{\text{ol T}} \), as:

\[
m_v = \frac{V_{\text{ol water}}}{V_{\text{ol T}}} = \frac{W_{\text{water}}/\rho_{\text{water}}}{W_{\text{dry}}/\rho_b} = \frac{W_{\text{water}}}{W_{\text{dry}}/\rho_b} = m_g \rho_b,
\]

where the total volume includes the volumes of air, soil and water and is equal to the volume of the dry sample (assuming that when water is added to the sample, it fills air pockets, but does not increase the total volume), \( \rho_{\text{water}}=1 \text{ g/cm}^3 \) is the density of water, and \( \rho_b \) is the bulk density of the dry soil. Although the ratio is unitless, it is often expressed in m\(^3\)/m\(^3\), cm\(^3\)/cm\(^3\) or g/cm\(^3\).

Since precipitation, evapotranspiration and other water-related variables are commonly expressed in terms of flux, volumetric expressions for water content are often preferred in environmental studies. Furthermore, the \textit{in situ} soil moisture observations used to validate remote sensing observations are generally acquired using dielectric probes, which directly provide volumetric measurements.

2.3.3 Penetration depth over land

The penetration depth over land, defined as the soil depth from above which 63 % (1-1/e) of the radiation emitted by the surface originates, is estimated using Eq. (2.24). The water content has an impact on the soil penetration depth through its relationship to the real and imaginary parts of the soil dielectric constant.

The penetration depth of microwaves rapidly decreases with increasing soil wetness. For a wavelength of 21.2 cm (L-band), it varies from approximately 75 cm for a dry soil \( (\varepsilon'_s=5 \text{ and } \varepsilon''_s=0.1) \) to about 3.7 cm for a wet soil \( (\varepsilon'_s=30 \text{ and } \varepsilon''_s=5) \). Knowledge of the penetration depth is important because it is an indicator of the thickness of the surface layer within which variations in moisture and temperature can significantly affect the emitted radiation. Consequently, the soil moisture measured using L-band passive radiometry is approximately in the top 5 cm of the soil [Ulaby & Long, 2014].

2.3.4 Field capacity and wilting point

The field capacity (FC) and wilting point (WP) are, among other hydrological parameters, involved in the soil dielectric constant. The FC is defined as the amount of soil moisture held in a soil after excess water has drained out. Physically, it is the water retained in a soil at a tension of 1/3 bar. Rawls \textit{et al.} [1982] proposed an expression to estimate the FC of a soil from texture and organic matter content as:
\[ FC = 0.2576 - 0.002 \cdot S + 0.0036 \cdot C + 0.0299 \cdot M_{\text{org}}, \]  
(2.39)

where \( S \) and \( C \) correspond to the sand and clay contents [%] of dry soil, and \( M_{\text{org}} \) corresponds to the organic matter content [%].

The WP is defined as the level of soil moisture below which plants wilt. It is usually taken as the soil moisture at a tension of 25 bar. The WP can be estimated as [Rawls et al., 1982]:

\[ WP = 0.26 + 0.005 \cdot C + 0.0158 \cdot M_{\text{org}}. \]  
(2.40)

The difference between FC and WP is the plant available water (PAW) content, defined as amount of water that can be stored in the soil and be available for plant growth.

### 2.3.5 Dielectric constant of soils

In the past few decades, several soil dielectric models were developed by the passive microwave remote sensing community [Birchak et al., 1974, Wang & Schmugge, 1980, Dobson et al., 1985, Hallikainen et al., 1985, Roth et al., 1990, Peplinski et al., 1995a,b, Mironov et al., 2009]. Although they differ in analytical forms, they generally share common dependence on soil moisture, soil texture, and frequency. In a heterogeneous medium such as the soil, the complex dielectric constant is a function of frequency, physical temperature, salinity, total volumetric water content, and relative fractions of bound and free water, which are, in turn, related to the texture, bulk soil density, shape of the soil particles, and shape of the water inclusions.

![Figure 2.11: Soil dielectric constant as a function of volumetric soil moisture for five soil types at 1.4 GHz and 23°C (left), and dielectric constant as a function of volumetric soil moisture for a silt loam soil at four microwave frequencies. Adapted from Hallikainen et al. [1985].](image)

The measured soil dielectric constant as a function of the volumetric soil moisture is shown in Fig. 2.11 (left) for a variety of soil types at a frequency of 1.4 GHz and a temperature of 23°C. The dependence on soil type is due to the different percentages of water bound to the particle surfaces in the different soils. It is evident that clay soils hold greater percentages of bound water...
and, therefore, have a lower dielectric constant than sandy or silty soils at the same moisture content. Also, the relationship between dielectric constant and volumetric soil moisture is almost linear, except at low moisture contents [De Jeu et al., 2008]. Similar responses were measured at higher frequencies, such as 6, 12 and 18 GHz. The role of frequency for one of the soil types (field sample 3: silt loam) at 23°C is shown in Fig. 2.11 (right). It is observed that, increasing frequency from 1.4 to 18 GHz, \( \varepsilon'_s \) decreases whereas \( \varepsilon''_s \) increases.

The dielectric constant of dry soils is almost independent of temperature. In wet soils, the dielectric constant is only weakly dependent on temperature, and for the range of temperatures encountered in nature this dependence may be ignored. Nevertheless, frozen soils have much lower dielectric constants than unfrozen soils, as the contained water is no longer in liquid phase. The measured permittivity and loss factor of a silt loam soil is shown in Fig. 2.12 for different temperatures over a wide frequency range extending from 3 GHz to 37 GHz. Above 0°C, the soil permittivity (\( \varepsilon'_s \), left) and loss factor (\( \varepsilon''_s \), right) are weakly independent on physical temperature. However, as soil temperature crosses the frozen temperature of water, both \( \varepsilon'_s \) and \( \varepsilon''_s \) values suffer a notable change. This feature has led to studies of microwave radiometry for detecting areas of permafrost and freeze-thaw boundaries in soils [England, 1990].

**Figure 2.12:** Measured permittivity (left) and loss factor (right) of a silt loam soil as a function of frequency with temperature as a parameter. Adapted from Hallikainen et al. [1984].

In L-band passive remote sensing, there are three soil dielectric constant models commonly used: i) Wang and Schmugge [Wang & Schmugge, 1980], ii) Dobson [Dobson et al., 1985], and iii) Mironov [Mironov et al., 2009]. In the first and the second models, the starting point is the four component mixing model consisting of solid material, air, free water, and bound water as [Birchak et al., 1974]:

\[
\varepsilon'_s = Vol_{sm} \varepsilon'_{sm} + Vol_{a} \varepsilon'_{a} + Vol_{fw} \varepsilon'_{fw} + Vol_{bw} \varepsilon'_{bw},
\]

where \( Vol_{sm} (\varepsilon_{sm}) \), \( Vol_{a} (\varepsilon_{a}) \), \( Vol_{fw} (\varepsilon_{fw}) \) and \( Vol_{bw} (\varepsilon_{bw}) \) are the volume fraction (or dielectric constant) of solid material, air, free water and bound water in the soil, respectively, and the \( \alpha_1 \) is a semi-empirical coefficient.

The expression in Eq. (2.41) can be rewritten as a function of the soil bulk density \( (\rho_b) \) and volumetric soil moisture \( (m_v) \) as follows:

\[
\varepsilon'_s = 1 + \frac{\rho_b}{\rho_s} (\varepsilon'_{sm} - 1) + Vol_{fw} \varepsilon'_{fw} + Vol_{bw} \varepsilon'_{bw} - m_v.
\]

If \( \alpha_1=0.5 \), the model is known as refractive model.
Wang and Schmugge model

The soil dielectric model of Wang and Schmugge was proposed for 1.4 GHz and 5 GHz. It starts from Eq. (2.42) with \( a_1 = 1 \). This model provides separate dielectric constant equations for volumetric water content lower than, or greater than the transition moisture \( (m_t) \). It is defined as the soil moisture at which the free water phase begins to dominate the soil hydraulics, and is strongly dependent on texture. The transition moisture is determined as [Wang & Schmugge, 1980]:

\[
\begin{align*}
m_t &= 0.49 \cdot WP + 0.165. \\
\end{align*}
\]  

(2.43)

where \( WP \) is the wilting point.

The soil dielectric constant can be estimated as [Wang & Schmugge, 1980]:

\[
\begin{align*}
\varepsilon_s &= \begin{cases} 
  m_v \varepsilon_x + (P_s - m_v) \varepsilon_a + (1 - P_s) \varepsilon_{rock} & \text{if } m_v \leq m_t, \\
  m_t \varepsilon_x + (m_v - m_t) \varepsilon_{fw} + (P_s - m_v) \varepsilon_a + (1 - P_s) \varepsilon_{rock} & \text{if } m_v > m_t,
\end{cases}
\end{align*}
\]

(2.44)

with

\[
\begin{align*}
\varepsilon_x &= \begin{cases} 
  \varepsilon_{ice} + (\varepsilon_{fw} - \varepsilon_{ice}) \frac{m_w}{m_v} \Psi & \text{if } m_v \leq m_t, \\
  \varepsilon_{ice} + (\varepsilon_{fw} - \varepsilon_{ice}) \Psi & \text{if } m_v > m_t,
\end{cases}
\end{align*}
\]

(2.45)

and

\[
\Psi = -0.57 \cdot WP + 0.481.
\]

(2.46)

Here, \( P_s \) is the porosity of dry soil, \( \varepsilon_a, \varepsilon_{ice}, \varepsilon_{fw} \) and \( \varepsilon_{rock} \) are the dielectric constant of air, ice, free water and rock, respectively, and \( \varepsilon_x \) corresponds to the dielectric constant of the initially absorbed water.

Dobson model

The soil dielectric constant of Dobson also starts from Eq. (2.42), but considers that there is not difference between free and bound water, as follows:

\[
\begin{align*}
Vol_{fw} \varepsilon_{fw}^{\alpha_1} + Vol_{bw} \varepsilon_{bw}^{\alpha_1} = m_v \varepsilon_{w}^{\alpha_1},
\end{align*}
\]

(2.47)

where the subscript \( fw \) indicates free water, \( bw \) stands for bound water, and \( w \) denotes water.

Taking into account the assumption of Eq. (2.47), the expression for the soil dielectric constant, where the real and imaginary parts were developed, is [Dobson et al., 1985]:

\[
\begin{align*}
\varepsilon'_s &= [1 + 0.66 \rho_B + m_v \beta_1 (\varepsilon'_w)^{\alpha_1} - m_v]^{1/\alpha_1}, \\
\varepsilon''_s &= m_v \beta_2 (\varepsilon''_w),
\end{align*}
\]

(2.48)

where \( \rho_B \) is the soil bulk density, \( m_v \) is the volumetric moisture content and \( \varepsilon_w \) is the dielectric constant of water. The exponents \( \alpha_1, \beta_1 \) and \( \beta_2 \) are empirically determined by soil properties, as follows:

\[
\begin{align*}
\alpha_1 &= 0.65, \\
\beta_1 &= 1.27 - 0.519 \cdot S - 0.152 \cdot C, \\
\beta_2 &= 2.06 - 0.928 \cdot S - 0.255 \cdot C,
\end{align*}
\]

(2.49)

where \( S \) and \( C \) represent the mass fraction of sand and clay, respectively, being \( 0 \leq S \leq 1 \) and \( 0 \leq C \leq 1 \).

The dielectric constant of water \( (\varepsilon_w) \) is given by the Debye equation for pure water with a modified electrical conductivity term as [Hasted, 1974]:

\[
\begin{align*}
\varepsilon'_w &= \varepsilon_{w\infty} + \frac{\varepsilon_{w\infty} - \varepsilon_{w\infty}}{1 + (2\pi f/\tau_w)^{\alpha_1}}, \\
\varepsilon''_w &= \frac{2\pi f\tau_w (\varepsilon_{w\infty} - \varepsilon_{w\infty})}{1 + (2\pi f/\tau_w)^{\beta_1}} + \left( \frac{2.65 - \rho_B}{2.65 \rho_B} \right) \frac{\sigma_{eff}}{2\pi f},
\end{align*}
\]

(2.50)
where $\varepsilon_{w0}$ is the static dielectric constant of pure water, $\varepsilon_{w\infty}=4.9$ is the high frequency dielectric constant of pure water [Lane & Saxton, 1952], $\varepsilon_0=8.854 \cdot 10^{-12}$ [F/m], $f$ is the frequency [Hz], $\tau_w$ correspond to the relaxation time of water [s], and $\sigma_{eff}$ is the effective conductivity [S·m$^{-1}$], which can be expressed in the range of 0.3–1.5 GHz as [Peplinski et al., 1995a,b]:

$$\sigma_{eff} = 0.0467 + 0.22 \cdot \rho_b - 0.411 \cdot S + 0.661 \cdot C.$$  \hspace{1cm} (2.51)

### Mironov model

The model of Mironov, which is formally known as the Mineralogy-Based Soil Dielectric Model (MBSDM), takes into account separately the free and bound water. In this model, the soil dielectric constant ($\varepsilon_s$) is expressed as [Mironov et al., 2009]:

$$\varepsilon'_s = n_s^2 - \kappa_s^2,$$

$$\varepsilon''_s = 2n_s\kappa_s,$$  \hspace{1cm} (2.52)

with

$$n_s = \begin{cases} n_d + (n_{bw} - 1)m_v & \text{if } m_v \leq m_{vt} \\ n_d + (n_{bw} - 1)m_v + (n_{fw} - 1)(m_v - m_{vt}) & \text{if } m_v > m_{vt}, \end{cases}$$  \hspace{1cm} (2.53)

$$\kappa_s = \begin{cases} \kappa_d + \kappa_{bw}m_v & \text{if } m_v \leq m_{vt} \\ \kappa_d + \kappa_{bw}m_v + \kappa_{fw}(m_v - m_{vt}) & \text{if } m_v > m_{vt}, \end{cases}$$  \hspace{1cm} (2.54)

where $n_d$ ($\kappa_d$), $n_{bw}$ ($\kappa_{bw}$) and $n_{fw}$ ($\kappa_{fw}$) are the refractive index (or normalized attenuation coefficient) of dry soil, bound water and free water, and $m_{vt}$ is the value of the maximum bound water fraction of the soil.

The refractive index and normalized attenuation coefficient of dry soil ($n_d$ and $k_d$) can be expressed as a function of the clay content $C$ [%] as follows [Mironov et al., 2009]:

$$n_d = 1.634 - 0.539 \cdot 10^{-2} \cdot C + 0.2748 \cdot 10^{-4} \cdot C^2,$$

$$k_d = 0.03952 - 0.04038 \cdot 10^{-2}C.$$  \hspace{1cm} (2.55)

The maximum bound water fraction of the soil is estimated as [Mironov et al., 2009]:

$$m_{vt} = 0.02863 + 0.30673 \cdot 10^{-2} \cdot C.$$  \hspace{1cm} (2.56)

The values of refractive index and normalized attenuation coefficient for bound and free water ($n_{bw}$, $\kappa_{bw}$, $n_{fw}$ and $\kappa_{fw}$) can be written through respective permittivity and loss factor, as follows:

$$n_{bw,fw} = \sqrt{\frac{\varepsilon'_b + \varepsilon''_b + \varepsilon'_f + \varepsilon''_f}{2}},$$

$$\kappa_{bw,fw} = \sqrt{\frac{\varepsilon'_b + \varepsilon''_b - \varepsilon'_f - \varepsilon''_f}{2}},$$  \hspace{1cm} (2.57)

where the real and imaginary parts of the dielectric constant of bound and free water are expressed with the Debye equation [Hasted, 1974]:

$$\varepsilon'_b = \varepsilon_{w\infty} + \frac{\varepsilon_{w0} - \varepsilon_{w\infty}}{1 + (2\pi f \tau_w)^2},$$

$$\varepsilon''_b = \frac{2\pi f \tau_w}{1 + (2\pi f \tau_w)^2}.$$  \hspace{1cm} (2.58)
The expressions for the static dielectric constant, relaxation time and effective conductivity, depending on soil clay content, are given by [Mironov et al., 2009]:

\[
\begin{align*}
\varepsilon_{bw0} &= 79.8 - 85.4 \cdot 10^{-2} \cdot C + 32.7 \cdot 10^{-4} \cdot C^2, \\
\tau_{bw} &= 1.062 \cdot 10^{-11} + 3.45 \cdot 10^{-14} \cdot C, \\
\sigma_{bw} &= 0.312 + 0.467 \cdot 10^{-2} \cdot C.
\end{align*}
\]

(2.59)

and

\[
\begin{align*}
\varepsilon_{fw0} &= 100, \\
\tau_{fw} &= 8.5 \cdot 10^{-12}, \\
\sigma_{fw} &= 0.3631 + 1.217 \cdot 10^{-2} \cdot C.
\end{align*}
\]

(2.60)

The impact of using Dobson or Mironov models was studied in SMOS [Mialon et al., 2015] and SMAP [Srivastava et al., 2015a]. Nowadays, the soil dielectric constant is estimated with the Mironov model in both missions. The advantages of Mironov model are that can be applied to a wide range of soil types and it only requires the clay percentage as input parameter.

2.3.6 Soil surface emissivity

The general case of a single interface between two media is considered. Medium 1 is located at the top and medium 2 at the bottom. From Snell’s law, an incident wave is partially transmitted from medium 2 with a relative dielectric constant \( \varepsilon_2 \) at angle \( \theta_2 \) into medium 1 with \( \varepsilon_1 \) at angle \( \theta_1 \) such that:

\[
\sqrt{\varepsilon_1 \sin(\theta_1)} = \sqrt{\varepsilon_2 \sin(\theta_2)}.
\]

(2.61)

Fresnel equations describe the behaviour of an electromagnetic wave at the specular boundary of the interface, obtaining the reflectivity at H-pol and V-pol as:

\[
\begin{align*}
\Gamma_{12,H,\theta_1} &= \left| \frac{\sqrt{\varepsilon_1} \cos(\theta_1) - \sqrt{\varepsilon_2} \cos(\theta_2)}{\sqrt{\varepsilon_1} \cos(\theta_1) + \sqrt{\varepsilon_2} \cos(\theta_2)} \right|^2, \\
\Gamma_{12,V,\theta_1} &= \left| \frac{\sqrt{\varepsilon_1} \cos(\theta_1) - \sqrt{\varepsilon_2} \cos(\theta_2)}{\sqrt{\varepsilon_1} \cos(\theta_1) + \sqrt{\varepsilon_2} \cos(\theta_2)} \right|^2.
\end{align*}
\]

(2.62)

In the case of the soil surface emissivity, the medium 1 is the air with \( \varepsilon_1=1 \) and the medium 2 is the soil with \( \varepsilon_2 \), called hereafter \( \varepsilon \). Using Eq. (2.61) to express \( \theta_2 \) as a function of \( \theta_1 \), called hereafter \( \theta \), and combining with Eq. (2.62), the resulting surface reflectivity of flat soil at H-pol (\( \Gamma_{H,\theta_\text{flat}} \)) and V-pol (\( \Gamma_{V,\theta_\text{flat}} \)) is given by:

\[
\begin{align*}
\Gamma_{H,\theta_\text{flat}} &= \frac{(\cos(\theta) - \sqrt{\varepsilon} \sin^2(\theta))}{(\cos(\theta) + \sqrt{\varepsilon} \sin^2(\theta))^2}, \\
\Gamma_{V,\theta_\text{flat}} &= \frac{-\varepsilon \sin(\theta) - \sqrt{\varepsilon} \sin^2(\theta)}{\varepsilon \cos(\theta) + \sqrt{\varepsilon} \sin^2(\theta)}.
\end{align*}
\]

(2.63)

where \( \theta \) is the incidence angle and \( \varepsilon \) is the complex dielectric constant of the soil, which is in turn governed by the moisture content and the soil type.

The surface emissivity of flat soil at polarization \( p \) is defined as:

\[
e_{p,\theta_\text{flat}} = 1 - \Gamma_{p,\theta_\text{flat}},
\]

(2.64)

being \( \Gamma_{p,\theta_\text{flat}} \) the surface reflectivity of flat soil at polarization \( p \) (H-pol or V-pol), and incidence angle \( \theta \).
2.3.7 Surface roughness

The electromagnetic roughness of a surface is measured in relative terms to the wavelength. If the surface is perfectly flat, the electric fields of two reflected rays are in-phase (\( \Delta \phi = 0 \)). In the case of a random surface with a root-mean-square (rms) height \( \sigma_s \) due to the surface roughness, the associated phase difference between two reflected rays is expressed as:

\[
\Delta \phi = 2k\sigma_s \cos(\theta) = \frac{4\pi \sigma_s}{\lambda} \cos(\theta),
\]

where \( k \) is the wavenumber, being \( k = \frac{2\pi}{\lambda} \), and \( \theta \) corresponds to the incidence angle. Additionally, the electromagnetic roughness of a surface is defined as:

\[
k_s = \frac{2\pi}{\lambda} \sigma_s.
\]

When modeling the emission and scattering of natural surfaces in the microwave region, the Fraunhofer criterion was adopted to distinguish between a smooth and a rough surface. It defines that the maximum phase difference between the electric fields of rays coming from the center and the edge of the antenna must be less than \( \pi/8 \). With this requirement, the Fraunhofer roughness criterion leads to the condition:

\[
\sigma_s < \frac{\lambda}{32 \cos(\theta)},
\]

which is equivalent to \( k_s < 0.2 \) at normal incidence (\( \theta = 0 \)).

For a perfectly smooth surface with rms height \( \sigma_s = 0 \) or \( k_s = 0 \), the incident electromagnetic wave at polarization \( p \) is reflected along the specular direction, which corresponds to the coherent component of the scattering pattern at polarization \( p \). If the surface is slightly rough with \( k_s \sim 0.1 \), the scattering continues to be dominated by its coherent component along the specular direction, but it also includes a non-coherent component along all other directions. Furthermore, the incoherent component contains not only waves with the same polarization as that of the incident wave, but also waves with the orthogonal polarization. That is, if the incident wave is at H-pol, the scattering incoherent component consist of both H-pol (co-polar component) and V-pol (cross-polar component). If the surface roughness is increased to \( k_s \sim 0.2 \), the coherent component becomes negligible small in comparison with the incoherent, which becomes dominant, including the specular direction.

![Figure 2.13: Emissivity vs. incidence angle at 1.4 GHz for three bare-soil fields with different surface roughness [Newton & Rouse, 1980.]](image)
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The surface roughness has an impact on the microwave emission from bare soils, as shown in Fig. 2.13. It displays the measured emissivity at 1.4 GHz under three different soil surface roughness conditions [Newton & Rouse, 1980]. It is evident that surface roughness increases the emissivity of natural surfaces, due to the increase in the soil area interacting with the atmosphere, and reduces the difference between the vertical and horizontal polarizations. Hence, the sensitivity of the emissivity to soil moisture variations decreases significantly as the surface roughness increases, since it reduces the range of measurable emissivity from dry to wet soil conditions [Wang, 1983].

The effect of surface roughness on soil emissivity has been an issue widely addressed in literature [Choudhury et al., 1979, Wang & Choudhury, 1981, Wang, 1983, Mo & Schmugge, 1987, Wigneron et al., 2001, Escorihuela et al., 2007, Wigneron et al., 2011, Lawrence et al., 2013]. A simple semi-empirical expression of an effective rough surface reflectivity \( \Gamma_{p,\theta} \) was proposed by Choudhury et al. [1979]:

\[
\Gamma_{p,\theta} = \Gamma_{p,\theta_{\text{flat}}} e^{-h_s \cos^2(\theta)},
\]

(2.68)

where \( \Gamma_{p,\theta_{\text{flat}}} \) is the reflectivity at polarization \( p \) (H-pol or V-pol) of a flat surface given by Eq. (2.63), \( h_s \) corresponds to the roughness parameter, and \( \theta \) is the incidence angle. The roughness parameter, which is an equivalent rms height, is defined as [Choudhury et al., 1979]:

\[
h_s = (2k\sigma_s)^2,
\]

(2.69)

being \( k \) the wavenumber and \( \sigma_s \) the rms roughness height.

A more elaborated formulation of the rough surface reflectivity, taking into account the effects of the polarization mixing, was proposed by Wang & Choudhury [1981]:

\[
\Gamma_{p,\theta} = [(1 - Q_s)\Gamma_{p,\theta_{\text{flat}}} + Q_s \Gamma_{q,\theta_{\text{flat}}}] e^{-h_s \cos^2x_s(\theta)},
\]

(2.70)

where \( p \) is the polarization (H-pol and V-pol, or vice versa), \( \Gamma_{p,\theta_{\text{flat}}} \) and \( \Gamma_{q,\theta_{\text{flat}}} \) are the flat surface reflectivities, \( Q_s \) is a polarization mixing factor, and \( x_s \) expresses the angular dependence of roughness.

The first value proposed for the \( Q_s \) parameter at L-band was zero for all surfaces [Wang, 1983]. The value proposed for the angular dependence was \( x_s=2 \) [Choudhury et al., 1979], but this value was considered to be too strong for L-band [Mo & Schmugge, 1987]. A detailed analysis showed that both \( Q_s \) and \( x_s \) could be set equal to zero at L-band and a global \( h_s \) could be semi-empirically estimated comprising most surface roughness conditions [Wigneron et al., 2001]. According to this, \( Q_s=0 \) and \( x_s=0 \), 1 or 2 are considered both in SMOS and SMAP. Different parameterizations of \( Q_s \) and \( x_s \) were proposed in several experimental studies [Escorihuela et al., 2007, Wigneron et al., 2011, Lawrence et al., 2013]. However, these studies have been performed under very local conditions, and there is no evidence of the potential benefits that they may introduce at global scale.

The soil emissivity of rough surface at polarization \( p \) (H-pol or V-pol) and incidence angle \( \theta \) is defined as:

\[
e_{p,\theta} = 1 - \Gamma_{p,\theta},
\]

(2.71)

being \( \Gamma_{p,\theta} \) the rough surface reflectivity.

2.3.8 Vegetation effects

When the soil is covered by vegetation, its emission is affected by the canopy layer: it absorbs and scatters the radiation emanating from the soil and also adds its own contribution. The magnitude of the absorption and scattering by the canopy depends upon the wavelength and the vegetation content. At frequencies above 10 GHz, the presence of a vegetation layer masks most of the emission contributed by the underlying soil surface. Exceptions include very short, very sparse or very dry vegetation covers. As vegetation elements contain water and because water
is very lossy at the low end of the microwave spectrum, the vegetation is qualified as a weakly scattering medium, ignoring contributions related directly to the volume scattering.

Several models have been developed to account for the effects of vegetation on the observed signal [Kirdiashev et al., 1979, Mo et al., 1982, Burke & Schmugge, 1982, Ulaby & Wilson, 1985, Jackson & Schmugge, 1991, Wigneron et al., 1995, Burke et al., 2001, Meesters et al., 2005]. Most of passive microwave soil moisture retrieval algorithms are based on a zero-order radiative transfer model, the so-called \( \tau - \omega \) model, which considers two discrete layers: the soil surface and the vegetation. Using this model, the observed brightness temperature at polarization \( p \) and incidence angle \( \theta \) \( (T_{Bp,\theta}) \) is expressed as [Mo et al., 1982]:

\[
T_{Bp,\theta} = T_s e_{p,\theta} \Upsilon + T_v (1 - \omega)(1 - \Upsilon) + T_v (1 - e_{p,\theta})(1 - \omega)(1 - \Upsilon) \Upsilon,
\]

(2.72)

where \( T_s \) and \( T_v \) are the effective temperature of the soil and the vegetation, respectively, \( e_{p,\theta} \) is the emissivity at polarization \( p \) for incidence angle \( \theta \), \( \omega \) is the single-scattering albedo, and \( \Upsilon \) corresponds to the transmissivity of the vegetation layer.

Components of Eq. (2.72) include three contributions as shown in Fig. 2.14. The first term (1) defines the radiation from the soil as attenuated by the overlying vegetation. The second term (2) accounts for the upward radiation directly from the vegetation. The third term (3) defines the downward radiation from the vegetation, reflected upward by the soil and again attenuated by the canopy.

**Figure 2.14:** Three emissivity contributions of a vegetation covered soil: (1) direct emission of the soil attenuated by the overlying vegetation, (2) direct upward emission of the vegetation, and (3) downward emission of the vegetation, reflected and attenuated by the vegetation layer [Ulaby & Long, 2014].

The single-scattering albedo describes an effective scattering for the vegetation cover, representing the fractional radiation scattered (i.e. deflected in many directions). At L-band, \( \omega \) is often considered almost transparent and set to a very low constant value, either global or land cover dependent.

The transmittivity of the vegetation can be further defined in terms of \( \tau \) or vegetation optical depth (VOD) and the incidence angle (\( \theta \)) as:

\[
\Upsilon = e^{-\frac{\nu_{VOD}}{\cos(\theta)}}.
\]

(2.73)

The vegetation optical depth principally describes the attenuation of the soil surface emission by the vegetation layer, but also accounts for the emission of the vegetation layer itself. It is a frequency-dependent parameter, which provides information on water content, structure and density of the vegetation canopy [Pampaloni & Paloscia, 1986]. It can also be used to derive estimates of aboveground biomass [Jones et al., 2011]. It is assumed to be linearly related to the total vegetation water content (VWC [kg/m\(^2\)]) through a constant of proportionality \( b \) that depends on frequency, polarization and canopy structure, according to [Jackson et al., 1982,
Van de Griend & Wigneron, 2004):

\[
VOD = b \cdot VWC.
\] (2.74)

There is some experimental evidence indicating possible polarization and angle dependence of both VOD and \( \omega \). However, this dependence has been observed mainly during field experiments over vegetation that exhibits a predominant orientation, such as vertical stalks in grass, corn, and soybeans [Kirdiashev et al., 1979, Brunfeldt & Ulaby, 1986, Wigneron et al., 1995, Hornbuckle et al., 2003, Schwank et al., 2005], whereas canopy and stem structure of most vegetation covers are randomly oriented. However, the effects of any systematic orientation of vegetation elements would most likely be minimized at satellite scales [Owe et al., 2001, Martínez-Vázquez et al., 2009].

At 6 A.M./6 P.M., the vertical profiles of soil temperature and soil dielectric properties are likely to be more uniform than at other times of the day [Basharinov & Shutko, 1975]. This minimizes the temperature gradients between soil and land cover types [Hornbuckle & England, 2005], as shown in Fig. 2.15. For this reason, SMOS, Aquarius and SMAP orbits were chosen with local overpass times of 6 A.M./6 P.M. Assuming that the vegetation temperature is in thermal equilibrium with the soil temperature (\( T_v \approx T_s \)), the expression in Eq. (2.72) can be simplified to:

\[
T_{B_p,\theta} = T_s [e_{p,\theta} \Upsilon + (1 - \omega)(1 - \Upsilon) + (1 - e_{p,\theta})(1 - \omega)(1 - \Upsilon) \Upsilon].
\] (2.75)

The dependence of brightness temperature with incidence angle and polarization for six main surface conditions, combining bare and vegetation-covered soil with dry, moist and wet moisture conditions is shown in Fig. 2.16. Note that in bare soils (left), \( T_{B_H} \) decreases, whereas \( T_{B_V} \) increases with the incidence angle. In vegetation-covered soils (right), the vegetation canopy produces an increase of \( T_B \) and the difference between \( T_{B_V} \) and \( T_{B_H} \) decreases. The difference between \( T_B \) from dry, moist and wet conditions also decreases in vegetation-covered soils. This indicates that correction for the vegetation effects is necessary to obtain accurate soil moisture estimates. Furthermore, retrievals become increasingly unreliable as the opacity of the vegetation layer increases [Jackson & Schmugge, 1991]. Additionally, it is observed that the emissivity of dry soils is larger than the emissivity of wet soils, with a \( T_B \) variation at nadir of \( \sim 80 \) K and of \( \sim 40 \) K in bare and vegetation-covered soils, respectively. This variation is much larger than the noise sensitivity threshold of a microwave radiometer (typically \(< 1 \) K), so that a large signal-to-noise ratio is obtained. This is a major advantage of the passive microwave technique for soil moisture remote sensing.
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2.3.9 Water bodies correction

At the satellite observations scale, a significant part of the footprints contain not only land but also some open fresh water due to the presence of lakes, rivers, wetlands, and transient flooding. For soil moisture retrieval purposes, the presence of open water within the radiometer footprint is undesirable. It dramatically lowers the brightness temperature and results in anomalously high retrieved soil moisture. This results in a bias which degrades the overall soil moisture retrieval accuracy. Fortunately, a correction for water bodies can be applied, since the observed $T_B$ is an areal weighted sum of the land and water $T_B$ contributions as:

$$T_B^{obs} = (1 - \alpha_w)T_B^{land} + \alpha_wT_B^{water}, \quad (2.76)$$

where $\alpha_w$ is the areal water fraction within the antenna footprint, $T_B^{land}$ is the land emission (desired term), and $T_B^{water}$ denotes the water emission computed from a theoretical model. Usually, $T_B^{water}$ is estimated using the model of Klein & Swift [1977], assuming that the water temperature is approximately the same as soil temperature, and its salinity is 0.5 ppt.

2.3.10 Soil moisture retrieval

Most of soil moisture retrieval algorithms are based on the inversion of a geophysical function or so-called forward model, which is usually the $\tau$-$\omega$ model [Mo et al., 1982]. In the inversion, the mismatch between the observed ($T_B^{obs}$) and the modeled brightness temperature ($T_B^{mod}$) is minimized to determine the vector of unknown parameters ($\vec{X}$) from a set of observations as:

$$\vec{X} = \min_{\vec{X}} J = \sum_{p=H,V} (T^{obs}_{B_p} - T^{mod}_{B_p})^2, \quad (2.77)$$

where $J$ represents the cost function and $p$ denotes the polarization (H-pol and V-pol).

There are a variety of inversion algorithms that differ in how many unknowns are included in $\vec{X}$ and in how many observations are combined, whether the sum over polarization is included or whether additional summations are made over different incidence angles, frequencies or over-passes. The cost function in Eq. (2.77) can also incorporate additional terms to account for a priori information of the unknown parameters and its associated uncertainty [Piles et al., 2010]. The brightness temperature is influenced by two soil-related parameters, namely soil moisture (SM) and roughness (represented by $h_s$), and two-vegetation-related parameters, namely vegetation optical depth (VOD) and albedo ($\omega$). SM is a key unknown and is always retrieved. By
The earliest inversion approach proposed to retrieved SM is the single-channel algorithm (SCA), which uses $T_B$ acquired at one polarization (H-pol or V-pol) [Jackson, 1993]. The SCA needs ancillary data to account for vegetation and/or roughness. SCA is the current SMAP algorithm, which uses an incidence angle (40°), the V-pol, land cover-based values for $h_s$ and $\omega$, and a NDVI climatology for VOD [O’Neill et al., 2015, Chan et al., 2016]. The same approach is used in Aquarius to retrieved SM [Bindlish et al., 2015]. An extension of the SCA is the dual-channel algorithm (DCA), which uses $T_B$ at two polarizations (H-pol and V-pol) to simultaneously retrieve SM and VOD [Njoku & Li, 1999, Jackson et al., 2002, Yueh et al., 2008]. Other parameters ($h_s$ and $\omega$) are provided as ancillary data. The use of an additional channel in the DCA may bring in additional $T_B$ errors (uncorrelated between V-pol and H-pol) that may affect retrieval accuracy [Ulaby & Long, 2014]. A commonly used variant of the DCA is the land parameter retrieval model (LPRM) [Owe et al., 2008]. It uses the H-pol in the cost function, but also uses the V-pol as an additional information by algebraically re-arranging the model to provide a direct relationship between the $\varepsilon_s$ and VOD as a function of the MPDI [Meesters et al., 2005].

The SMOS algorithm uses the $T_B$ measured at multiple incidence angles and two polarizations (H-pol and V-pol) [Kerr et al., 2012, 2016]. The inversion is performed by minimizing the cost function using an iterative method [Marquardt, 1963]. The $\tau-\omega$ model is the core of the forward model used to obtain the Earth’s emission at L-band, known as L-MEB model [Wigneron et al., 2007]. It considers a variety of land cover types and climatic conditions, while accounting for the pixel heterogeneity. The $h_s$ is estimated with a linear function depending on SM. This function is defined by the transitional moisture point, the FC, and minimum and maximum land cover-based $h_s$ values. The $\omega$ is also a land cover-based value. In areas of low vegetation density, VOD is retrieved as an inversion residual alongside SM, but it generally results in a noisy VOD [Patton & Hornbuckle, 2013]. Otherwise, a prior VOD value is estimated from a linear relationship between the VOD and Leaf Area Index (LAI) from ECOCLIMAP database [Masson et al., 2003]. Some changes were applied to the new processor (v.620), specially focused on developing a better forward model for densely vegetated areas, which improves both the VOD and SM retrievals [Rahmoune et al., 2013]. Alternatively, a new approach was developed to retrieve VOD from data at H-pol and different incidence angles [Cui et al., 2015a].

Ideally, if four or more independent channels (multiple combinations of incidence angles, frequencies or polarizations) of radiometric data are available, it may be possible to invert a model without recourse to ancillary data. However, $T_B$ measurements at H-pol and V-pol are highly correlated and contain redundant information [Konings et al., 2015]. To overcome this limitation, a new multi-temporal dual-channel algorithm (MT-DCA) has recently been developed for simultaneous retrievals of SM, VOD and $\omega$, using time-series of passive microwave measurements, without reliance on ancillary soil or vegetation information [Konings et al., 2016, Piles et al., 2016a].

Apart from the inversion, other retrieval techniques were developed. The first one is based on deriving an empirical regression between the geophysical variables and the radiative transfer equation [Wigneron et al., 2003, Saleh et al., 2006]. However, it has a limited applicability, since the regression is often valid only for the test sites. The second one is based on the use of neural networks, with satisfactory results in SM retrievals [Del Frate et al., 2003, Rodríguez-Fernández et al., 2015], but they need a training phase that is not always feasible.
2.4 L-band satellite missions

This Ph.D. Thesis makes use of data from three L-band satellite missions: SMOS, Aquarius and SMAP. A brief introduction of these missions is provided in this section.

2.4.1 The SMOS mission

The SMOS satellite was launched from Plesetsk, Russia, on November 2, 2009. It is the second ESA’s Earth Explorer Opportunity mission selected in the framework of the Living Planet Programme (https://earth.esa.int/web/guest/missions/esa-operational-eo-missions/smos) [Kerr et al., 2010, Font et al., 2010, Mecklenburg et al., 2016] and its operation has recently been extended until the end of 2017.

The biggest challenge of the SMOS mission was to demonstrate an innovative technology that has never been used before on a satellite platform: a two dimensional (2-D) radiometer based on interferometry, with a large effective antenna aperture synthesized through a distributed network of small physical antennas. While a real aperture antenna obtains a single pixel image, a synthetic aperture antenna obtains a snapshot image that is composed of multiple pixels, as illustrated in Fig. 2.17.

![Figure 2.17: Single pixel image obtained from a real aperture antenna (left) and multi-pixel image obtained from a synthetic aperture antenna (right). Credits: UPC.](image)

The synthetic aperture technology was originally developed for radio-astronomy research [Ryle, 1952, Ryle & Hewish, 1960, Napier et al., 1983] and was later adopted in Earth remote sensing to improve the spatial resolution of passive microwave imagers that operate at low microwave frequencies. The objective was to avoid the large, mechanically steered physical aperture that would otherwise be required [Le Vine & Good, 1983, Ruf et al., 1988]. However, its application in radiometry led to the development of complex calibration and image reconstruction procedures [Camps, 1996, Ribó, 2005, Camps et al., 2008, Corbella et al., 2009, González-Gambau, 2012]. In radio-astronomy the scene is a point source, which allows the use of highly directive antennas and an accurate measurement of the antenna patterns in the field of view (FOV). Instead, in Earth observation the scene is an extended source, which requires a wider FOV, individual antenna patterns must be taken into account, and the antenna spacing is shorter in order to prevent the aliasing in the image reconstruction process, increasing the antenna coupling and self-interferences.

Early demonstrators were made by some L-band airborne radiometers, such as the Electronically Steered Thinned Array Radiometer (ESTAR), developed by NASA and Goddard Space Flight Center (GSFC) to validate the one dimensional (1D) aperture synthesis concept [Le Vine et al., 2001], and the 2D-ESTAR with two dimensional aperture synthesis [Le Vine et al., 2007b]. Additionally, a small scale prototype of SMOS, the Airborne Microwave Imaging Radiometer by
Aperture Synthesis (AMIRAS), was developed by ESA and tested in the framework of the SMOS mission [Martín-Neira et al., 2008].

The Microwave Imaging Radiometer by Aperture Synthesis (MIRAS) is the single payload of the SMOS satellite [McMullan et al., 2008]. This passive sensor operates at 1.413 GHz and consists of a central structure or hub and three deployable arms that form angles of 120° to each other, in a Y-shape, as shown in Fig. 2.18. Each arm is ~4.5 m length. MIRAS has 69 antennas in total, equally distributed over the three arms and the hub and separated at a distance of 0.875λ. Each arm has 18 antennas (6 antennas per each segment) and the hub has 15 antennas. There are two antenna types: 66 are Lightweight Cost Effective Front-end (LICEF) with two polarizations, but only one receiver, and 3 are Noise Injection Radiometer (NIR) with two polarizations and two receivers, one for each polarization, being a total of 72 receivers.

The individual measurement of SMOS is the baseline, formed by a pair of receivers. The signals acquired by each baseline are transmitted to a digital correlator unit, which performs cross-correlations between all possible combinations of receiver pairs to compute the visibilities at the spatial frequency domain ($u = \frac{x_k - x_j}{\lambda}$, $v = \frac{y_k - y_j}{\lambda}$). The brightness temperatures at the coordinates $\xi = \sin(\theta) \cos(\phi)$, $\eta = \sin(\theta) \sin(\phi)$ are obtained after applying the Fourier Synthesis methodology described by Camps [1996]. The spatial frequency domain ($u$, $v$) of the visibility samples and the coordinates ($\xi, \eta$) where the $T_B$ are retrieved, as well as the Earth and unit circle aliases, are observed in Fig. 2.19. The alias free field of view (AF-FOV) and the extended alias-free field of view (EAF-FOV) are also shown.

![Figure 2.18: SMOS architecture diagram](image1)

![Figure 2.19: SMOS spatial frequency domain](image2)
SMOS takes a $T_B$ image every 1.2 seconds with a characteristic irregular curved hexagon-shaped FOV of $\sim$1000 km swath width at the Earth reference frame. As the satellite flies along its Sun synchronous orbital path at a mean altitude of 758 km and tilt angle of 32.5°, each pixel is observed under different viewing angles, from 0° to 65°. Its spatial resolution also varies from $\sim$35 km at nadir to $\sim$70 km at the upper borders. In addition, the radiometric sensitivity ranges from 2 K at boresight to 4.5 K [Corbella et al., 2011]. Consequently, SMOS observations are characterized by a different incidence angle, pixel size and spatial resolution depending on the pixel’s location within the instrument FOV, as shown in Fig. 2.20. SMOS measures the four Stokes parameters. The main instrumental features of the SMOS radiometer as well as the mission objectives are summarized in Table 2.1.

![Incidence angles (left), and axis ratios and spatial resolution in km (right) within the SMOS AF-FOV (blue dashed contour) and the EAF-FOV (blue solid contour) at the Earth reference frame. Credits: UPC.](image)

2.4.2 The Aquarius/SAC-D mission

The Aquarius/SAC-D satellite was launched from Vanderberg Air Force Base, California, on June 10, 2011. It was a partnership between the U.S. NASA and the Argentinian CONAE (http://aquarius.nasa.gov/). The main objective was to monitor the seasonal and inter-annual variation of the large-scale features of the SSS in the open ocean during 3–5 years [Le Vine et al., 2010]. Unfortunately, a failure related to the power supply electronics led to the loss of several key systems needed to the satellite control. Consequently, the mission ended its operation on June 7, 2015, after an Aquarius SSS data record of approximately three years and nine months.

The mission was composed of two parts: the NASA’s Aquarius instrument, which was a combination of a real aperture passive/active sensor [Le Vine et al., 2007a, Lagerloef et al., 2008], and the CONAE’s SAC-D spacecraft platform and associated instruments, as shown in Fig. 2.21. In this Thesis, only data from the Aquarius instrument were used.

The Aquarius instrument included a 2.5 m offset parabolic reflector with three feed horns (see Fig. 2.21). It was flying in a Sun synchronous orbit at a mean altitude of 657 km. The three beams were arranged in a push-broom fashion pointed across track, with respect to the satellite nadir direction, pointing to the right of the orbit (nighttime side) to avoid Sun glint, with a different look-angle: 29.36°, 38.49°, and 46.29° for the inner, middle and outer beams, respectively. There were three radiometers operating at 1.413 GHz (each feed had a dedicated radiometer). The spatial resolution of the three radiometer beams were 76 x 94 km (inner), 84 x 120 km (middle), and 96 x 156 km, covering a swath width of $\sim$390 km. The radiometers were Dicke units and measured $T_B$ at H-pol and V-pol, and the third Stokes parameter [Le Vine et al., 2014]. There was only one scatterometer, which cycled among the three feeds and two polarizations. It was a total power radar system operating at 1.26 GHz, that provided backscatter measurements to estimate the ocean surface roughness [Freedman et al., 2006]. The radiometers
and scatterometer beams were aligned and had approximately the same shape at the 3-dB level, as shown in Fig. 2.22. The fundamental timing unit was 10 ms (9 ms of observation time for the radiometer and 1 ms for the scatterometer transmit pulse). The main characteristics of the Aquarius instrument and the science objectives are summarized in Table 2.1.

The Aquarius team is now undertaking a task to generate SSS data from the NASA’s SMAP mission. The SMAP SSS data is generated using the same algorithm as Aquarius, and will be distributed in a similar manner. The objective is to make the Aquarius and SMAP datasets as seamless as possible, and provide uninterrupted data continuity between the missions.
2.4.3 The SMAP mission

The NASA’s SMAP satellite was launched from Vanderberg Air Force Base, California, on January 31, 2015 (https://smap.jpl.nasa.gov/). The main objective is to measure the global SM and the freeze/thaw state of the soil during 3 years [Entekhabi et al., 2010b].

Currently, SM is measured at scales ranging from point (in situ observations) to satellite footprint (∼40 km, as SMOS) at various temporal resolutions. An L-band radiometer measures \( T_B \) with high accuracy, being clearly sensitive to SM, but presents a coarse spatial resolution. An L-band synthetic aperture radar (SAR) provides backscatter measurements at high spatial resolution, with a limited accuracy to SM sensing due to its high sensitivity to surface roughness and vegetation scattering. These individual technologies can only partially satisfy the criterion for an optimal SM sensing approach. The SMAP instrument is a combination of a passive/active sensor at the same satellite. It takes advantage of the concurrent L-band measurements: high accuracy (radiometer) and high spatial resolution (SAR) [Spencer et al., 2010].

![Figure 2.23: Diagram of the SMAP architecture (left) and photograph of the instrument at NASA’s Jet Propulsion Laboratory (JPL) with the antenna folded before its launch (right). Credits: NASA.](image)

SMAP flies in a Sun synchronous orbit at a nominal altitude of 658 km. The SMAP architecture diagram is shown in Fig. 2.23. Both the radiometer and radar share a single feedhorn and reflector. The feedhorn is a large cone visible on the outside of the spacecraft. The deployable mesh antenna of 6 m is shown in Fig. 2.24 (left). It is an offset reflector from nadir and rotates about the nadir axis at 14.6 rpm. It provides a conically scanning antenna beam at a constant Earth’s surface incidence angle of 40° with a swath width of ∼1000 km, as displayed in Fig. 2.24 (right). While the radiometer resolution is defined by the real aperture with ∼40 km 3-dB footprint, the high radar resolution of ∼1–3 km is obtained by synthetic aperture processing. The Dicke radiometer operates at 1.413 GHz, measuring the \( T_B \) at H-pol and V-pol, and also the third and the fourth Stokes parameters [Kim et al., 2013], obtaining full-polarimetric capabilities. The SAR operates at 1.26 GHz, providing the backscatter measurements at HH-pol, VV-pol and HV-pol [West, 2012].

Additionally to the passive-only SM and the active-only SM estimations, SMAP planned to provide a 9-km SM product using a disaggregation algorithm that combines active and passive observations [Piles et al., 2009, Das et al., 2011, 2014]. However, the SMAP SAR ended its operation on July 7, 2015 due to a failure in the data transmission. Due to that, the production of the active SM and active-passive SM products ceased abruptly after about ten weeks. Although this duration is limited, the global SMAP measurements during early spring and summer allow new insights about the passive/active combination for SM mapping. Currently, the C-band SAR on-board of ESA’s Sentinel 1 is proposed to use in tandem with the SMAP radiometer to provide the 9-km active-passive SM product [Leone, 2015]. The SMAP mission also provides...
added value products, such as the SM at the surface and the root-zone, and the carbon ecosystem exchange [Entekhabi et al., 2014]. The main features of SMAP and the scientific requirements are summarized in Table 2.1.

Figure 2.24: SMAP deployable antenna at the ground of the JPL facilities (left) and schematic of the conically scanning antenna beam mapping out a swath width of $\sim1000$ km at Earth’s surface (right) [Spencer et al., 2010].

Table 2.1: Main features of SMOS, Aquarius and SMAP instruments

<table>
<thead>
<tr>
<th></th>
<th>SMOS</th>
<th>Aquarius</th>
<th>SMAP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scientific</strong></td>
<td>SM: 4%</td>
<td>SSS: 0.5–1.5 psu (single observation) or 0.2 psu (monthly average of a 100 x 100 km area)</td>
<td>SM: 0.04 m³/m³</td>
</tr>
<tr>
<td><strong>requirements</strong></td>
<td>SSS: monthly average accuracy of 0.2 psu and spatial resolution of 150 km</td>
<td>SSS: monthly average spacing of 150 km</td>
<td>SSS: monthly average spacing of 150 km</td>
</tr>
<tr>
<td><strong>Orbit height</strong></td>
<td>758 km</td>
<td>657 km</td>
<td>685 km</td>
</tr>
<tr>
<td><strong>Local solar time</strong></td>
<td>6 A.M.</td>
<td>6 P.M.</td>
<td>6 P.M.</td>
</tr>
<tr>
<td><strong>at ascending node</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Topology (radiometer) (radar)</strong></td>
<td>synthetic aperture</td>
<td>real aperture</td>
<td>real aperture</td>
</tr>
<tr>
<td><strong>Incidence angle</strong></td>
<td>0°–65° (multi-angular)</td>
<td>29.36° (inner) 38.49° (middle) 46.29° (outer)</td>
<td>40° (constant angle)</td>
</tr>
<tr>
<td><strong>Radiometric accuracy</strong></td>
<td>$\sim$2–4.5 K</td>
<td>$\sim$1–1.5 K</td>
<td>$\sim$1.3 K</td>
</tr>
<tr>
<td><strong>Spatial resolution</strong></td>
<td>$\sim$35–70 km</td>
<td>76 x 94 km (inner) 84 x 120 km (middle) 96 x 156 km (outer)</td>
<td>40 km (radiometer) 1–3 km (radar)</td>
</tr>
<tr>
<td><strong>Swath coverage</strong></td>
<td>$\sim$1000 km</td>
<td>$\sim$390 km</td>
<td>$\sim$1000 km</td>
</tr>
<tr>
<td><strong>Revisit time</strong></td>
<td>3 days</td>
<td>7 days</td>
<td>3 days</td>
</tr>
</tbody>
</table>
Chapter 3

Inter-comparison of SMOS & Aquarius brightness temperatures

For nearly four years, there were two satellite missions in orbit providing frequently and globally unprecedented observations of the Earth’s surface using L-band radiometers on board: the ESA’s SMOS [Kerr et al., 2010, Font et al., 2010, Mecklenburg et al., 2016] and the NASA’s Aquarius [Le Vine et al., 2010]. The evaluation of the continuity and the consistency between SMOS and Aquarius T_B is paramount if data from both radiometers are to be used in any long term environmental, meteorological, hydrological, or climatological study.

Although Aquarius is no longer in operation, the scientific community considers that its T_B dataset is still very useful to further improve our knowledge of the Earth’s water cycle. Additionally, the inter-comparison is a fundamental issue that can also be applicable to SMAP, the current NASA’s L-band mission in orbit [Entekhabi et al., 2010b, Chan et al., 2016].

3.1 State of the art

SMOS and Aquarius instruments operate at the same frequency band, centered at 1.413 GHz. However, they have important differences (see Section 2.4), such as the architecture of their radiometers (synthetic aperture vs. real aperture), their operation principles (interferometric radiometer vs. Dicke radiometer), their spatial resolutions (∼40 km vs. ∼100 km), their swath coverages (1000 km vs. 390 km), and their revisit times (3 days vs. 7 days).

Both instruments are calibrated to obtain their T_B products within the mission requirements, using different procedures. In SMOS, there are two types of calibration: the internal and the external. The internal calibration is based on the injection of uncorrelated noise which compensates for offset terms, and correlated noise at two known levels, which compensates for amplitude and phase terms. The external calibration uses cold sky manoeuvres to calibrate the injected noise level [Brown et al., 2008, Martín-Neira et al., 2016]. Likewise, Aquarius had an internal calibration (injecting correlated and uncorrelated noise) and used the cold sky as external calibration. Additionally, a vicarious calibration was performed using models over the ocean, Antarctica and Amazon rainforest [Piepmeier et al., 2013].

After calibration, some corrections are applied to SMOS and Aquarius T_B to obtain the signal from the Earth’s surface and to filter signal contributions from sky and celestial bodies (galaxy, Sun and Moon). The main differences in the corrections applied are summarized in Table 3.1. In both instruments, the T_B are already corrected for the direct sky radiation. SMOS Level 1 (L1) data contain flags indicating the Sun and Moon corrections/detections in presence of direct/reflected radiations, respectively. Corrections for reflected galaxy [Tenerelli et al., 2008]
are applied at SMOS Level 2 Ocean Salinity (L2OS) processor before retrieving the sea surface salinity (SSS) [Font et al., 2014]. In Aquarius, the distributed $T_B$ were already corrected for sky, galaxy, Sun and Moon signal contributions.

Table 3.1: Corrections applied to SMOS and Aquarius radiometers.

<table>
<thead>
<tr>
<th>Correction type</th>
<th>SMOS</th>
<th>Aquarius</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct sky</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Reflected galaxy</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Direct Sun</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Reflected Sun</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Direct Moon</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Reflected Moon</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Direct comparison of SMOS and Aquarius observations is challenging, since both are Sun synchronous Low Earth Orbits (LEO) satellites at similar heights ($\sim$758 km and $\sim$675 km, respectively), but they have opposite equatorial ascending crossing times: approximately 6 A.M. for SMOS and 6 P.M. for Aquarius. Due to this, cross-overs only occur near the equator and at the poles.

Previous studies have shown an increase interest in comparing SMOS and Aquarius $T_B$. Firstly, a resampling and multi-windowing method to obtain SMOS $T_B$ at the incidence angles and ground resolution of Aquarius was proposed [Anterrieu et al., 2011]. Later, a method based on co-located overpasses (with at least 20 SMOS grid points inside the Aquarius footprint) and a 30-minutes time criterion to eliminate the effect of physical temperature drifts was used, but this approach limits the observations to low latitudes between [20°S, 40°N] [Bindlish et al., 2012]. Finally, simultaneous observations over the same place (with a distance less than 2.5°) were also used, resampling SMOS data at the resolution and incidence angles of Aquarius and obtaining a limited number of co-locations ($\sim$750 overpasses in 500 days) [Cabot et al., 2013].

The proposed inter-comparison approach is based on the study of one year of measurements over key target regions selected as representative of land, ice, and sea surfaces. The level of linearity, the correlation, and the differences between the SMOS and Aquarius $T_B$ are analyzed to detect possible differences or biases. Also, this methodology does not present latitudinal constraints, allowing to collect a fair amount of data for robust statistics. The content of this Chapter has been published in a workshop [Pablos et al., 2013a], a symposium [Pablos et al., 2013b], and a journal [Pablos et al., 2014b].

3.2 Datasets

3.2.1 SMOS data

The SMOS $T_B$ are obtained from the L1C v.505 products, which are provided by the European Space Astronomy Centre (ESAC), Madrid. They are located at the antenna reference plane. These $T_B$ have been first screened out for all the Radio-Frequency Interferences (RFI) detected (strong, point source and tails), and also for the Sun (glint area, aliases and tails), and Moon (aliases) contamination, using the corresponding flags. Later, geometric and Faraday corrections have been applied to obtain $T_B$ at the top of the atmosphere (TOA), using Eq. (2.20).

All SMOS $T_B$ in an incidence angle range of $\theta \pm 5^\circ$ have been linearly interpolated to obtain them at the Aquarius incidence angles (see Table 2.1). Finally, $T_B$ at the Icosahedral Snyder Equal Area (ISEA) 4H9 grid [Sahr et al., 2003] have been interpolated to a 0.25° regular latitude-longitude grid, which is easier to manipulate.
3.2.2 SMOS spatial bias correction over ocean

SMOS’ synthetic imagery can be interpreted as obtained by an array of antennas located in each spatial frequency point [Bará et al., 1998]. The incidence angle, the spatial resolution, and the radiometric accuracy vary depending on the position of each pixel within the field of view (FOV) (see Fig. 2.20). The differences between pixels that remain after calibration are the so-called pixel biases or spatial errors.

It is known that SMOS pixel biases are significantly affecting ocean observations, since they have an important impact in sea surface salinity (SSS) retrievals. Several studies characterized these spatial errors and described methods to mitigate their effects on the $T_B$ images. An improved reconstruction algorithm that decomposes the visibility samples in ocean and land/sea ice, instead of just the Earth and the sky, was proposed [Camps et al., 2008]. It was demonstrated that SMOS pixel biases are not zero mean and produce visible artifacts along-track, which could be minimized over the ocean using a multiplicative mask [Torres et al., 2012]. The spatial errors were distinguished by azimuth dependence/independence and an empirically fitted pattern that could be applied over ocean, ice and land [Gourrion et al., 2014].

In this study, the so-called Ocean Target Transformation (OTT) [Tenerelli & Reul, 2010] that models the instrumental spatial pattern of the FOV has been applied to SMOS data over South Pacific region, as it is currently applied operationally in the L2 Ocean Salinity processor [Font et al., 2014]. As a result, the errors in the FOV become practically random, preserving the geophysical variation in the scene.

3.2.3 Aquarius data

The Aquarius $T_B$ used are L2 v.2 products, which are provided by the Physical Oceanography Distributed Active Archive Center, managed and located at NASA’s Jet Propulsion Laboratory (JPL), California. They are directly at TOA and have been masked out for RFI, reflected Sun, glint and Moon contamination (moderate and severe flags), and also for direct Sun contamination (severe flag). No gridding was performed.

3.3 Methodology

3.3.1 Selection of target regions

The inter-comparison procedure involves identifying locations on Earth that could serve as target regions to assess the behaviour of both SMOS and Aquarius instruments. The main goal is to evaluate the $T_B$ acquired independently over several relatively stable and homogeneous targets at scales compatible with both sensors. They should have nearly constant observed $T_B$ over time and cover, as much as possible, the whole dynamic range of $T_B$ observations from the cold to the hot end (sea, ice and land). Attending to these criteria, four locations have been selected: the Amazon rainforest, the Sahara desert, the South Pacific Ocean, and the Dome-C zone in the Antarctica as shown in Fig. 3.1. Specific locations, areas and number of observations selected from each radiometer are included in Table 3.2. Observations from cold sky views have not been used in this study since both radiometers have different antenna patterns and also different scenes entering into the back lobes that could severely affect the $T_B$ measurements from the main lobe (∼3-10 K).

The four target regions selected for the present study have different radiometric characteristics:

1. The Amazon tropical forest has a very stable temperature and its surface is covered by a heavily vegetated layer that provides a feasible approximation to a blackbody at L-band. However, its surface contains rivers and it rains almost the whole year.
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2. The Sahara’s surface is very dry, sandy, and without presence of vegetation. It is characterized by a dry atmosphere and high daily surface temperature variations. In the Sahara desert, the area has been selected to ensure total absence of precipitation during the study period. It was checked using the total precipitation in [mm/month] of the Global Precipitation Climatology Centre (GPCC) using a 1° regular grid product based on quality-controlled data from Earth’s stations.

3. The South Pacific ocean is an ice-free region on the sea, with low or moderate wind speed (WS<12 m/s), an almost constant sea surface temperature (SST) of $\sim26.5^\circ$C, and a SSS of $\sim35$ psu.

4. The Dome-C in the Antarctica is considered a very stable region on Earth. Also, the Dome-C region has been suggested as a reference target over ice for several experimental campaigns [Macelloni et al., 2006, 2013].

**Table 3.2:** Description of selected target areas

<table>
<thead>
<tr>
<th>Location</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Area [km$^2$]</th>
<th>Beam</th>
<th>SMOS / Aquarius [pixels]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon</td>
<td>8°S, 1°N</td>
<td>75°W, 65°W</td>
<td>1113·10$^3$</td>
<td>inner</td>
<td>294637 / 22618</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>middle</td>
<td>289987 / 26886</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>outer</td>
<td>335133 / 23001</td>
</tr>
<tr>
<td>Sahara</td>
<td>23.5°N, 27.5°N</td>
<td>18°E, 30°E</td>
<td>593·10$^3$</td>
<td>inner</td>
<td>164074 / 11485</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>middle</td>
<td>162554 / 11216</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>outer</td>
<td>1811236 / 10485</td>
</tr>
<tr>
<td>South Pacific</td>
<td>15°S, 0°N</td>
<td>135°W, 120°W</td>
<td>2782·10$^3$</td>
<td>inner</td>
<td>712925 / 66141</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>middle</td>
<td>711083 / 64374</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>outer</td>
<td>793577 / 62707</td>
</tr>
<tr>
<td>South Pacific (with OTT applied to SMOS data)</td>
<td>15°S, 0°N</td>
<td>135°W, 120°W</td>
<td>2782·10$^3$</td>
<td>inner</td>
<td>712925 / 66141</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>middle</td>
<td>706166 / 64374</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>outer</td>
<td>793577 / 62707</td>
</tr>
<tr>
<td>Dome-C</td>
<td>78°S, 72°S</td>
<td>116°E, 130°E</td>
<td>1039·10$^3$</td>
<td>inner</td>
<td>1450968 / 35994</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>middle</td>
<td>1444861 / 34732</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>outer</td>
<td>1737110 / 38305</td>
</tr>
</tbody>
</table>

**3.3.2 Study period and data selection**

All SMOS and Aquarius radiometric observations measured over the selected target areas have been analyzed at the three Aquarius Earth incidence angles along the year 2012. For Aquarius, only the footprints which are entirely enclosed within the target areas’ boundaries have been considered. In SMOS, the orbits covering at least 20% of the total number of ISEA 4H9 grid points within the region have been taken into account. Both ascending and descending orbits have been used. The use of ascending and descending separately has been checked not to affect the results.
3.3.3 Length of the averaging window

Temporal window averaging is needed to reduce the noise in the measurements. To select an appropriate length for this window, the Allan variance has been computed over each target region, both for SMOS and for Aquarius. Allan variance determines the stability and drifts of the measurement time series as a function of the integration time (in this study from 2 to 100 days). Plots of the Allan variance obtained for Aquarius (top) and SMOS (bottom) over all targets using the middle beam of the half first Stokes parameter \((I/2 = (T_{B_H} + T_{B_V})/2)\) are shown in Fig. 3.2. Other beams (not included) present similar behavior. It could be observed that Aquarius has a stability period of \(\sim 7\) days over land and ice, in agreement with its revisit time. Over ocean, the stability period is not clear enough. SMOS has a stability period of \(\approx 6\) to 10 days over land, \(\approx 3\) to 7 days over ice, and \(\approx 5\) to 8 days over ocean. In view of these results, a 7-day averaging window has been selected in this study for all target regions and both instruments.

![Aquarius temporal stability (I/2 middle)](image1)

![SMOS temporal stability (I/2 middle)](image2)

**Figure 3.2:** Aquarius (top) and SMOS (bottom) Allan variance for each target region: Amazon (green), Sahara (red), South Pacific (blue) and Dome-C (black) using only middle beam of the First Stokes (I/2). Other beams present similar behaviours.

SMOS and Aquarius \(T_B\) have been compared at TOA for H-pol and V-pol separately, at the three Aquarius incidence angles: \(\sim 29.36^\circ\) (inner), \(\sim 38.49^\circ\) (middle) and \(\sim 46.29^\circ\) (outer) beams. Half of First Stokes has also been analyzed to discard errors due to Faraday rotation.

3.4 Results and discussion

3.4.1 Global overview

A global view of the results over all the study areas (Amazon, Sahara, South Pacific Ocean, and Dome-C) is provided in Fig. 3.3. The yearly mean Aquarius \(T_B\) are presented as a function of the yearly mean SMOS \(T_B\) for each beam, polarization and region. Each beam is depicted using a different colour and symbol. Ideally, the yearly mean values within the dynamic range (70 K to 310 K) should be on the 1:1 line (dashed line).
In South Pacific, Dome-C and Sahara, higher incidence angles imply lower $T_{BH}$, and higher $T_{BV}$. However, in the Amazon, the $T_B$ variation with incidence angle and polarization is not clear due to the vegetation scattering; the signal emitted by the Amazon’s surface is highly affected by multiple reflections when is travelling upward through the vegetation canopy, and coherent effects appear when the distance between vegetation scatterers becomes comparable to the wavelength ($\sim 21$ cm). As expected, there is a small difference between polarizations ($T_{BV} - T_{BH}$) for vegetation-covered soils.

![Figure 3.3: Aquarius $T_B$ versus SMOS $T_B$ over land $\sim 250-300$ K (Amazon rainforest and Sahara desert), over ice $\sim 180-220$ K (Dome-C in Antarctica) and over sea $\sim 70-130$ K (South Pacific ocean) for H (left) and V polarizations (right). Different symbols represent inner (blue circles), middle (red squares) and outer (green triangles) beams.](image)

### 3.4.2 Linearity analysis

To study the linearity between the two radiometers along 2012, representative scatter plots of Aquarius $T_B$ vs. SMOS $T_B$ (7-days averaged) are presented for H-pol and V-pol in Figs. 3.4 and 3.5, respectively. Regions are sorted by rows and beams are assigned by columns. Dynamic ranges are fixed for each area to show full $T_B$ variability with enough detail. The slope ($s$) is estimated through a robust linear fit [DuMouchel & O’Brien, 1989].

Over land, the slopes are close to 1 (Amazon: $s \approx 0.94$ to 1.21, Sahara: $s \approx 0.86$ to 1.05). Over sea, slopes are low and only slightly increase after the pixel bias correction (South Pacific: before OTT $s \approx 0.08$ to 0.37, after OTT $s \approx 0.30$ to 0.42). It is evident from these results that there is a better agreement between SMOS and Aquarius $T_B$ over land than over sea. The obtained differences over sea could be due to Aquarius $T_B$ are corrected for the reflected galactic radiation. However, this correction is not applied to SMOS $T_B$. In the case of Dome-C, the scatter plots show an unusual distribution and two slopes (opposite in sign) have been identified. The subset of points from the summer months (from December the 21st to March the 21st) match with positive slopes (Dome-C Austral summer: $s \approx 0.30$ to 1.66) whereas the other points match with negative slopes (Dome-C other seasons: $s \approx -0.11$ to -0.58). Note that some slopes over ice are non-significant ($p_{value} > 0.05$, at the 95 % of significance level) for middle and outer beams. Focusing on a single target area and comparing the different polarizations, it can be noted that $T_{BH}$ slopes are higher than $T_{BV}$ slopes. Also, the slope values obtained at higher incidence angles are closer to 1 (ideal slope) than lower incidence angles in most cases.

The linearity is also assessed with scatter plots of Aquarius $I/2$ vs SMOS $I/2$. Note that $I/2$ is independent of the Faraday rotation. The obtained results, included in Appendix B (see Fig. B.1), are consistent with those obtained at H-pol and V-pol. This confirms that differences in Faraday correction are not affecting the inter-comparison analysis.

Updated data versions are explored to analyze the unusual distribution of the scatter plots over Dome-C in Antarctica. The results are included in Appendix B (see Fig. B.2). They show that
a similar behaviour is present along different data versions and further research is needed to understand its origin.

**Figure 3.4:** Scatter plots of Aquarius $T_H$ vs SMOS $T_H$ over target areas sorted by rows: Amazon rainforest (first row), Sahara desert (second row), South Pacific Ocean (third row), South Pacific ocean with OTT applied to SMOS data (fourth row), and Dome-C in the Antarctica (fifth row). Different incidence angles are placed by columns: inner $\sim 29.36^\circ$ (left), middle $\sim 38.49^\circ$ (centre) and outer $\sim 46.29^\circ$ (right) beams. Dynamic ranges are fixed, being 6 K for Amazon, 20 K for Sahara, 3 K for South Pacific, and 2 K for Dome-C. Over Dome-C, the Austral summer (in blue) is distinguished from the rest of the seasons (in red). The solid line represents the robust linear regression. Slope values $s$ from the linear fit are shown in the plots. Non-significant slopes ($p_{value} > 0.05$) are marked with an asterisk.
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*Figure 3.5: Same as for Fig. 3.4, but for V-pol ($T_B^V$).*
3.4.3 Statistical analysis

Statistical scores, namely, the mean, the standard deviation (std), the Root Mean Square Difference (RMSD), the correlation (R), the slope (s) are summarized in Tables 3.3 and 3.4 for H-pol and V-pol, respectively. Non-significant correlations or slopes are marked with an asterisk. Results are in agreement with the corresponding scatter plots in Figs. 3.4 and 3.5. Correlation is very strong over land (R≈0.9) and decreases over sea (before OTT: R≈0.23 to 0.68, after OTT: R≈0.63 to 0.80). Over ice, the correlations are R≈0.74 to 0.96 in the Austral summer and R≈0.24 to 0.65 during other seasons. Correlation and slope values are systematically higher at H-pol than at V-pol, revealing that there is a higher degree of linearity between SMOS and Aquarius at H-pol than at V-pol.

### Table 3.3: Statistics for horizontal polarization (\(T_{BH}\))

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon</td>
<td>inner</td>
<td>281.46 ± 2.49</td>
<td>273.41 ± 6.48</td>
<td>8.07</td>
<td>0.94</td>
<td>8.05</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>middle</td>
<td>278.93 ± 3.76</td>
<td>273.88 ± 5.69</td>
<td>5.09</td>
<td>0.94</td>
<td>5.05</td>
<td>1.21</td>
</tr>
<tr>
<td></td>
<td>outer</td>
<td>278.18 ± 3.17</td>
<td>273.12 ± 6.52</td>
<td>5.08</td>
<td>0.93</td>
<td>5.05</td>
<td>1.63</td>
</tr>
<tr>
<td>Sahara</td>
<td>inner</td>
<td>273.15 ± 2.20</td>
<td>269.18 ± 9.31</td>
<td>4.95</td>
<td>0.97</td>
<td>4.97</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>middle</td>
<td>267.05 ± 1.17</td>
<td>261.84 ± 6.97</td>
<td>5.25</td>
<td>0.98</td>
<td>5.16</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td>outer</td>
<td>256.05 ± 1.98</td>
<td>252.22 ± 9.96</td>
<td>3.94</td>
<td>0.98</td>
<td>3.83</td>
<td>0.94</td>
</tr>
<tr>
<td>South Pacific</td>
<td>inner</td>
<td>289.14 ± 2.09</td>
<td>286.08 ± 1.56</td>
<td>3.86</td>
<td>0.96</td>
<td>3.86</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>middle</td>
<td>282.95 ± 2.29</td>
<td>282.39 ± 1.16</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>outer</td>
<td>280.70 ± 0.84</td>
<td>278.40 ± 1.68</td>
<td>0.39</td>
<td>0.39</td>
<td>0.39</td>
<td>0.24</td>
</tr>
<tr>
<td>Dome-C</td>
<td>inner</td>
<td>197.45 ± 3.97</td>
<td>194.01 ± 8.86</td>
<td>3.42</td>
<td>0.96</td>
<td>3.41</td>
<td>1.06</td>
</tr>
<tr>
<td>(Austral summer)</td>
<td>middle</td>
<td>193.91 ± 2.81</td>
<td>190.74 ± 4.78</td>
<td>3.18</td>
<td>0.95</td>
<td>3.19</td>
<td>1.15</td>
</tr>
<tr>
<td></td>
<td>outer</td>
<td>188.32 ± 2.67</td>
<td>187.12 ± 5.59</td>
<td>1.21</td>
<td>0.91</td>
<td>1.20</td>
<td>1.16</td>
</tr>
<tr>
<td>Dome-C</td>
<td>(other)</td>
<td>197.78 ± 2.75</td>
<td>191.21 ± 8.81</td>
<td>3.52</td>
<td>0.33</td>
<td>3.51</td>
<td>-0.29</td>
</tr>
<tr>
<td></td>
<td>outer</td>
<td>188.38 ± 2.40</td>
<td>186.64 ± 5.47</td>
<td>1.77</td>
<td>0.67</td>
<td>1.74</td>
<td>0.26</td>
</tr>
</tbody>
</table>

* Non-significant values of correlations or slopes (\(P_{\text{value}} > 0.05\)).

### Table 3.4: Statistics for vertical polarization (\(T_{BV}\))

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon</td>
<td>inner</td>
<td>282.55 ± 2.19</td>
<td>272.70 ± 5.63</td>
<td>9.86</td>
<td>0.91</td>
<td>9.85</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>middle</td>
<td>282.67 ± 3.31</td>
<td>272.92 ± 5.17</td>
<td>7.77</td>
<td>0.94</td>
<td>7.75</td>
<td>1.20</td>
</tr>
<tr>
<td></td>
<td>outer</td>
<td>281.84 ± 3.39</td>
<td>272.80 ± 4.57</td>
<td>8.05</td>
<td>0.92</td>
<td>8.03</td>
<td>0.97</td>
</tr>
<tr>
<td>Sahara</td>
<td>inner</td>
<td>287.32 ± 1.17</td>
<td>277.50 ± 1.43</td>
<td>9.87</td>
<td>0.97</td>
<td>9.87</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>middle</td>
<td>292.93 ± 1.06</td>
<td>280.10 ± 7.89</td>
<td>6.86</td>
<td>0.98</td>
<td>6.78</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>outer</td>
<td>295.96 ± 1.76</td>
<td>288.27 ± 9.30</td>
<td>6.69</td>
<td>0.98</td>
<td>6.59</td>
<td>0.98</td>
</tr>
<tr>
<td>South Pacific</td>
<td>inner</td>
<td>108.75 ± 0.29</td>
<td>108.52 ± 0.94</td>
<td>3.30</td>
<td>0.33</td>
<td>3.26</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>middle</td>
<td>117.87 ± 0.28</td>
<td>116.13 ± 2.01</td>
<td>1.80</td>
<td>0.38</td>
<td>1.74</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>outer</td>
<td>129.08 ± 0.27</td>
<td>128.31 ± 1.63</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>0.17</td>
</tr>
<tr>
<td>Dome-C</td>
<td>(Austral summer)</td>
<td>108.74 ± 0.29</td>
<td>115.74 ± 1.04</td>
<td>0.27</td>
<td>0.27</td>
<td>0.27</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>middle</td>
<td>117.87 ± 0.28</td>
<td>116.00 ± 1.08</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>outer</td>
<td>129.19 ± 0.27</td>
<td>120.86 ± 1.98</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.30</td>
</tr>
<tr>
<td>Dome-C</td>
<td>(other)</td>
<td>209.02 ± 2.22</td>
<td>203.15 ± 1.93</td>
<td>5.87</td>
<td>0.74</td>
<td>5.87</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>outer</td>
<td>206.52 ± 1.65</td>
<td>204.52 ± 1.65</td>
<td>4.68</td>
<td>0.97</td>
<td>4.68</td>
<td>1.12</td>
</tr>
<tr>
<td>Dome-C</td>
<td>(Austral summer)</td>
<td>216.00 ± 1.18</td>
<td>214.08 ± 1.35</td>
<td>2.07</td>
<td>0.27</td>
<td>2.07</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>middle</td>
<td>213.60 ± 1.45</td>
<td>210.36 ± 3.63</td>
<td>4.65</td>
<td>0.24</td>
<td>4.64</td>
<td>-0.11</td>
</tr>
<tr>
<td></td>
<td>outer</td>
<td>215.73 ± 1.17</td>
<td>212.52 ± 2.95</td>
<td>4.22</td>
<td>0.62</td>
<td>4.21</td>
<td>0.24</td>
</tr>
</tbody>
</table>

* Non-significant values of correlations or slopes (\(P_{\text{value}} > 0.05\)).

Note that Aquarius \(T_{B}\) are warmer than SMOS \(T_{B}\) over all study areas. The difference is higher over warmer targets with \(\sim 5\) K (\(\sim 8\) K) for H-pol (V-pol) polarization over land. This difference decreases with colder targets being \(\sim 3\) K (\(\sim 5\) K) for H-pol (V-pol) polarization over ice and \(\sim 0.6\) K (\(\sim 2\) K) for H-pol (V-pol) polarization over sea. In the latter, the difference decreases significantly after applying the pixel bias correction down to \(\sim 0.3\) K (\(\sim 0.1\) K) for H-pol (V-pol) polarization. It has been checked that differences over sea are not due to different wind conditions, affecting SMOS and Aquarius during the 7-day period. Since the difference between SMOS and Aquarius \(T_{B}\) is found to be target dependent, it can be argued that there is a bias and also a non-linear effect between the two instruments.

Statistics are also computed using \(I/2\). The obtained results, included in Appendix B (see Table B.1), are in line with those obtained for H-pol and V-pol. This ensures that the differences in the SMOS and Aquarius Faraday corrections does not have any impact in the inter-comparison analysis. Additionally, statistics obtained over Dome-C region using different data versions at H-pol are summarized in Appendix B (see Table B.2). They show that a similar behaviour is...
present along different data versions, with a better agreement between SMOS and Aquarius $T_B$ during the Austral summer than in the other seasons.

The noise level of each instrument is calculated from the temporal standard deviation (std) of the observations. In percent (std divided by mean), Aquarius noise varies from $\approx 0.2$ to 0.4% over sea, from $\approx 0.4$ to 1.4% over ice and from $\approx 1.3$ to 2.5% over sea, from $\approx 1.5$ to 3% over ice and from $\approx 1.7$ to 3.5% over land. This is consistent with the topology of the radiometers, since Aquarius is a real aperture Dicke radiometer and SMOS is a synthetic aperture radiometer, which involves $T_B$ image reconstruction. Currently, the OTT reduces the image pixel biases within the FOV to a large extent. In this study, the application of the OTT results in an improvement of $\sim 30-40\%$ in South Pacific, obtaining a noise level from $\approx 0.8$ to 1.5% over sea.

### 3.4.4 Temporal analysis

Temporal evolution of SMOS and Aquarius $T_B$ during year 2012 have also been analyzed. The $T_B$ variations are displayed in Fig. 3.6. The corresponding yearly mean value has been subtracted ($\Delta T_{B\text{pol}} = T_{B\text{pol}} - T_{B\text{pol}}$, where the subscript pol indicates the polarization (H-pol or V-pol, respectively), in order to show the full variability with enough detail. Dynamic ranges are also fixed, being 6 K for Amazon, 20 K for Sahara, 3 K for South Pacific, and 2 K for Dome-C. Results show that SMOS $T_B$ present higher temporal fluctuations than Aquarius ones over all regions due to the nature of the instrument.

Over land, SMOS and Aquarius $T_B$ have a similar seasonal behaviour. In the Amazon, lower $T_B$ are obtained with the two radiometers during the first half of the year, coincident with the rainy season, than in the second half of the year, corresponding to the not-so-rainy season. In the Sahara, higher $T_B$ are observed both in SMOS and Aquarius from April to November due to the very high temperatures at that time of the year. Over sea, SMOS $T_B$ show higher seasonal variability than over land. In the South Pacific, SMOS $T_B$ have a lower variability after applying the pixel bias correction, particularly at vertical polarization. In Dome-C, both radiometers show a more stable $T_B$ at V-pol than at H-pol, which may be due to Sun scattering contributions, since the reflection coefficient is larger at H-pol than at V-pol. A seasonal phenomenon is also observed. The SMOS and Aquarius $T_B$ vary in phase along time during the Austral summer. In contrast, SMOS and Aquarius $T_B$ vary in opposite phase in the other seasons. One reason for this may be that Sun zenith angle variations are affecting SMOS and Aquarius observations in a different way, depending on the period of the year. Also, the upper 10 m experience seasonal temperature changes in the order of 30 °C [Floury et al., 2002]. We assume that these temperature variations could affect the ice crystal size and shape, modifying the microwave emission of the ice surface in scales resolved by SMOS and not by Aquarius. Spatial inhomogeneities over the Dome-C area were found during an airborne campaign using the EMIRAD-2 L-band radiometer [Kristensen et al., 2013]. Expected high values of $T_B$ appeared in the Northern side, while other unexpected inhomogeneities were observed around Concordia station and the Western side.

Theoretically, the L-band penetration depth of ice and snow is of hundreds of meters. As ice and snow at Dome-C are very dry, we thought that L-band penetration in this area could be more than hundreds of meters. In view of the results presented in this study, we hypothesize the penetration depth may be significantly higher and $T_B$ observations are being influenced by geophysical elements greatly affecting emissivity, such as the bedrock surface [Fretwell et al., 2013] or the presence of subglacial lakes [Wright & Siegert, 2012].
Chapter 3. Inter-comparison of SMOS & Aquarius $T_B$

For the first time, there were two satellite missions in orbit with L-band radiometers on-board: SMOS and Aquarius. In this work, an inter-comparison of SMOS $T_B$ vs Aquarius $T_B$ has been performed over four selected targets: the Amazon rainforest, the Sahara desert, the Dome-C in Antarctica, and the South Pacific ocean. Radiometric observations along 2012, acquired independently for each instrument, are therefore compared over land, ice and sea areas, covering a large dynamic range.

This paper differs from previous works on SMOS and Aquarius comparisons on the use of a 7-day window averaging. The proposed technique allows to do inter-comparison in any latitude independently for each instrument, are therefore compared over land, ice and sea areas, covering a large dynamic range.

There is a high correlation over land ($R>0.9$) and it decreases over sea ($R=0.23$ to 0.68). Slope values obtained from a robust linear fit are close to 1 over land ($s=0.86$ to 1.21) and lower over.

\[ \Delta T = T_B - T_B^{\text{yearly mean}} \]
sea (s ≈ 0.08 to 0.37). Slopes are systematically higher at horizontal than at vertical polarizations. Also, slopes are higher at high incidence angles.

The Aquarius L2 $T_B$ product has been produced using an ocean model as a reference during its calibration. In this study, an OTT obtained from an ocean model has been applied to SMOS data to reduce the pixel bias existing in the FOV. Results show the inter-comparison is significantly improved over sea when applying the OTT, with increasing correlation (R ≈ 0.63 to 0.80) and slope values (s ≈ 0.30 to 0.42). Also, Aquarius $T_B$ are corrected for the reflected galactic radiation, but this correction is not applied to SMOS $T_B$.

Aquarius is systematically measuring warmer $T_B$ than SMOS. There is a higher difference over land targets (∼5-8 K). This difference decreases over colder targets (∼3–5 K over ice, and ∼0.1–0.3 K over sea, after OTT). This indicates there may be a non-linear effect between the two radiometers, and not only a bias.

SMOS and Aquarius $T_B$ have similar seasonal cycles over land. Nevertheless, SMOS $T_B$ show higher seasonal variability than Aquarius over sea. In addition, a seasonal effect is observed in the Dome-C region. The correlation associated to the Austral summer is high (R ≈ 0.74 to 0.96) and it decreases in the other three seasons (R ≈ 0.24 to 0.65). Also, two different slopes are shown in opposite sign (Dome-C Austral summer: s ≈ 0.30 to 1.56, other seasons: s ≈ -0.11 to -0.77).

The East Antarctic Plateau, particularly the Dome-C area has been used as a test site for calibrating and validating data of satellite-borne microwave radiometers since the 1970’s [Hollinger et al., 1990, Fily & Benoist, 1991, Macelloni et al., 2006, 2013]. However, the analysis performed in this work evidences some spatial inhomogeneities in this area that can be detected with L-band radiometers, in line with the conclusions achieved in an airborne experiment [Kristensen et al., 2013]. Consequently, some studies for having a better understanding of Dome-C emissivity at L-band are required before using this area as a calibration target.

Any study using a long term environmental data record that spans multiple L-band missions requires consistent input observations. Results presented on this work are a contribution to understand the differences between SMOS and Aquarius measurements. Also, they could help in deciding future target areas for a vicarious calibration or to validate in a better way the $T_B$ products from both radiometers using in situ measurements of a particular area. These results could also help the definition of the calibration and/or validation of the SMAP radiometer as well.
Chapter 4

SMOS & Aquarius brightness temperature sensitivity over continental ice

Although SMOS and Aquarius missions were primarily designed for monitoring surface soil moisture (SM) and/or sea surface salinity (SSS), respectively, they are also sensitive to radiation emitted by ice surfaces. That sensitivity, together with the large number of observations due to their polar orbits, make them suitable for cryospheric studies. The sea ice thickness over the Arctic Ocean has been estimated using SMOS [Kaleschke et al., 2012] and Aquarius observations [De Matthaeis et al., 2014]. In addition, an experimental SMOS SSS product over ocean at high latitudes and in the Arctic Sea is recently being distributed at the Barcelona Expert Centre (BEC) [BEC Team, 2016].

Since ground-based measurements over Antarctica are very sparse, remote sensing is particularly important for the study of the continental ice. It is known that microwave observations are affected by different physical characteristics of the icepack, such as ice density, physical temperature, grain size, etc., and their variations along depth [Jezek, 2012, Brogioni et al., 2014, Brucker et al., 2014, Macelloni et al., 2015a, Brogioni et al., 2015]. Here, SMOS and Aquarius data are used to investigate the Antarctica, the largest ice sheet on Earth, from an instrumental point of view.

4.1 State of the art

The Dome-C region, located at the East Antarctic Plateau, is regarded as an ideal natural laboratory for calibration/validation of space-borne microwave radiometers. This region was analyzed as a potential satellite calibration site [Six et al., 2004, Cao et al., 2010]. During last decades, it has been used as test site for different microwave radiometers, such as the Special Sensor Microwave Imager (SSM/I) [Hollinger et al., 1990] and the Scanning Multichannel Microwave Radiometer (SMMR) [Fily & Benoist, 1991], as well as for comparing data of these radiometers [Jezek et al., 1991]. Later, the Dome-C region has been used for calibration of the ESA’s SMOS radiometer through several experimental campaigns [Macelloni et al., 2006, 2013, 2015b]. At L-band, the thermal stability of this area has been confirmed [Macelloni et al., 2006]. However, its use as an independent external calibration target has recently been questioned.
An inter-comparison study between SMOS and Aquarius observations over the Dome-C area revealed a seasonal effect producing an unusual distribution of the measured $T_B$ (see Chapter 3 and [Pablos et al., 2014b]). In this line, some spatial inhomogeneities around Dome-C were detected using L-band airborne observations from the DOMECair campaign [Kristensen et al., 2013] and also with satellite observations [Pablos et al., 2014b]. These results suggest that a better understanding of the Antarctic ice emissivity would be needed in order to use Dome-C as a reference calibration target for present and upcoming L-band missions.

This study evidences the influence of the Antarctic ice thickness spatial variations on the measured SMOS and Aquarius $T_B$. The theoretical maximum L-band penetration depth has been estimated to understand the possible contributions to the observed signals. A 3-months no-daylight period during the Austral winter has been selected to ensure that spatial variations are independent of surface temperature changes and four transects over East Antarctica have been used to study these variations. The possible effects of bedrock and/or basal hydrology on the acquired radiometric signals have also been analyzed. The content of this Chapter has been published in a journal [Pablos et al., 2015a] and a symposium [Pablos et al., 2015b].

4.2 Datasets

4.2.1 Antarctic ice sheet

The Antarctic continent is considered as a cold desert because is extremely dry, with only 166 mm of average annual precipitation. Also, its air relative humidity is often as low as 0.03 %, the temperature is always below freezing (with a yearly average of -48°C), even during the Austral summer, and the snow on the surface never melts, but accumulates year-by-year forming stratigraphic layers [BAS, 2009]. An scheme of the bed topography, sea level, and ice sheet from the Western to the Eastern part of Antarctica is shown in Fig. 4.1, where it can be observed that the West Antarctic ice sheet is grounded below sea level.

![Figure 4.1: Scheme of the bed topography, sea level, and ice sheet from the Western to the Eastern part of Antarctica. Adapted from Fretwell et al. [2013].](image)

The Antarctic ice sheet datasets used in this study are obtained from the Bedmap2 project [Fretwell et al., 2013]. It contains a suite of 1-km regular gridded products for ice surface elevation, ice thickness and subglacial bedrock elevation of the Antarctica. The mean uncertainty for both the subglacial bedrock elevation and ice thickness is $\sim 250$ m. The most recent Antarctic subglacial lakes inventory obtained from [Wright & Siegert, 2012] is also used. Currently, this dataset includes the location for 379 known subglacial lakes.
4.2.2 SMOS data

The SMOS $T_B$ at the antenna reference plane are obtained from the L1C v.505 products. Firstly, these $T_B$ have been screened out for detected RFI (strong, point source and tails), and also for the Sun (glint area, aliases and tails), and Moon (aliases) contamination, using the corresponding flags provided with the products. Later, geometric and Faraday corrections have been applied to obtain $T_B$ at the top of the atmosphere (TOA), using Eq. (2.20). Finally, all SMOS $T_B$ in an incidence angle range of $\theta \pm 5^\circ$ have been linearly interpolated to obtain them at the Aquarius incidence angles (see Table 2.1).

4.2.3 Aquarius data

The Aquarius $T_B$ used are the L2 v.3 products, already provided at TOA. Additionally, they are filtered for RFI, reflected Sun, glint and Moon contamination (using the moderate and severe flags), and also for direct Sun contamination (using severe flag).

4.2.4 ECMWF ice surface temperature

The ice surface temperature over the Antarctica along 2013 has been used. It is provided by the European Centre for Medium-Range Weather Forecasts (ECMWF) from the ERA-Interim dataset. This dataset is a global atmospheric reanalysis covering the period since 1979 until June 2016. Its products can be freely downloaded through: \url{http://apps.ecmwf.int/datasets/}. Berrisford et al. [2011] provides detailed information about the available ERA-Interim products. In this study, the ice surface temperature used is, specifically, the skin temperature at thermal equilibrium corresponding to the top layer of the snowpack in a 0.125° regular grid.

4.3 Methodology

4.3.1 Study period for surface temperature independence

To minimize the impact of ice surface temperature changes on $T_B$ variations and maximize the number of observations, both ascending and descending SMOS and Aquarius orbits during a 3-months no-daylight period at latitudes below 65° S for all possible longitudes have been selected (from May 6 to August 6, 2013) [Glarner, 2006]. This period contains June 21, the Austral winter solstice, as the center of the dataset, which corresponds to the day of the year with the largest latitude coverage at the Southern hemisphere without Sun illumination. All observations from this period have been averaged to obtain mean SMOS and Aquarius $T_B$ maps for each beam at H-pol and V-pol. Although Aquarius $T_B$ are corrected for the reflected galactic contribution and SMOS $T_B$ are not corrected, this difference does not affect observations over Dome-C due to its negligible impact at latitudes above 60° N and below 60° S [Tenerelli et al., 2008]. Half of the First Stokes parameter ($I/2$) has also been used to analyze possible errors due to Faraday corrections.

4.3.2 Gridding procedure

A gridding procedure has been applied to data of both instruments. The spatial sampling has been selected to fulfill the Nyquist criterium according to the spatial resolution of each radiometer (~50 km in SMOS and ~100 km in Aquarius). SMOS $T_B$ have been projected from the ISEA 4H9 gridpoints [Sahr et al., 2003] to a 25-km Equal Area Scalable Earth (EASE) grid [Brodzik & Knowles, 2002]. The $T_B$ value of each cell was obtained as the average of all
observations that fall within the cell. The Aquarius $T_B$ were defined by a latitude-longitude point at the center and four latitude-longitude points at the edges (3dB) of its footprint, along and across beam tracks. Firstly, they have been projected to a 50-km EASE grid, using the coordinates of the center and the edges, and observations within each cell have been averaged to obtain its $T_B$ value. Secondly, they have been resampled to the 25-km EASE grid, the same grid used in SMOS, using a nearest-neighbour approach. The Antarctic datasets and the ECMWF ice surface temperature have also been projected to the same 25-km EASE grid.

4.3.3 Transects for spatial analysis

To assess the spatial variations on $T_B$, four transects (T1, T2, T3, and T4) over East Antarctica have been selected in representative areas with: (i) significant ice thickness variations, (ii) different ice thickness ranges, (iii) no correspondence between ice thickness and bedrock elevation, and (iv) presence of known subglacial lakes. Under these assumptions, the selected transects include most of the possible combinations of ice thickness and bedrock elevation (see Fig. 4.3).

4.3.4 Statistics to assess the ice effects

The correlation of SMOS and Aquarius $T_B$ with two Antarctic geophysical variables (subglacial bedrock elevation and ice thickness) has been calculated. Also, the slope between the mean SMOS and Aquarius $T_B$ and the ice thickness ($s_i$), including their standard deviation (std), has been estimated through a robust linear fit [DuMouchel & O’Brien, 1989] for all pixels in the map. Statistical scores with ice thickness have also been computed taking into account the presence of known subglacial lakes. They are displayed separately for the pixels with known subglacial lakes and for a representative selection of a comparable number of pixels without lakes, using a random selection of 172 pixels and 1000 Monte Carlo simulations. The selection of these 172 pixels has been performed in the same ice thickness range covered by pixels with lakes (from -4.1 km to -1.4 km), binned in 4 parts, and 43 pixels have been selected from each part, to ensure covering the entire range. Note this selection is needed to make statistics comparable, since only $\sim154–193$ out of $\sim7664–9871$ pixels contain known subglacial lakes.

4.3.5 Filtering of sea area and land-sea transitions

The sea area around the Antarctic continent has been removed to have only measurements over the continental ice sheet. In general, the SMOS and Aquarius orbit tracks are closer at the Poles than at the Equator. A circular area without data at the South Pole is produced in both radiometer observations due to their inclination (98.44° in SMOS and 98.0° in Aquarius). The different incidence angle is responsible for the slightly different unobserved area per beam. In SMOS, the Southernmost observable latitudes are 85.05° S for the inner, 86.31° S for the middle and 87.53° S for the outer beams. In Aquarius, they are 79.01° S for the inner, 77.90° S for the middle, and 76.55° S for the outer beams. Aquarius tracks produce a larger unobserved area at the South Pole that SMOS tracks. However, the same region without data has been considered in both SMOS and Aquarius for the spatial and statistical analysis. Also, coastal areas over land ($\sim150$ km, approximately six 25-km EASE pixels) have been filtered to avoid the land-sea contamination effect.
4.4 Results and discussion

4.4.1 Overview of Antarctica

The ECMWF ice surface temperature over Antarctica has firstly been analyzed. Its mean and std for the entire year 2013 and the selected 3-months no-daylight period are shown in Fig. 4.2. It can be seen that the spatial distribution of the mean surface temperature is similar in both periods, having the warmer values at the coastal areas and the colder values over the East Antarctic Plateau. As expected, the ice surface temperatures are colder during the no-daylight period, and more stable (with lower std than the entire year 2013). This result supports the applied criterium for the temporal data selection and, therefore, it can be safely assumed that $T_B$ variations are not due to ice surface temperature variations. Note that Dome-C is located in a region with low ice surface temperature.

![Figure 4.2: ECMWF mean (top) and std (bottom) ice surface temperature for entire year 2013 (left) and no-daylight period (right). The asterisk marks the location of Dome-C.](image)

The Antarctic datasets used to analyze the sensitivity of $T_B$ variations to geophysical variables (such as ice surface elevation, subglacial bedrock elevation and ice thickness) are displayed in Fig. 4.3. Ice surface elevation varies from 0 to $\approx 4$ km above the sea level defined by the WGS-84 geoid and it is always positive. Subglacial bedrock elevation varies from $\approx -2.2$ km below to $\approx 2.2$ km above the WGS-84 sea level and it could be positive or negative. Ice thickness, referred to the surface with positive axis defined upwards, called hereafter ice thickness level (IceTL), varies from 0 (at the coast) to $\approx -4.3$ km (around Dome-C area) and it is always negative. The negative sign has been included to better compare with the SMOS and Aquarius $T_B$. Then, the ice surface elevation is related to the IceTL and the bedrock elevation as:

$$IceTL = -(Surface - Bedrock).$$

A map showing the location of the selected transects as well as the pixels including at least one of the reported subglacial lakes is included. Two of the four transects (T1 and T2) are placed...
along areas without known subglacial lakes, others (T3 and T4) are located in areas with a great amount of known subglacial lakes.

Figure 4.3: Ice surface elevation referred to WGS-84 (top left), subglacial bedrock elevation referred to WGS-84 (top right), and ice thickness level referred to surface (bottom left). The asterisk marks the location of Dome-C. Map of selected transects T1, T2, T3 and T4 in black solid lines and subglacial lakes depicted with blue squares (bottom right).

4.4.2 Maximum L-band penetration depth

Our approach to compute the maximum L-band penetration depth ($\delta_p$) over the Antarctic ice sheet is mainly based on the estimation of the imaginary part of the ice dielectric constant, the so-called loss factor ($\varepsilon''$), and the use of Eq. 2.24 (see Subsection 2.2.1). At L-band, $\varepsilon''$ is a very low magnitude ($\sim 10^{-5}$), which is difficult to estimate accurately. Two models of $\varepsilon''$ for the Antarctic ice have been considered in this study: the pure ice model [Matzler et al., 2006] and the icepack model [Sihvola & Kong, 1988]. A detailed description of these models is included in Subsections 2.2.2 and 2.2.3, respectively. The icepack model takes into account that the density of the Antarctic ice sheet increases exponentially with depth, from 379 kg m$^{-3}$ corresponding to the fresh snow up to 918 kg m$^{-3}$ corresponding to pure ice [Rist et al., 2002] (see Subsection 2.2.4). The possible influence of fluctuations in the ice density profile and the snow grain size with depth, which may affect the estimation of $\varepsilon''$, are not considered in this study. A more complex formulation would be needed to include these effects, as described in Leduc-Leballeur et al. [2015]. Nevertheless, these fluctuations are important near the surface and tend to disappear with depth [Leduc-Leballeur et al., 2015].

In both models, there is a strong dependence of $\varepsilon''$ on the physical temperature. Nevertheless, the lowest temperature is associated to the lowest $\varepsilon''$ for a constant frequency and, consequently, to the largest $\delta_p$. For the pure ice model, the maximum $\delta_p$ has been estimated considering the ice surface temperature, which corresponds to the lowest value within the vertical ice profile. For the icepack, the temperature model described in Jezek et al. [2015] (see Subsection 2.2.5) has been used with the following parameters: ice surface temperature (-70°C, from ECMWF), geothermal
heat flux (47 mW·m⁻²), ice thermal conductivity (2.7 W·m⁻¹·K⁻¹), ice thermal diffusivity (45 m²·year⁻¹), ice thickness (4300 m, from Fretwell et al. [2013]), and snow accumulation rate (0.025–0.035 m·year⁻¹, from Macelloni et al. [2006]). In this model, the internal ice temperature is propagated from the surface to the bedrock with an exponential profile that increases with depth, in agreement with measurements from boreholes at the Vostok lake [Ritz, 1988] and at the Antarctic Moun and Neutrino Detector Array (AMANDA) observatory [Price et al., 2002]. Theoretical estimations of δp may be dependent on the accuracy of the temperature dataset and/or model employed. The use of alternative datasets or in situ ice temperature observations will be considered subject of further research.

First of all, the consistency between the estimated δp using the two different models has been assessed. To do so, the icepack model has been applied using the density of the pure ice, to better compare with the pure ice model. As expected, the same δp values are obtained with both models at extreme ECMWF surface temperatures over Antarctica: δp ≈ 204 m (-10°C) to 1258 m (-70°C). Also, δp is larger at lower temperatures in agreement with the theoretical background.

![Figure 4.4](image)

**Figure 4.4:** Physical temperature profiles (left) depending on the snow accumulation rate (blue: 0.025 m·year⁻¹; red: 0.030 m·year⁻¹; green: 0.035 m·year⁻¹). Exponential vertical ice density profile (middle), where the arrow marks the value of snow density at 200 m depth. Loss factor of the icepack model as a function of depth (left) using 0.03 m·year⁻¹. The corresponding penetration depth for each value of ε'' is included inside.

Figure 4.4 shows the internal ice temperature profiles depending on the snow accumulation rate (left), the vertical ice density profile (middle), and the loss factor of the icepack model (ε'') as a function of depth (right) using a snow accumulation rate of 0.03 m·year⁻¹. Its corresponding δp, for each ε'' is included inside. It can be observed that the exponential internal ice temperature profile slightly increases with decreasing accumulation rates, having a low impact in the estimation of the penetration depth. Note that the exponential ice density profile increases very fast, up to a value of ~918 kg·m⁻³ at 200 m depth that remains constant. The loss factor also has a quick increase from ~1.6·10⁻⁵ at the surface to ~4.8·10⁻⁵ at 200 m depth. This behaviour in the ε'' produces a very fast decrease of the δp up to a value ~1.25 km at 200 m depth. Then, the maximum theoretical L-band penetration depth is estimated to be ≈ 1 to 1.5 km.

Results obtained in Fig. 4.4 (right) suggest that the subglacial bedrock is not contributing to the measured SMOS and Aquarius TB, since it lies deeper (~2 to 4.3 km below the ice surface, except in the coastal areas) than the estimated maximum theoretical L-band penetration depth in the East Antarctic Plateau. In an experimental study carried out at Dome-C during December 2009 (Austral summer), in collaboration with the DOMEX-2 experiment [Macelloni et al., 2013],
the $\delta_p$ of L-band Global Navigation Satellite Systems-Reflectometry (GNSS-R) signals into the ice was estimated to be $\approx$200 to 300 m [Fabra, 2013]. In this case, the reflected signals were acquired with an elevation angle of $\sim$45°, after travelling through the ice an approximate length of $\approx$570 to 850 m, considering both downward and upward paths. Nevertheless, our estimation was assuming the lowest ice surface temperature (-70°C) and nadir. These differences (incidence angle and ice surface temperature) may be responsible for the different predicted $\delta_p$ with respect to the estimation by the experimental study.

### 4.4.3 Aquarius & SMOS brightness temperature maps

The mean SMOS and Aquarius $T_B$ maps over Antarctica at middle beam for the no-daylight period are presented in Fig. 4.5 at H-pol and V-pol. Color scale is adjusted from 170 K to 240 K to show the full spatial $T_B$ variability over the continental ice sheet. It can be seen the different unobserved area depending of the instrument. As expected, vertical $T_B$ are notably higher than horizontal $T_B$, but both polarizations and instruments reveal similar spatial patterns, presenting the warmer values at the coastal areas and colder values over the East Antarctic Plateau. In general, areas with subglacial lakes (see Fig. 4.3 (bottom right)) correspond to areas with the minimum values of ice surface temperatures (see Fig. 4.2 (top right)), minimum values of $T_B$ and maximum ice thickness in absolute value (see Fig. 4.3 (bottom left)). Note that Aquarius $T_B$ are slightly higher than SMOS $T_B$ at both polarizations, which agrees with previous studies [Pablos et al., 2014b]. Aquarius results are very similar to those provided by an independent study [Brucker et al., 2013]. Also, similar results are obtained with the other two beams; they are included in Appendix C (see Figs. C.1 and C.4 for inner and outer beam, respectively).

![Figure 4.5: Mean SMOS (left) and Aquarius (right) $T_B$ maps at middle beam over Antarctica during the no-daylight period at horizontal (top) and vertical (bottom) polarizations. The asterisk marks the location of Dome-C.](image-url)
Figure 4.6 shows the std SMOS and Aquarius $T_B$ maps over Antarctica at middle beam for the no-daylight period at H-pol and V-pol polarizations, and the number of averaged observations within each 25-km EASE pixel (bottom). The asterisk marks the location of Dome-C.

Figure 4.6: Std SMOS (left) and Aquarius (right) $T_B$ maps at middle beam over Antarctica during the no-daylight period at horizontal (top) and vertical (center) polarizations, and number of observations within each 25-km EASE pixel (bottom). The asterisk marks the location of Dome-C.

Figure 4.6 shows the std SMOS and Aquarius $T_B$ maps over Antarctica at middle beam for the no-daylight period at H-pol and V-pol polarizations, and the number of averaged observations within each 25-km EASE pixel. The vertical is more stable than the horizontal polarization in both instruments, in agreement with results obtained during DOMEX-2 experiment [Macelloni et al., 2013]. Aquarius presents lower std values than SMOS. This fact is consistent with their instrument types, since Aquarius is a real aperture radiometer whereas SMOS is a synthetic aperture radiometer, inherently noisier due to the image reconstruction procedure. The Aquarius std maps exhibit some features of high $T_B$ error values above the mean std, particularly in the coastal areas. This may be an incidence angle effect produced by abrupt ice surface changes due to strong topography or a physical effect by the ice dynamics of East Antarctica [Rignot et al., 2011]. These features are not so remarkable in SMOS and the reason for that is not clear. In the SMOS std maps, the different number of averaged observations per cell is responsible of the non-geophysical circular artifacts with high std values. Note the different number of averaged observations and also the different unobserved area depending of the instrument. Similar results are obtained with the other two beams; they are included in Appendix C (see Fig.C.2 and C.5 for inner and outer beam, respectively).
4.4.4 Ice effects on SMOS and Aquarius brightness temperatures

SMOS and Aquarius $T_B$ variations ($\Delta T_B = T_B - \overline{T_B}$) for the middle beam at H-pol and V-pol, and IceTL along the four transects are shown in Fig. 4.7. The $T_B$ values along each transect are computed from the mean SMOS and Aquarius $T_B$ maps. The corresponding mean value ($\overline{T_B}$, included between brackets in the legends) has been subtracted to better compare the variations of both instruments at the same plot. It is assumed that the impact of changes on ice surface temperature, accumulation rate, and snow density is negligible through transects during the winter period relative to the IceTL variations. The subglacial bedrock and ice surface elevations have been included. Also, the location of known subglacial lakes along the transects is marked with a blue bar in the X-axis to assess its impact on the observed $T_B$. Note that the $T_B$ changes of both radiometers follow the overall trend in all transects, with a closer agreement when the IceTL presents slow spatial variations, as occur in T1. In the other transects (T2, T3, and T4), the agreement is limited, since IceTL exhibits fast spatial variations that cannot be resolved by SMOS and Aquarius. Nevertheless, SMOS $T_B$ have a better agreement with the IceTL variations than Aquarius $T_B$, which can be explained by its higher spatial resolution (~50 km in SMOS vs. ~100 km in Aquarius). Similar results are observed at both polarizations.

When analyzing the influence of subglacial water in Fig. 4.7, it is important to note that transects T3 and T4 have the highest presence of known subglacial lakes (see Fig. 4.3 (bottom right)). We hypothesize that the subglacial lakes and possible water connections between them may have an influence on the vertical physical temperature profile, and consequently, modify the dielectric properties and the emissivity of the ice layers overlaying these lakes. However, there is not a clear response of measured $T_B$ at the subglacial lakes location during the spatial analysis. Ice surface elevation presents smoother variations than the observed $T_B$ in all transects. Note that T1 differs from the other three transects in the larger dynamic range of the ice surface elevation (from 0.5 km to 3.5 km). Also, the ice surface elevation monotonically increases in T1 and T3, whereas it decreases and later increases in T2, or viceversa, in T4. Note that the IceTL and bedrock elevation have similar variations in T2, T3 and T4, but not in T1, covering most of possible scenarios. A similar behaviour is obtained with the other two beams, as shown in Appendix C (see Fig.C.3 and C.6 for inner and outer beam, respectively). Therefore, the use of a different incidence angle is not affecting the spatial analysis. Additionally, a similar behaviour is observed when using the half of First Stokes (see Fig. C.7). Then, results are not affected by Faraday rotation.

The correlation of SMOS and Aquarius $T_B$ for the middle beam at H-pol and V-pol with subglacial bedrock ($R_b$) and IceTL ($R_i$) over the whole Antarctica, and the slope of the linear regression respect to the IceTL ($s_i$) for all pixels in the map and the error estimation (std) are summarized in Table 4.1. As expected from the maximum theoretical estimation of $\delta_p$, no correlation is observed with the bedrock in SMOS neither in Aquarius ($R_b \approx 0.15$ to 0.19). Instead, correlations with IceTL are $R_i \approx 0.61$ to 0.72, being similar for both instruments and higher at V-pol than at H-pol. Slopes indicate that there is a sensitivity of $\approx 8.7$ to 9.8 K/km to variations in IceTL.

Table 4.1 also presents statistical scores with IceTL considering separately pixels with known subglacial lakes and a representative selection of a comparable number of pixels without lakes. Although the number of data points is considerably reduced in these cases, statistics are significant ($p_{value} < 0.05$, at a 95 % of significance level). Results show that the presence of subglacial water does not have an important impact in terms of correlation both in SMOS and Aquarius. However, lower slopes are considered taking into account the pixels with known subglacial lakes in both polarizations (with $s_i \approx 5.7$ to 7.6 K/km vs. without $s_i \approx 9.0$ to 9.9 K/km). The estimated errors in the slopes (std values) are higher than when all pixels are considered, but remain within reasonable bounds. These results suggest that the presence of subglacial water may be affecting the measured $T_B$. It is known that Antarctica has a rich basal hydrological system, with water transferring events among its many subglacial lakes. The spatial distribution of the physical temperature near the ice-bedrock interface depends on the geothermal heat flux and this basal system. We hypothesize that the presence of subglacial lakes and the possible water connections between them may have an effect on the vertical temperature profile and, consequently, may...
modify the dielectric properties and the emissivity of the ice layers overlaying these lakes. A dedicated study would be needed to obtain conclusive results regarding the effect of the presence of subglacial lakes on L-band Antarctica’s emissivity, which is out of the scope of this research. Similar results are obtained with the other two beams and when using the half of First Stokes, as shown in Appendix C (see Tables C.1, C.2 and C.3 for inner and outer beams, and I/2, respectively). In general, the correlation with bedrock decreases whereas correlations with IceTL increases with higher incidence angles in both polarizations and when using I/2. The influence of the ice surface topography on the SMOS and Aquarius T_B, that could be related to the impact of the ice thickness, would be subject of further research. Only results with I/2 and middle beam will be shown hereafter.

![Graphs](image-url)

**Figure 4.7:** SMOS and Aquarius T_B variations (ΔT_B = T_B − T_B) for the middle beam (pink and green solid lines, respectively) at horizontal and vertical polarizations, and ice thickness level (blue dashed line) along each transect. Legends display T_B values subtracted. The bedrock (brown solid line), the ice surface (black dashed line) and the presence of subglacial lakes (marked with a blue bar in the X-axis) are also displayed.
Table 4.1: Correlation of SMOS and Aquarius $T_B$ at middle beam with subglacial bedrock ($R_b$) and ice thickness ($R_i$), and slope respect to the ice thickness ($s_i$) and the error estimation for all pixels. Statistics with ice thickness are also displayed separately for pixels with known subglacial lakes and for a representative selection of a comparable number of pixels without lakes. All values are significant ($p_{value} < 0.05$).

<table>
<thead>
<tr>
<th>Radiometer</th>
<th>Polarization</th>
<th>All pixels</th>
<th>Pixels with lakes</th>
<th>Pixels without lakes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$R_b$</td>
<td>$R_i$</td>
<td>$s_i$ [K/km]</td>
</tr>
<tr>
<td>SMOS</td>
<td>Horizontal</td>
<td>0.15</td>
<td>0.63</td>
<td>9.8±0.1</td>
</tr>
<tr>
<td></td>
<td>Vertical</td>
<td>0.16</td>
<td>0.72</td>
<td>9.2±0.1</td>
</tr>
<tr>
<td>Aquarius</td>
<td>Horizontal</td>
<td>0.18</td>
<td>0.61</td>
<td>9.3±0.1</td>
</tr>
<tr>
<td></td>
<td>Vertical</td>
<td>0.19</td>
<td>0.69</td>
<td>8.7±0.1</td>
</tr>
</tbody>
</table>

Figure 4.8 shows the scatter plots of SMOS and Aquarius $I/2$ at middle beam vs. subglacial bedrock and IceTL. In the case of IceTL, pixels without and with known subglacial lakes (red and blue asterisk, respectively) are distinguished. Note that the $I/2$ as a function of bedrock seems to be random in both radiometers, in agreement with results of Table 4.1. This, together with the maximum estimated L-band penetration depth, supports that the bedrock is not contributing to the Antarctica’s emissivity. Instead, a linear trend could be identified in $I/2$ and IceTL distributions both in SMOS and Aquarius. Also, it can be observed that the pixels with subglacial lakes are, in general, concentrated in the lower values of $I/2$, specially for Aquarius. This seems to indicate that the presence of water underneath the ice influences the measured $I/2$. Similar results are obtained at H-pol and V-pol and when using other beams (not shown).

As shown in Figs. 4.7 and 4.8, and in Table 4.1, there is a significant correlation between SMOS and Aquarius $T_B$ and IceTL changes over Antarctica (R≈0.6 to 0.7). No significant correlation has been found with the bedrock (R≈0 to 0.2). Some studies pointed out the relationship between the bedrock and the measured SMOS $T_B$ at the Dome-C region [Macelloni et al., 2014, Skou et al., 2015]. Hence, we looked at correlations over Dome-C and obtained values of $R_i$ ≈0.5 to 0.6 for IceTL and $R_b$ ≈0.4 to 0.5 for bedrock elevation. At Dome-C, there is a high degree of similarity between the bedrock and the IceTL variations as shown in Fig. 4.9, and this explains
the correlations found between \( T_B \) and the bedrock in this particular region. However, this relation was not found considering the entire Antarctica.

Figure 4.9: Subglacial bedrock elevation (left) and ice thickness level (right) at the Dome-C region defined by latitudes [78°S–72°S] and longitudes [116°E–130°E].

Figure 4.10 shows the spatial patterns of L-band \( T_B \) (left) and gravity (right) measurements acquired during an airborne field campaign carried out at Dome-C in Antarctica [Steinhage, 2013]. The images also show the flight tracks during the campaign. Note that there is a remarkable similarity between both patterns. This could be related to our findings. In addition, this would lead to new scientific discoveries beneath the surface of the Antarctic ice.

4.5 Conclusions

The influence of the Antarctic ice thickness spatial variations in measured SMOS and Aquarius \( T_B \) changes has been explored. A 3-months no-daylight period during the Austral winter has been selected to ensure \( T_B \) variations are independent of ice surface temperature changes. The maximum theoretical L-band penetration depth has been estimated to understand the possible contributions to the observed signals. Spatial and statistical analysis have been performed, comparing both SMOS and Aquarius \( T_B \) changes with ice thickness and subglacial bedrock.

The L-band penetration depth over the Antarctic ice sheet has been estimated to be \( \approx 1 \) to \( 1.5 \) km using the icepack dielectric constant model, and ice density and internal ice temperature profiles. Therefore, the subglacial bedrock, which lies deeper \( \approx 2 \) to \( 4.3 \) km below the ice surface, seems that is not affecting the observed \( T_B \).
A good agreement has been observed between SMOS and Aquarius $T_B$ and ice thickness variations over the four selected transects on East Antarctica, except for the case of fast spatial variations, which are not resolved by SMOS neither Aquarius. Nevertheless, SMOS resolves better the ice thickness variations than Aquarius due to its higher spatial resolution. A linear trend has been identified between ice thickness changes and $T_B$ of both instruments with slopes of $\approx 9.2$ to $9.8$ K/km for SMOS and $\approx 8.7$ to $9.3$ K/km for Aquarius. Correlations vary from $R \approx 0.6$ to $0.7$, and they are higher for vertical than for horizontal polarizations, and increase with higher incidence angles. No correlation has been found between SMOS and Aquarius $T_B$ and the bedrock elevation ($R \approx 0$ to $0.2$) and its data distribution exhibits a random behaviour. Then, the Antarctica’s emissivity seems to depend on the emission from ice layers well below the surface, but, in general, not from the subglacial bedrock which is much deeper than the estimated L-band penetration depth. Results show that the presence of subglacial lakes, which are generally located at $\sim 3$ km depth, may influence the internal ice temperature profile and/or the dielectric properties of the ice layers above, affecting the observed $T_B$. This would be subject of further research.

This study could help in deciding future target areas over Antarctica for upcoming L-band missions. In view of the presented results, minimum ice thickness spatial variations is an additional aspect that should be considered when selecting a suitable Antarctic calibration/validation site for microwave radiometers, apart from temporal stability and spatial homogeneity. Also, this study could contribute to improve our understanding of the Antarctica’s emissivity as a necessary step for the potential use of L-band radiometric observations in cryospheric studies.
Chapter 5

Microwave/optical synergy for multi-scale soil moisture sensing

Both SMOS and SMAP missions provide SM maps at a spatial resolution of \( \sim 40 \) km from passive L-band observations [Kerr et al., 2016, Chan et al., 2016]. This spatial resolution is enough for global-scale applications, such as flood and drought monitoring, and meteorological, ecological and hydrological model and forecasting [Ochsner et al., 2013]. However, it is limited for regional and local-scale studies, where \( \sim 1–10 \) km are required. Different SM disaggregation algorithms have been developed to bridge this gap. For SMOS, most approaches are based on the synergy of passive microwave with ancillary data from optical visible/thermal infrared (VIS/TIR) observations, where the land surface temperature (LST) is a fundamental input variable measured at high spatial resolution, together with the Normalized Difference Vegetation Index (NDVI) [Piles et al., 2011, Merlin et al., 2012, Piles et al., 2012, Song & Jia, 2013, Sánchez-Ruiz et al., 2014, Piles et al., 2014, Fang & Lakshmi, 2014, Piles et al., 2016b]. For SMAP, disaggregation approaches are based on the synergy of passive with high spatial resolution active observations [Piles et al., 2009, Das et al., 2011, Guo et al., 2013, Das et al., 2014, Bruscantini et al., 2015].

It is known that LST is related to SM (e.g., via its influence on the soil emission). Therefore, changes in SM significantly affect LST, and vice versa. Both SM and LST vary temporally, with the time of the day and the seasons, and spatially, with soil type and land cover. A better knowledge of the fundamental SM–LST link is required for refining the current SM retrieval or microwave/optical disaggregation algorithms related to evapotranspiration (ET) and vegetation status, and may also contribute to improve the representation of LST in hydrological and climate prediction models.

5.1 State of the art

Remotely sensed LST, acquired with TIR sensors, are routinely used in many operational applications, including weather forecasting. Polar orbiting satellites, such as NASA’s Terra (1999–2020) and Aqua (2002–2020) missions, provide global LST maps at 1 km every 1-2 day using the Moderate-resolution Imaging Spectroradiometer (MODIS) sensor [Wan & Snyder, 1999]. Geostationary satellites (i.e., those with the same orbital period as the Earth’s rotation) are able to provide continental coverage at a higher temporal resolution. The Spinning Enhanced Visible and InfraRed Imager (SEVIRI) sensor from the Meteosat Second Generation (MSG) mission (2002–2021) of ESA & European Organisation for the Exploitation of Meteorological Satellites (EUMETSAT) provides continental LST maps at 3 km every 15 min [Aminou et al., 1997]. However, the effective temporal resolution of both polar and geostationary LST observations can be much lower than the theoretical value since optical observations, and particularly TIR observations, are masked in presence of cloud cover.
SM and LST are closely inter-related and their link is central to land-surface variables and processes such as soil emission, ET and thermal inertia. Soil emission is influenced by the SM and soil physical temperature. Owing to this relationship, LST is a necessary input of any microwave SM retrieval algorithm. SM and LST are also related through ET, which is a fundamental variable in hydrological and water/energy balance studies [Crow et al., 2008, Er-Raki et al., 2008, Seneviratne et al., 2010]. According to the latter, there are two different ET regimes: the energy-limited and the water-limited. In the energy-limited regime, SM is above a certain SM value (critical SM) and ET is mainly controlled by the available energy (not by the soil water content). In the water-limited regime, in contrast, SM is below the critical SM and acts as the main driver of the ET process. The critical SM is known to be bounded by the soil wilting point (WP) and the soil field capacity (FC) (see Subsection 2.3.4), and typically lies between the 50 % to 80 % of FC [Shuttleworth, 1993]. The thermal inertia describes the resistance of a material to temperature variations and is proportional to the material’s thermal conductivity, density and specific heat capacity. In general, a decrease in SM produces an increase in LST diurnal range, and the maximum LST under moist conditions occurs later than under dry conditions (with a time lag within the day) [Sun & Pinker, 2004]. This is because the specific heat capacity of water is typically higher than that of bare soil and, consequently, dry soils respond faster than wet soils to temperature variations.

Several studies have been focused on the indirect estimation of SM using TIR remote sensing. Because the surface brightness temperature depends on its physical temperature and also on the surface water content and vegetation, most of these approaches are based on the so-called triangle or trapezoidal method of the LST/vegetation index space [Price, 1980, Carlson et al., 1994, Moran et al., 1994, Gillies & Carlson, 1995, Anderson et al., 1997, Sandholt et al., 2002, Anderson et al., 2007, Carlson, 2007, Stisen et al., 2008, Petropoulos et al., 2009]. Usually, the LST/VI method is also used with an ET model or the thermal inertia. An intercomparison study showed that SM estimates from microwave and TIR provide complementary information [Hain et al., 2011]. Microwave retrievals are optimal for measuring accurate SM under all-weather conditions, but the spatial resolution obtained is limited (around tens of km). TIR retrievals, in turn, provide high resolution (from tens of meters to several km), but are sensitive to atmospheric effects. To benefit from the advantages of both SM retrieval techniques, several pixel disaggregation algorithms have been developed for SMOS [Piles et al., 2011, Merlin et al., 2012, Piles et al., 2012, Song & Jia, 2013, Sánchez-Ruiz et al., 2014, Piles et al., 2014, Fang & Lakshmi, 2014, Piles et al., 2016b]. In these methods, LST and NDVI are fundamental input variables. A recent review describes these relationships and the synergistic use of passive microwave and VIS/IR for multi-scale SM estimation [Piles & Sánchez, 2016].

Most radiometer-based and TIR-based SM retrieval algorithms employ the instantaneous LST in the inversion. However, some studies have revealed that the maximum temperature (or a composite of the maximum temperature) provides a closer representation of land surface conditions of a particular day [Cihlar et al., 1994, Fisher et al., 2008]. The above-mentioned studies suggest that daily maximum LST is more closely linked to instantaneous SM than collocated LST. In this regard, gaining understanding of the SM–LST link could be useful refining SM retrieval or microwave/optical disaggregation algorithms. It may be also useful for improving the representation of LST in hydrological and climate models. Additionally, an ensemble created from the average of several disaggregated SM estimates could allow for improved coverage in case of optical data masked by presence of clouds. As a first step, different combinations of SMOS morning and afternoon passes with 3 days of MODIS Terra and Aqua day were composited into an averaged disaggregated SM [Merlin et al., 2012]. Alternatively, the synergy of microwaves (SMOS) and geostationary optical data (MSG SEVIRI) was recently assessed [Piles et al., 2016b].

In this study, an evaluation of SM and LST dynamics using in situ and satellite observations over the central part of the river Duero basin, in Spain, is presented. The study period comprises four years (2011–2014). The in situ data include SM and LST observations from the Soil Moisture Measurement Stations Network of the University of Salamanca (REMEDHUS) Sánchez et al. [2012b]. The satellite data used are the SMOS Barcelona Expert Centre (BEC) Level 3 (L3) SM [BEC Team, 2015] and the MODIS Terra/Aqua LST. The temporal correlation of instantaneous SM and a variety of LST-derived parameters is analyzed at the daily scale to better
understand the fundamental SM–LST link through ET and thermal inertia physical processes. The seasonal dependence is evaluated using a modeled ET obtained from the Hydrological Model for Operational estimates of Recharge and actual Evapotranspiration (HidroMORE) as supporting information [Sánchez et al., 2010, 2012a]. A method to estimate the critical SM from the SM–LST coupling/decoupling transitions has been developed and effectively applied to in situ and spaceborne measurements. Additionally, a SMOS/MODIS SM downsampling algorithm has been applied to two years (2012–2013) of SMOS and MODIS data [Piles et al., 2014]. The performance of all possible SMOS SM-MODIS LST combinations has been separately evaluated for each downscaled SM estimate and compared to in situ data from the REMEDHUS network. An averaged ensemble of four downscaled SM datasets (using all available MODIS LST) has also been evaluated. The content of this Chapter has been published in a symposium [Pablos et al., 2014a] and two journals [Pablos et al., 2016, In review].

5.2 Datasets

5.2.1 In situ data

The REMEDHUS network is located at the central part of the river Duero basin, in Spain [Sánchez et al., 2012b] (see Fig. 5.1). It covers a semi-arid continental-Mediterranean agricultural region of 35 km x 35 km [41.1–41.5°N, 5.1–5.7°W], with an area of approximately 1300 km². It is a member of the International Soil Moisture Network (ISMN, https://ismn.geo.tuwien.ac.at, [Dorigo et al., 2011]). REMEDHUS includes 21 permanent stations providing hourly SM and LST measurements in the top 5 cm of the soil. Both are acquired with Hydra Probes that measure with an accuracy of 0.003 m³/m³ for SM and 0.6°C for LST [Hydra Probe, 2008].

The main land uses in this area are vineyard (stations E10, F6, H7, K6, J3, and L3), rainfed cereals or fallow (stations F11, H13, J12, J14, K9, K10, K13, L7, M5, M9, N5, and O7), and forest-pasture (stations H9 and M13). During the study period, station K4 changes its land use from vineyard (2011) to rainfed cereals or fallow (2012, 2013 and 2014). The SM and LST measurements of REMEDHUS from a particular year corresponding to stations over irrigated crops (K9 during 2012, K13 during 2013 and 2014) have been removed from the dataset. The reason for filtering irrigated crops is the quick SM fluctuations related with the high frequency
of water supply (less than 12 h, specially during the summer), which are not captured by the SMOS 3-day repeat. Stations with corrupted LST (J12 during 2011) or corrupted SM (M13 during 2014) have also been discarded.

In REMEDHUS there are also four automatic weather stations that measure air temperature, relative humidity, precipitation, solar radiation, reference or potential evapotranspiration ($ET_0$) and wind speed. The monthly accumulated $ET_0$ and the daily mean precipitation have also been used in this study. A land use map of the REMEDHUS region is shown in Fig. 5.1 (left) including the location of the 21 SM and LST stations and the 4 weather stations, depicted with black triangles and white dartboards, respectively.

### 5.2.2 Satellite data

The SMOS BEC L3 SM v.1 products acquired over the Iberian Peninsula are freely distributed at BEC (http://cp34-bec.cmima.csic.es). These products were obtained by quality-filtering and re-gridding from the operational ESA SMOS L2 v.5.51 products. Grid points affected by radio frequency interference (RFI) and/or SM with Data Quality Index (DQX, defined as the error standard deviation) greater than 0.07 $m^3/m^3$ are discarded. A DQX-inverse weighted average is applied to bin the data from the Icosahedral Snyder Equal Area (ISEA 4H9) grid to the global cylindrical 25-km Equal-Area Scalable Earth (EASE ML) grid. More details are available in BEC Team [2015]. A validation of SMOS L2 and L3 SM products using two complementary small-scale and large-scale in situ networks (REMEDHUS and Inforiego, respectively) and a surface water balance model was performed [González-Zamora et al., 2015]. The SMOS equatorial crossing times are: 6:00/18:00 UTC for morning (ascending)/afternoon (descending) orbits.

The MODIS LST v.5 products of Terra/Aqua (MOD11A1/MYD11A1) are provided by the U.S. Land Processes Distributed Active Archive Center (LP DAAC, https://lpdaac.usgs.gov). They have 1 km of spatial resolution and a nominal accuracy of 1°C under clear sky conditions. Higher error (from 4°C to 10°C) could be expected in presence of clouds and heavy aerosols. The MODIS equatorial crossing times are: 10:30/22:30 for Terra day (descending)/night (ascending), and 13:30/01:30 for Aqua day (ascending)/night (descending). Figure 5.1 also displays maps of 1-km MODIS LST Aqua day (top right) and 25-km SMOS BEC L3 SM (bottom right) over the Iberian Peninsula, both time-averaged during the study period. Note the different size of MODIS and SMOS pixels.

### 5.2.3 HidroMORE model

The real or actual evapotranspiration ($ET_a$) during 2014 is obtained from the HidroMORE hydrological model [Sánchez et al., 2010, 2012a]. It is an operational distributed model based on the water balance equation [Allen et al., 1998]. HidroMORE provides daily estimates of deep percolation ($DP$), water storage ($WS$) and ET after considering effective precipitation ($P$), surface runoff ($RO$) and irrigation ($IRR$):

$$P + IRR - RO - ET - DP = \pm \Delta WS,$$  \hspace{1cm} (5.1)

where $\pm \Delta WS$ is a residual of the balance and expresses the rate of change in soil moisture content or water storage [mm]. The calculation in Eq. (5.1) accounts for the effective root zone.

The estimation of $ET_a$ is based on the dual crop coefficient–reference ET methodology [Allen et al., 1998]:

$$ET_a = ET_0(K_sK_c + K_e),$$  \hspace{1cm} (5.2)

where $ET_0$ stands for the reference or potential evapotranspiration, $K_s$ is the water stress coefficient, $K_c$ is the basal crop coefficient, and $K_e$ is the soil evaporation coefficient. The $K_c$
is calculated on the basis of the daily NDVI retrieved from temporal series of optical imagery (NDVI–$K_{cb}$ approach), $K_c$ is computed from the Food and Agriculture Organization (FAO) water balance procedure, and water stress conditions are applied to estimate $K_s$. The outputs of HidroMORE are obtained at the same spatial resolution than the optical images used to derive the NDVI.

The $K_{cb}$ approach has been previously applied with different formulations (linear and exponential) and also using different indirect growing parameters, such as the Leaf Area Index (LAI), the Fractional Vegetation Cover (FVC) or the NDVI. Results show that the linear approach is adequate for SM estimation at the root zone, which is denoted by $\pm \Delta W_s$ (see Eq. (5.1)). The $ET_a$ differences produced by the indirect growing parameter are lower than 3 mm of the total annual $ET_a$ [Sánchez et al., 2012c]. Ground-based SM measurements from REMEDHUS have also been used for validating these results [Mahmood & Hubbard, 2007]. The higher correlations obtained between in situ SM and HidroMORE SM at the root-zone ($R \approx 0.78$ to 0.95) indicate that the model was well calibrated and working correctly [Sánchez et al., 2012c].

5.2.4 SMOS/MODIS SM downscaling algorithm

A SMOS/MODIS SM downscaling algorithm based on the LST–NDVI relationship was proposed by Piles et al. [2011] proposed. The algorithm uses a linear regression linking model to relate the coarse resolution (~40 km) SMOS SM and $T_B$ at horizontal polarization in a single incidence angle ($\theta_i=42.5^\circ$) with the high resolution (~1 km) MODIS LST and NDVI. Later, the impact of adding multi-angular observations and full-polarimetric information to the linking model was evaluated in Piles et al. [2012]. Finally, the algorithm was modified with a remarkable improvement in the modeling, including the $T_B$ at horizontal (H-pol) and vertical (V-pol) polarizations, and three incidence angles. The updated linear linking model for relating the variables across spatial scales can be expressed as [Piles et al., 2014]:

$$sm = a_0 + a_1 LST_N + a_2 NDVI_N + \sum_{i=1}^{3} a_{3i} T_{BH}(\theta_i)_N + \sum_{i=1}^{3} a_{4i} T_{BV}(\theta_i)_N,$$  

(5.3)

where $a_0$, $a_1$, $a_2$, $a_{3i}$ and $a_{4i}$ are the regression coefficients, $sm$ stands for SM, $LST_N$ is the normalized LST, $NDVI_N$ is the normalized NDVI, and $T_{BH}(\theta_i)_N$ and $T_{BV}(\theta_i)_N$ are the normalized H-pol and V-pol brightness temperatures, respectively, at incidence angles $\theta_i = 32.5^\circ$, $42.5^\circ$, and $52.5^\circ$. The normalization of each variable is performed for a specific SMOS morning/afternoon pass and scene, using:

$$X_N = \frac{X - X_{min}}{X_{max} - X_{min}},$$  

(5.4)

where $X$ corresponds to the variable itself, and $X_{min}$ and $X_{max}$ are its minimum and maximum values.

The use of NDVI and others VI from ShortWave InfraRed (SWIR) at different spatial (500 m vs. 1 km) and temporal (8 days vs. 16 days) resolutions was explored in Sánchez-Ruiz et al. [2014]. Nowadays, the approach of Piles et al. [2014] is the operational disaggregation algorithm used to produce daily 1-km SM maps over the Iberian Peninsula (SMOS BEC L4 SM products). In its first version (SMOS BEC L4 SM v.1), the SMOS SM was combined with the closest MODIS LST acquisition: SMOS morning (6:00) with MODIS LST Aqua night (1:30) or Terra day (10:30), and SMOS afternoon (18:00) with MODIS LST Aqua day (13:30) or Terra night (22:30). During their validation with in situ data, the SMOS BEC L4 SM v.1 products in the afternoon passes showed better temporal correlations than in the morning passes ($R_{Terra} \approx 0.30$ to 0.70/0.37 to 0.78 and $R_{Aqua} \approx 0.31$ to 0.64/0.49 to 0.73 for morning/afternoon passes). The use of MODIS LST Terra day was preferred, although results from downscaled SM maps using LST Aqua were broadly consistent [Piles et al., 2014].
5.3 Methodology

5.3.1 Analysis of SM–LST relationship

Ground-based SM measurements from the REMEDHUS network have been time-averaged to mimic the instantaneous SM acquired during SMOS morning/afternoon passes over the region. Ground-based LST measurements at a variety of acquisition times have also been selected, leading to six LST-derived parameters: i) instantaneous \( T_i \), ii) daily mean \( T \), iii) daily median \( T_{med} \), iv) daily maximum \( T_{max} \), v) daily minimum \( T_{min} \), and vi) diurnal range \( \Delta T = T_{max} - T_{min} \).

Regarding satellite data, the four 25-km SMOS L3 SM pixels covering the REMEDHUS area have been extracted in both morning and afternoon SMOS passes. In the case of MODIS LST, all 1-km MODIS LST pixels (≈552 to 576) within the corresponding SMOS pixel have been averaged in order to obtain four aggregated 25-km LST pixels per each MODIS platform (Terra and Aqua) and overpass (day and night). The aggregated 25-km MODIS pixels with a LST lower than -5°C have been filtered to screen out measurements affected by frozen soil. In addition, a 3-day averaging window has been applied to SMOS and MODIS data to reduce the noise in the time-series. The longitude of the averaging window corresponds to the SMOS revisit time. It has been checked that this averaging does not affect results and neither conclusions obtained from satellite data analysis.

In order to evaluate the SM–LST relationship, the temporal correlation of the two variables has been computed at the daily and at the seasonal scale for two different scenarios: i) in situ SM and LST from the REMEDHUS stations and ii) satellite SMOS SM and MODIS LST over the REMEDHUS network. As SM and LST annual cycles are expected to be highly related, their anomaly values have been used to detrend the time-series and perform a separate analysis. The anomaly has been obtained by subtracting the mean seasonal cycle of each variable, which represents the annual cycle. This mean seasonal cycle (or seasonal climatology) has been computed as the monthly mean value of the variable during the entire study period. In all cases, non-significant correlations (\( p_{value} > 0.05 \), at the 95% of significance level) have been discarded.

Normalized occurrence frequency density diagrams of the SM–LST space of both in situ and satellite data have also been computed.

5.3.2 Analysis of SM–LST coupling/decoupling and critical SM

The temporal evolution of SM and LST has been analyzed using time-series of in situ and satellite observations together with the daily mean precipitation. The latter is computed from the average of the four weather stations located within the REMEDHUS area. A method to get an estimate of the critical SM, i.e., the SM value at the SM–LST coupling/decoupling transitions, is proposed. As a first step, both SM and LST time-series are normalized using Eq. (5.4). As a second step, the SM–LST transition points are identified as those in which the normalized SM and LST have a difference of less than 0.01. Then, the SM and LST values of these transition points are denormalized to compute their maximum, minimum, mean and standard deviation. The critical SM and its uncertainty can be inferred from these statistics.

5.3.3 Analysis of water/energy-limited ET regimes

In this study, 11 images from Landsat 8 at Level 1T during 2014 have been used in the HidroMORE simulation. Firstly, we have obtained reflectances at the top of the atmosphere (TOA). They have been converted to bottom of the atmosphere (BOA) reflectances through a relative atmospheric correction and the NDVI has been obtained and cloud-masked at a spatial resolution of 30 m. Later, the NDVI maps from Landsat together with other datasets, such as a land cover map at the same spatial resolution, climatic data and soil data, have been used as input for HidroMORE. The climatic data has been obtained from the REMEDHUS
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weather stations. The soil database came from the Sistema de Información Agroclimática para el Regadío (SiAR) service of the Spanish Ministry of Agriculture, Food and Environment (http://eportal.magrama.gob.es/websiar/Inicio.aspx).

A linear relationship between the basal crop coefficient $K_{cb}$ and NDVI has been computed. This NDVI–$K_{cb}$ approach has been applied in the HidroMORE simulation as follows:

$$K_{cb} = 1.36 \cdot \text{NDVI} - 0.03. \quad (5.5)$$

The water balance has been calculated for each day and cell, and results at each REMEDHUS station location have been extracted. Runoff has not been considered in this simulation, owing that in this area, the topographic features and the soil properties make the infiltration the predominant process. HidroMORE considers the root-zone soil layer and calculates SM and $ET_a$, but our interest lies in the comparison between ET and the SM at the surface layer. Thus, the SM at root-zone from HidroMORE has not been used.

Since the SM–LST coupling/decoupling periods are an indicator of a different ET regime (water-limited or energy-limited, respectively), the behaviour of the ET has been studied over the year 2014, comparing the mean potential evapotranspiration ($ET_0$) of the four weather stations from the REMEDHUS network with the actual evapotranspiration ($ET_a$) obtained from the HidroMORE hydrological model. The correlation between the $ET_a$ from HidroMORE and SM from REMEDHUS has also been analyzed for the different ET regime periods during 2014.

5.3.4 Validation of disaggregated SM estimates

The SMOS/MODIS SM downscaling algorithm of Piles et al. [2014] has been applied to produce eight datasets of daily 1-km disaggregated SM maps over the Iberian Peninsula during 2012 and 2013, using all possible SMOS–MODIS combinations. These eight disaggregated SM estimates have been validated with ground-based data by means of Taylor diagrams that show the correlation (R), the standard deviation (std) and the unbiased Root Mean Square Difference (ubRMSD) respect to the REMEDHUS network. In addition, the in situ SM value of each REMEDHUS station has been compared with the 1-km SM pixel covering the corresponding station. During this validation, the following statistics have been computed, both at each station and at the network scale: i) correlation (R), ii) unbiased Root Mean Square Difference (ubRMSD), iii) bias, iv) slope estimated from a robust linear regression [DuMouchel & O’Brien, 1989], and days of coverage (N) along along two years. Statistical metrics at the network scale are computed after averaging all stations of the disaggregated SM estimates. The used statistics are widely employed to assess the accuracy of satellite-based SM estimates [Entekhabi et al., 2010a].

5.3.5 Analysis of coverage improvement

An averaged ensemble of four disaggregated SM datasets (using all available MODIS LST) has been produced for SMOS morning and afternoon passes. The ensemble has also been validated at each station and at the network scale using in situ data from the REMEDHUS network. Statistical scores have been compared with those obtained from the validation of disaggregated SM using MODIS LST Aqua day (the SMOS BEC L4 SM v.2 product), specially the days of coverage (N).
5.4 Results and discussion

5.4.1 Characterization of SM and LST over the study area

Figure 5.2 (left) shows the diurnal cycle of in situ SM (blue line) and LST (red line) observations from the REMEDHUS network during the study period (2011–2014) averaged over all stations. The error bar indicates the standard deviation (std) among the 21 stations. Note that the hourly mean LST exhibits a considerable diurnal range (from \( \sim 13^\circ C \) to \( \sim 19^\circ C \)), and the daily minimum and maximum LST (\( T_{min} \) and \( T_{max} \)) occur at 7 h and at 16 h, respectively. These times approximately correspond to the SMOS morning and afternoon passes over the REMEDHUS region. Additionally, the LST variability among the stations is higher when the LST is high (std \( \sim 2^\circ C \)) than when the LST is low (std \( \sim 1^\circ C \)). By contrast, the hourly mean SM remains almost constant (\( \sim 0.13 m^3/m^3 \)); its variation along the day is within the accuracy of the sensor, and the SM variability among the stations is low (std SM \( \sim 0.09 m^3/m^3 \)). The stability of the daily SM indicates that a unique SM value per day could be representative of the entire day, except when rainfall events occur. In this line, previous research studied the temporal evolution of SM in this region and verified its persistence for a few hours per day, and even during a few days [Martínez-Fernández & Ceballos, 2003]. Also, in a SMOS L2 SM validation study at the same area, no differences where detected between using the time-overpass or the daily average of the in situ SM values [Sánchez et al., 2012b].

The annual cycle of in situ SM and LST observations from the REMEDHUS network is displayed in Fig. 5.2 (right). The monthly mean of SM and LST present opposite behaviours, with the lowest SM and the highest LST during summer months (June, July and August), and the highest SM and the lowest LST during winter months (December, January and February). The SM annual cycle ranges from \( \sim 0.07 m^3/m^3 \) to \( \sim 0.2 m^3/m^3 \) and the LST annual cycle ranges from \( \sim 6^\circ C \) to \( \sim 27.7^\circ C \). The variability in SM is higher in winter (std SM \( \sim 0.12 m^3/m^3 \)) and lower in summer (std SM \( \sim 0.05 m^3/m^3 \)), whereas variability in LST is lower in winter (std LST \( \sim 0.8^\circ C \)) and higher in summer (std LST \( \sim 2^\circ C \)). These values are consistent with the temporal evolution of SM from the ground-based measurements from the last 15 years of data recorded in REMEDHUS and the climate type of this region [Martínez-Fernández & Ceballos, 2005].

The possible relation of SM and LST dynamic ranges with soil texture is explored in Fig. 5.3. For the case of SM (left), a very strong anticorrelation with the soil sand content (red asterisks, \( R=-0.93 \)) and a strong correlation with the soil clay content (blue crosses, \( R=0.86 \)) is observed. Two stations (H9 and M13) present a higher ∆SM compared with the other stations. This can be explained by the fact that they are forest-pasture stations. Also, they are located at the bottom of valleys where the water table is shallow in winter, and where occasional flooding occurs [Sánchez et al., 2012b]. In the case of LST (right), a non-significant correlation of LST dynamic range with the soil sand or clay content is found.
5.4.2 SM–LST relationship at the daily scale

The correlation of ground-based SM acquired at SMOS morning/afternoon passes and LST-derived parameters is shown in Fig. 5.4 (left). In the boxplot, the central mark indicates the median, and the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme data points not considered outliers, and the outliers are plotted individually using red crosses. Considering the entire study period, SM and LST variables are in general anticorrelated: if SM decreases, LST increases, and vice versa. This result agrees with those obtained in Fig. 5.2 (right). There is a single outlier with a very low correlation (R≈−0.2 to 0.1) corresponding to H7, a vineyard station that recorded extremely dry conditions (with SM ranging from 0 to 0.08 m³/m³ along the four years). In the morning passes, the anticorrelation values (in median) sorted from strong to weak are obtained for: daily maximum LST and daily mean LST (R_{T_{max}} ≈−0.71), daily median LST (R_{T_{med}} ≈−0.70), instantaneous LST and daily minimum LST (R_{T_{i},T_{min}} ≈−0.68), and LST diurnal range (R_{ΔT} ≈−0.59).

In the afternoon passes, the sorted R values are obtained for: daily median LST (R_{T_{med}} ≈−0.70), daily mean LST (R_{T_{max}} ≈−0.69), daily maximum LST and instantaneous LST (R_{T_{max},T_{i}} ≈−0.68), daily minimum LST (R_{T_{min}} ≈−0.66), and LST diurnal range (R_{ΔT} ≈−0.55). Note that the correlation obtained for instantaneous LST becomes equal to the correlation obtained for daily minimum LST in the morning, and equal to the correlation obtained for daily maximum LST in the afternoon. This could be due to T_i being closer in time and similar to T_{max} values at the morning, and to T_{max} values at the afternoon passes, respectively. Considering the percentiles and whiskers, the strongest anticorrelation is obtained for the daily maximum LST (T_{max}) both in morning and afternoon passes. This can be explained by the time of T_{max} being also the time of maximum potential evapotranspiration, i.e., when there is a higher atmospheric demand of water and the air turbulence (uplift) is maximum.

When analyzing the detrended in situ time-series, Fig. 5.4 (right) shows that, as expected, correlations are weaker than when using the variables directly. In the morning passes, the sorted R values (in median) from strong to weak are: LST diurnal range (R_{ΔT} ≈−0.33), daily maximum LST (R_{T_{max}} ≈−0.31), daily mean LST (R_{T_{max}} ≈−0.26), daily median LST (R_{T_{med}} ≈−0.25), and instantaneous LST and daily minimum LST (R_{T_{i},T_{min}} ≈−0.20). In the afternoon passes, the sorted R values are obtained for: LST diurnal range (R_{ΔT} ≈−0.31), instantaneous LST (R_{i} ≈−0.30), daily maximum LST (R_{T_{max}} ≈−0.29), daily mean LST and median LST (R_{T_{max},T_{med}} ≈−0.24), and daily minimum LST (R_{T_{min}} ≈−0.19). The strongest anticorrelation is obtained for the LST diurnal range both in morning and afternoon passes. This agrees with previous literature [Dai et al., 1999, Durre et al., 2000, Braganza et al., 2004], in which a relation between SM and near-surface air temperature diurnal range was reported. However, this air temperature is usually measured at 1.5 m above the ground level, not in the top 5 cm of the soil. Results indicate that maximum LST and LST diurnal range provide complementary information of the SM–LST relationship. Since results obtained at the SMOS morning and afternoon are very similar using both the direct variables and their anomalies, hereafter only results at morning passes are presented. In the in situ analysis, only daily maximum LST will be shown.
Figure 5.4: Correlation (R) of in situ SM acquired at the SMOS morning/afternoon passes and LST derived parameters (left) and their anomalies (right) during the study period for: i) instantaneous \(T_i\), ii) daily mean \(\bar{T}\), iii) daily median \(T_{med}\), iv) daily maximum \(T_{max}\), v) daily minimum \(T_{min}\), and vi) diurnal range \(\Delta T = T_{max} - T_{min}\). Outliers are depicted with red crosses.

Figure 5.5 (left) shows the correlation of SMOS SM at the morning passes and MODIS LST at different platforms and acquisition times over the REMEDHUS network during the study period. Correlations are less variable for satellite than for in situ observations, likely due to their different spatial scales; satellite observations represent the four 25-km pixels covering the REMEDHUS area whereas ground-based measurements are made at point scale. The correlation values obtained are: Terra day (R≈-0.68 in median), Terra night (R≈-0.54), Aqua day (R≈-0.70), and Aqua night (R≈-0.44). The strongest anticorrelations are obtained for MODIS LST day times, both for Terra and Aqua satellites. We hypothesize that MODIS LST from day overpasses captures better the spatial pattern induced by topography that may not be captured at night time. Note that the anticorrelation for Aqua day is slightly stronger than for Terra day. This can be explained by Aqua day passes being closer to \(T_{max}\) over the REMEDHUS region than Terra day passes. These results agree with those obtained with in situ data (see Fig. 5.4 (left)). Further research using a geostationary satellite as MSG SEVIRI, which has a temporal resolution of 15 min, would be needed to analyze the relationship of SM with LST diurnal range.

When analyzing the anomaly time-series, Fig. 5.5 (right) displays correlations that are weaker than using the direct variables in absolute value, as expected, but significant: Terra day (R≈-0.47 in median), Terra night (R≈-0.13), Aqua day (R≈-0.46), and Aqua night (R≈+0.17). Note that Terra/Aqua at night overpasses produce very weak correlations, suggesting that only Terra/Aqua at day times maintain their relationship with the SM under anomalous conditions. Similar behaviour is obtained at the afternoon passes (not shown).

Figure 5.5: Correlation (R) of SMOS SM at the morning passes and MODIS LST (left) and their anomalies (right) over the REMEDHUS network for different MODIS platforms and passes: i) Terra day, ii) Terra night, ii) Aqua day, and iv) Aqua night. Similar behavior is obtained at the afternoon passes.

Two-dimensional frequency density diagrams of in situ SM acquired at the SMOS morning passes and \(T_{max}\), and SMOS SM at the morning passes and MODIS LST Aqua day over the REMEDHUS network during the study period are displayed in Fig. 5.6. They inform of the frequency of occurrence of all SM–LST combinations. The normalized SM–LST space visually
shows the relationship between the two variables through its distributions. A triangular shape emerges from the SM–LST relationships, with sharper edges when using in situ data (left) than when using satellite data (right). This is likely to the fact that MODIS LST Aqua day is not acquired at the maximum daily LST time, when the strongest SM–LST correlation is obtained. It is important to note that MODIS LST measurements are obtained at the skin level whereas the ground-based LST observations are acquired at 0-5 cm below the land surface. Also, daily LST fluctuations are less pronounced with depth [Van De Griend et al., 1984]. These differences could explain the higher MODIS LST Aqua day than $T_{\text{max}}$ during very dry conditions (0–0.1 m$^3$/m$^3$).

Similar triangles are obtained at the afternoon passes (not shown) and when using Terra day, as shown in Appendix D (see Fig. D.1). The triangle (or trapezoid) was also obtained when plotting the LST–NDVI space, which is used to indirectly estimate SM from TIR observations [Carlson, 2007, Anderson et al., 2007, Sandholt et al., 2002, Petropoulos et al., 2009], or to disaggregate SM from the microwave/optical synergy [Piles et al., 2014, 2016b]. To also evaluate the SM–LST relationship in a larger area than the REMEDHUS network, an additional analysis at daily scale with satellite data is performed over the Iberian Peninsula, as shown in Appendix D (see Figs. D.2 and D.3). Only SMOS morning passes and MODIS LST Aqua day over the REMEDHUS network will be shown hereafter for the satellite analysis at the seasonal scale.

![Figure 5.6](image)

**Figure 5.6:** Normalized occurrence frequency density diagrams of in situ SM at the SMOS morning passes and $T_{\text{max}}$ (left), and SMOS SM at the morning passes and MODIS LST Aqua day (right) during the study period. Similar behaviour is obtained at the afternoon passes and/or using Terra day.

### 5.4.3 SM–LST relationship at the seasonal scale

The correlation of in situ SM at the SMOS morning passes and $T_{\text{max}}$ from the REMEDHUS network for each season is shown in Fig. 5.7 (left). Note that the strongest anticorrelation is obtained in autumn (September-October-November, SON) with $R \approx 0.68$ in median, followed by spring (March-April-May, MAM) with $R \approx 0.51$, and summer (June-July-August, JJA) with $R \approx 0.48$. Hence, the strongest SM–LST relationship is observed in transitional seasons (i.e., autumn and spring) because the SM is sufficiently dynamic to affect air temperature, and also LST. As expected from results explained in [Seneviratne et al., 2010], this result agrees with those obtained in [Miralles et al., 2012], where the SM–air temperature coupling was shown to be higher in transitional zones between wet and dry climates. However, a low correlation is obtained in winter (December, January, February, DJF) with $R \approx 0.30$. This suggests that SM and LST are not coupled during winter. This could also explain the low performance of disaggregated SM products based on soil evaporation efficiency models in winter [Merlin et al., 2012].

Figure 5.7 (right) shows the correlation between ground-based SM anomaly at the morning passes and $T_{\text{max}}$ anomaly for each season. A low correlation is also observed in winter ($R \approx 0.27$ in median) and the strongest anticorrelation is obtained in summer ($R \approx 0.49$), which is the driest season, followed by spring ($R \approx 0.43$) and autumn ($R \approx 0.31$). It can be related to the fact that, under very dry conditions, an increase of SM from an individual precipitation event has an important impact on LST, due to its low thermal inertia. Also, since ET is regulated by the SM content under water-limited conditions in summer, the SM increase produces an ET increase and
there is enough energy to maintain the high rate of ET until the SM content decreases. Obviously, this effect is less important in wet seasons, specially in winter, due to the lower available energy involved in the ET process and the higher thermal inertia. These results suggest that the annual cycle contains most of the SM–LST relationship information of transitional seasons, particularly in autumn. By contrast, the anomaly contains most of the SM–LST relationship information during summer. Similar behavior is obtained with in situ SM at the SMOS afternoon passes (not shown). Further research is needed to confirm these results in other regions with different climates.

Figure 5.7: Correlation (R) of in situ SM at the SMOS morning passes and \(T_{\text{max}}\) (left) and their anomalies (right) for each season: winter (December-January-February, DJF), spring (March-April-May, MAM), summer (June-July-August, JJA) and autumn (September-October-November, SON). Outliers are depicted with red crosses. Similar behavior is obtained with in situ SM acquired at the SMOS afternoon passes (not shown).

The correlation of SMOS SM at the morning passes and MODIS LST Aqua day for each season is displayed in Fig. 5.8 (left). In this case, all correlations are negative, including winter. The anticorrelations sorted from strong to weak are obtained in autumn (SON: R≈-0.69 in media), spring (MAM: R≈-0.66), summer (JJA: R≈-0.39) and winter (DJF: R≈-0.34). Thus, the transitional seasons also present the strongest anticorrelation and other seasons the weakest. We hypothesize that differences between in situ and satellite results during winter could be due to the more frequent presence of clouds than during other seasons, which produces a lower coverage and a higher LST uncertainty that could be up to 10°C. Another reason may be a side effect of the different spatial scales represented by the remotely sensed data and ground-based data.

Figure 5.8 (right) shows the correlation of the detrended spaceborne time-series. The sorted anticorrelations are obtained in spring (MAM: R≈-0.62), autumn (SON: R≈-0.61), summer (JJA: R≈-0.39) and winter (DJF: R≈-0.26). The lowest SM–LST relationship is obtained during winter, in agreement with results of Fig. 5.7 (right). Similar behavior is obtained with the afternoon passes and/or using Terra day (not shown).

Figure 5.8: Correlation (R) of SMOS SM at the morning passes and MODIS LST Aqua (left) and their anomalies (right) for each season: winter (December-January-February, DJF), spring (March-April-May, MAM), summer (June-July-August, JJA) and autumn (September-October-November, SON). Similar behaviour is obtained at the afternoon passes and/or using Terra day (not shown).
Normalized occurrence frequency density diagrams of \textit{in situ} SM at the SMOS morning passes and $T_{\text{max}}$ (top row), and SMOS SM at the morning passes and MODIS LST Aqua day (bottom row) are displayed in Fig. 5.9 for each season. Using \textit{in situ} data, SM exhibits a similar dynamic range in winter than in other seasons, but there is a very low dynamic range in $T_{\text{max}}$. Since there is a minimum thermal gradient of the soil in this area. This leads to the appearance of a line instead of a triangle in the SM–LST space. By contrast, satellite data have a higher dynamic range of LST Aqua day, showing a small triangle in the SM–LST space. The triangle shape is clearly visible in transition seasons (autumn and spring) both using \textit{in situ} and satellite data due to the high SM and LST dynamic ranges. In summer, it is better identified using \textit{in situ} than satellite data. Differences between ground-based and satellite data could be due to the different soil layer sensed by MODIS (skin) and captured by \textit{in situ} LST measurements (0-5 cm) as well as to the higher thermal inertia of ground-based observations, particularly in wet soils during winter. These results are consistent with those obtained in Fig. 5.7 and 5.8. Similar behavior is obtained at the afternoon passes and when using Terra day (not shown).

![Figure 5.9: Normalized occurrence frequency density diagrams of \textit{in situ} SM at the SMOS morning passes and $T_{\text{max}}$ (top row), and for SMOS SM at the morning passes and MODIS LST Aqua day (bottom row) for each season (by columns): winter (December-January-February, DJF), spring (March-April-May, MAM), summer (June-July-August, JJA) and autumn (September-October-November, SON), respectively. Similar behaviour is obtained at the afternoon passes and/or using Terra day (not shown).](image)

5.4.4 SM–LST coupling/decoupling and critical SM estimation

Figure 5.10 (top) shows time-series of \textit{in situ} SM at the SMOS morning passes and $T_{\text{max}}$ (blue and red solid lines, respectively), and SMOS SM at the morning passes and MODIS LST Aqua day (cyan and magenta dashed lines, respectively). Daily mean precipitation from the REMEDHUS network is also shown (bottom). Winter seasons defined as December, January and February (DJF) are shaded in light green colour. Although there is a different temporal resolution for \textit{in situ} and satellite data (daily vs. 3-day averages, respectively), both SM estimations are consistent with precipitation and capture wetting and drying events. The SMOS SM has a dry bias with respect to \textit{in situ} SM. This dry bias has been previously reported [Jackson et al., 2012, Sánchez et al., 2012b, González-Zamora et al., 2015] and remains almost constant along time. However, the MODIS LST Aqua day is very similar to $T_{\text{max}}$ during winter and is higher in other seasons, in agreement with results shown in Figs. 5.6 and 5.9. Note that the SM–LST relationship presents two different behaviours in both datasets. On one hand, there is SM–LST coupling (when SM decreases LST increases and vice versa), approximately corresponding to the spring, summer and autumn seasons, in which a strong anticorrelation is obtained ($R \approx -0.7$ to -0.4 from \textit{in situ}/satellite data in Figs. 5.7 and 5.8, respectively). This is related to a water-limited ET regime. On the other hand, there is SM–LST decoupling (when SM and LST do not show a clear relation between them) approximately corresponding to the winter
seasons, in which a weak correlation is obtained ($R \approx +0.30/R \approx -0.3$). This is related to an energy-limited ET regime. The discrepancy in the sign of the correlation during winter could be due to the different spatial scales represented by the remotely sensed data and ground-based data. In addition, SM–LST decoupling periods vary from one year to another and include, in most cases, around one month after and before the defined winter (DJF). Similar behavior is obtained at the afternoon passes and/or using Terra day (not shown). Time-series of the normalized variables used to determine the crossing points of SM and LST are included in Appendix D (see Fig. D.4).

Minimum, maximum, mean and standard deviation (std) of SM and LST values obtained at the SM–LST coupling/decoupling transitions are summarized in Table 5.1. Note that the same mean SM is estimated in both datasets (mean SM $\sim 0.12$ m$^3$/m$^3$), which corresponds to the critical SM over the study area. Taking into account its variability (in situ std SM $\sim 0.06$ m$^3$/m$^3$; satellite std SM $\sim 0.05$ m$^3$/m$^3$), the estimated critical SM remains within reasonable boundaries ($\sim 0.10$ to 0.16 m$^3$/m$^3$ vs. $\sim 0.08$ to 0.22 m$^3$/m$^3$). In addition, the estimated critical SM lies between WP and FC over the REMEDHUS network (WP $\sim 0.08$ m$^3$/m$^3$ and FC $\sim 0.16$ m$^3$/m$^3$) and is between the 50% and the 80% of FC ($\sim 75$%), in agreement with [Shuttleworth, 1993]. The proposed methodology could be an interesting technique to measure critical SM using remote sensing. In the SM–LST crossings, the mean LST from in situ (mean LST $\sim 16.4^\circ$C) has a good agreement with the mean LST from satellite data (mean LST $\sim 15.2^\circ$C). It is observed that spaceborne LST measurements have a higher upper limit (max. LST $\sim 32.7^\circ$C) than ground-based measurements (max LST $\sim 22.6^\circ$C). This can be explained by the fact that MODIS LST Aqua day observations have also a higher dynamic range than in situ observations, in agreement with results shown in Figs. 5.6 and 5.9. Considering the LST variability in both datasets (std LST $\approx 4.4$ to 5.9 $^\circ$C) the minimum LST value is also similar (in situ min. LST $\sim 12.4^\circ$C vs. satellite min. LST $\sim 8.4^\circ$C). Other regions with different climates should be analyzed in further research studies.

Table 5.1: Statistics obtained from SM–LST coupling/decoupling transitions.

<table>
<thead>
<tr>
<th></th>
<th>In situ data</th>
<th>Satellite data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SM $[m^3/m^3]$</td>
<td>$T_{\text{max}}$ $[^\circ\text{C}]$</td>
</tr>
<tr>
<td>minimum</td>
<td>0.10</td>
<td>12.4</td>
</tr>
<tr>
<td>maximum</td>
<td>0.16</td>
<td>22.6</td>
</tr>
<tr>
<td>mean</td>
<td>0.12</td>
<td>16.4</td>
</tr>
<tr>
<td>std</td>
<td>0.06</td>
<td>5.9</td>
</tr>
</tbody>
</table>
5.4.5 Critical SM and ET regimes during 2014

Figure 5.11 shows the monthly actual evapotranspiration ($ET_a$) from HidroMORE, the potential evapotranspiration ($ET_0$) and the in situ SM from the REMEDHUS network along year 2014. It can be observed that $ET_0$ and $ET_a$ are very similar in some months of the year (NDJF: November, December, January, and February) and the SM is larger than the estimated critical SM in Table 5.1. This result reveals an energy-limited ET regime. In this regime, the temperature regulates the ET, the $ET_0$ is very low since there is not enough energy and the $ET_a$ is almost able to reach its maximum possible value (i.e. $ET_0$) because there is enough SM (SM$>$estimated critical SM). Thus, the ET process is independent of the SM content and has an important dependence on the sensible heat flux, which impacts on the air temperature and the LST. By contrast, $ET_0$ and $ET_a$ have a different behaviour in the other months (MAMJJASO: March, April, May, June, July, August, September, and October) and the SM is lower than the critical SM, indicating a water-limited ET regime. In this case, the $ET_0$ increases from March to July and decreases from July to September, according to the temperature variation in this area. The $ET_a$ minimum is in August, corresponding to the minimum SM, and the driest month in semi-arid climates. The energy-limited and the water-limited periods found for 2014 approximately agree with the SM–LST transitions of Fig. 5.10 (top).
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**Figure 5.11:** Monthly actual evapotranspiration ($ET_a$, blue line) from HidroMORE, potential evapotranspiration ($ET_0$, red line), and SM (green line) from the REMEDHUS network along 2014.

Table 5.2 summarizes the correlation between daily in situ SM from the REMEDHUS network and $ET_a$ from HidroMORE, and the number of observations ($N$) for the energy-limited (NDJF) and water-limited (MAMJJASO) periods along 2014. As the persistence of SM is an important component in land–atmosphere interactions [Martínez-Fernández & Ceballos, 2003, Seneviratne et al., 2010], the correlation has been computed considering the delayed SM with respect to the $ET_a$ day (with a delay between 0 to 5 days, 0 days corresponds to the same day). In the energy-limited period, most correlation values are very weak ($|R| \leq 0.2$) and others are non-significant. This result supports the argument that there is not a clear relationship between the SM and $ET_a$ under energy-limited conditions due to SM–LST decoupling. Instead, correlations obtained in the water-limited period ($R$=0.54 to 0.62) reveal an important relation of SM and $ET_a$ due to SM–LST coupling. Since the SM of a particular day is related to the amount of previously lost water, the correlation increases considering the SM of one or two days after the $ET_a$ day. This result indicates that there is a temporal lag between the ET behaviour and its impact on the SM.
Table 5.2: Correlation (R) between $ET_a$ from HidroMORE and in situ SM from the REMEDHUS network, and number of observations (N) under energy-limited and water-limited conditions along 2014, considering the delayed SM with respect to the $ET_a$ day (delay=0,1,2,3,4 or 5 days). Non-significant correlation values ($p_{value} > 0.05$) are marked with an asterisk.

<table>
<thead>
<tr>
<th>Delay in SM respect to $ET_a$</th>
<th>Energy-limited (NDJF)</th>
<th>Water-limited (MAMJJASO)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R [days]</td>
<td>N</td>
</tr>
<tr>
<td>Same day</td>
<td>0.05*</td>
<td>120</td>
</tr>
<tr>
<td>1 day after</td>
<td>-0.07*</td>
<td>119</td>
</tr>
<tr>
<td>2 days after</td>
<td>-0.08*</td>
<td>118</td>
</tr>
<tr>
<td>3 days after</td>
<td>-0.17*</td>
<td>117</td>
</tr>
<tr>
<td>4 days after</td>
<td>-0.18</td>
<td>116</td>
</tr>
<tr>
<td>5 days after</td>
<td>-0.20</td>
<td>115</td>
</tr>
</tbody>
</table>

5.4.6 Validation of 1-km disaggregated SM estimates

Figure 5.12 shows the Taylor diagrams obtained from the validation of 1-km disaggregated SM estimates using all combinations of MODIS LST Terra/Aqua day/night with SMOS morning (left) and afternoon (right) passes at each REMEDHUS station. The std of the reference (depicted with a star) has been computed as the mean SM of the 21 REMEDHUS stations at morning and afternoon time-overpasses, respectively. The ubRMSD is measured with the dashed line circles around the reference, the std is measured with the pointed line arches, and the correlation (R) is measured with radial lines (not shown). In general, the disaggregated products using MODIS LST Terra day or Aqua day exhibit lower ubRMSD and higher correlation to ground-based measurements than the disaggregated product using MODIS LST Terra night and Aqua night. This agrees with results previously obtained in Fig. 5.5. Note that station H7 exhibits the highest ubRMSD (∼0.08 m$^3$/m$^3$) and the lowest correlation (R ∼0.30) compared to the other REMEDHUS stations (ubRMSD=0.04 to 0.06 m$^3$/m$^3$; R=0.55 to 0.85), in agreement with results from Fig. 5.7 (left). No significant differences are found between morning and afternoon passes. Since the disaggregated SM using MODIS LST Aqua day displays a lower std compared to the in situ reference (yellow star) than the disaggregated SM using Terra day, the use of MODIS LST Aqua day is recommended for producing these downscaled SMOS SM (the current SMOS BEC L4 SM v.2), independently of the SMOS time-overpass. However, MODIS LST Terra day can also be used in the downscaling SM algorithm when Aqua day is not available.

Figure 5.12: Taylor diagrams obtained from the validation of 1-km disaggregated SM estimates using MODIS LST Terra day (red triangles), Terra night (black circles), Aqua day (blue squares), and Aqua night (green diamonds) for each REMEDHUS station at the SMOS morning (left) and afternoon (right) passes.
Statistical scores (R, ubRMSD, bias, slope and coverage) obtained from the validation of the two 1-km disaggregated SM datasets using MODIS LST Aqua day are summarized in Tables 5.3 and 5.4 for morning and afternoon passes, respectively. In the analysis at the station scale, higher correlations are obtained for morning (R ≈ 0.36 to 0.83) than for afternoon passes (R ≈ 0.22 to 0.82). The ubRMSD is similar (ubRMSD = 0.04 to 0.10 m³/m³ vs. ubRMDS = 0.04 to 0.11 m³/m³) and the bias is also similar (bias = 0.16 to 0.08 m³/m³ vs. bias = 0.12 to 0.12 m³/m³). Slopes are slightly better for morning than for afternoon passes (s = 0.30 to 1.92 vs. s = 0.32 to 2.17). However, the coverage in the morning is lower than in the afternoon passes (N ≈ 155 to 202 days vs. N ≈ 174 to 228 days). Some REMEDHUS stations have a particular behavior, such as H9 and M13 with forest-pasture land use that have a higher ubRMSD (≈ 0.10 to 0.11 m³/m³) and bias (≈ 0.16 to 0.15 m³/m³), and a very low slope (s = 0.30 to 0.38) than the other stations. They are located in valley bottoms and flooded-prone areas, which could explain these differences. Additionally, H7 exhibit a very low correlation (R ≈ 0.22 to 0.36) compared to the other stations. This agrees with results obtained in Figs. 5.4 (left) and 5.12, where H7 behaves as an outlier. Station K4 presents a high slope (s ≈ 1.92 to 2.17). This could be explained by the change of land use respect to the previous years 2010 and 2011, when it was vineyard. In the analysis at the network scale, the correlations are similar (R ≈ 0.76 vs. R ≈ 0.78). The ubRMSD is also similar ubRMSD = 0.05 m³/m³ vs. ubRMDS = 0.06 m³/m³) and no bias is found. Slopes are better in morning (s ≈ 1.05) than in afternoon passes (s ≈ 1.20). Nevertheless, the coverage is higher in afternoon than in morning (N ≈ 278 days vs. N ≈ 310 days). Therefore, no significant differences are found between the analysis at the station and the network level. Statistics from the validation of the other six 1-km disaggregated SM estimates (with MODIS LST Aqua night, Terra day and Terra night) are summarized in Appendix D (see Tables D.1, D.2, D.3, D.4, D.5, and D.6).

Table 5.3: Statistics from the validation of 1-km disaggregated SM using SMOS SM at the morning passes and MODIS LST Aqua day: correlation (R), unbiased Root Mean Square Difference (ubRMSD), bias, slope (s), and coverage (N).

<table>
<thead>
<tr>
<th>Station</th>
<th>R</th>
<th>ubRMSD [m³/m³]</th>
<th>bias [m³/m³]</th>
<th>Slope s</th>
<th>N [days]</th>
</tr>
</thead>
<tbody>
<tr>
<td>E10</td>
<td>0.70</td>
<td>0.06</td>
<td>0.07</td>
<td>1.56</td>
<td>179</td>
</tr>
<tr>
<td>F6</td>
<td>0.78</td>
<td>0.04</td>
<td>-0.04</td>
<td>0.82</td>
<td>194</td>
</tr>
<tr>
<td>F11</td>
<td>0.82</td>
<td>0.04</td>
<td>0.03</td>
<td>0.97</td>
<td>176</td>
</tr>
<tr>
<td>H7</td>
<td>0.36</td>
<td>0.06</td>
<td>0.05</td>
<td>1.48</td>
<td>175</td>
</tr>
<tr>
<td>H9</td>
<td>0.73</td>
<td>0.11</td>
<td>-0.15</td>
<td>0.38</td>
<td>155</td>
</tr>
<tr>
<td>H13</td>
<td>0.68</td>
<td>0.05</td>
<td>-0.01</td>
<td>0.79</td>
<td>177</td>
</tr>
<tr>
<td>I6</td>
<td>0.51</td>
<td>0.05</td>
<td>0.06</td>
<td>1.42</td>
<td>167</td>
</tr>
<tr>
<td>J3</td>
<td>0.63</td>
<td>0.05</td>
<td>0.08</td>
<td>1.59</td>
<td>179</td>
</tr>
<tr>
<td>J12</td>
<td>0.80</td>
<td>0.04</td>
<td>-0.15</td>
<td>0.87</td>
<td>171</td>
</tr>
<tr>
<td>J14</td>
<td>0.73</td>
<td>0.04</td>
<td>0.03</td>
<td>0.86</td>
<td>170</td>
</tr>
<tr>
<td>K4</td>
<td>0.62</td>
<td>0.06</td>
<td>0.06</td>
<td>1.92</td>
<td>194</td>
</tr>
<tr>
<td>K9</td>
<td>0.76</td>
<td>0.04</td>
<td>0.03</td>
<td>1.24</td>
<td>165</td>
</tr>
<tr>
<td>K10</td>
<td>0.83</td>
<td>0.04</td>
<td>0.05</td>
<td>1.40</td>
<td>165</td>
</tr>
<tr>
<td>K13</td>
<td>0.54</td>
<td>0.07</td>
<td>-0.11</td>
<td>0.43</td>
<td>190</td>
</tr>
<tr>
<td>L3</td>
<td>0.70</td>
<td>0.04</td>
<td>0.02</td>
<td>1.21</td>
<td>179</td>
</tr>
<tr>
<td>L7</td>
<td>0.77</td>
<td>0.05</td>
<td>-0.08</td>
<td>0.53</td>
<td>202</td>
</tr>
<tr>
<td>M5</td>
<td>0.66</td>
<td>0.06</td>
<td>0.00</td>
<td>1.12</td>
<td>184</td>
</tr>
<tr>
<td>M9</td>
<td>0.71</td>
<td>0.05</td>
<td>-0.07</td>
<td>0.56</td>
<td>161</td>
</tr>
<tr>
<td>M13</td>
<td>0.73</td>
<td>0.10</td>
<td>-0.16</td>
<td>0.30</td>
<td>200</td>
</tr>
<tr>
<td>N9</td>
<td>0.76</td>
<td>0.05</td>
<td>-0.05</td>
<td>0.64</td>
<td>193</td>
</tr>
<tr>
<td>O7</td>
<td>0.73</td>
<td>0.04</td>
<td>0.01</td>
<td>0.67</td>
<td>170</td>
</tr>
<tr>
<td>Network</td>
<td>0.76</td>
<td>0.05</td>
<td>0.00</td>
<td>1.05</td>
<td>278</td>
</tr>
</tbody>
</table>
Table 5.4: Same as Table 5.3, but for afternoon passes and MODIS LST Aqua day.

<table>
<thead>
<tr>
<th>Station</th>
<th>R</th>
<th>ubRMSD [m$^3$/m$^3$]</th>
<th>bias [m$^3$/m$^3$]</th>
<th>slope</th>
<th>N [days]</th>
</tr>
</thead>
<tbody>
<tr>
<td>E10</td>
<td>0.73</td>
<td>0.06</td>
<td>0.11</td>
<td>1.59</td>
<td>201</td>
</tr>
<tr>
<td>F6</td>
<td>0.77</td>
<td>0.04</td>
<td>-0.02</td>
<td>0.80</td>
<td>219</td>
</tr>
<tr>
<td>F11</td>
<td>0.81</td>
<td>0.04</td>
<td>0.06</td>
<td>1.06</td>
<td>196</td>
</tr>
<tr>
<td>H7</td>
<td>0.22</td>
<td>0.06</td>
<td>0.09</td>
<td>0.72</td>
<td>205</td>
</tr>
<tr>
<td>H9</td>
<td>0.77</td>
<td>0.10</td>
<td>-0.11</td>
<td>0.35</td>
<td>181</td>
</tr>
<tr>
<td>H13</td>
<td>0.60</td>
<td>0.05</td>
<td>0.02</td>
<td>0.61</td>
<td>204</td>
</tr>
<tr>
<td>I6</td>
<td>0.36</td>
<td>0.05</td>
<td>0.09</td>
<td>0.78</td>
<td>190</td>
</tr>
<tr>
<td>J3</td>
<td>0.54</td>
<td>0.06</td>
<td>0.12</td>
<td>1.58</td>
<td>214</td>
</tr>
<tr>
<td>J12</td>
<td>0.81</td>
<td>0.04</td>
<td>-0.12</td>
<td>0.94</td>
<td>191</td>
</tr>
<tr>
<td>J14</td>
<td>0.74</td>
<td>0.04</td>
<td>0.05</td>
<td>0.94</td>
<td>200</td>
</tr>
<tr>
<td>K4</td>
<td>0.63</td>
<td>0.05</td>
<td>0.09</td>
<td>2.17</td>
<td>228</td>
</tr>
<tr>
<td>K9</td>
<td>0.70</td>
<td>0.04</td>
<td>0.06</td>
<td>0.80</td>
<td>189</td>
</tr>
<tr>
<td>L10</td>
<td>0.82</td>
<td>0.04</td>
<td>0.09</td>
<td>1.40</td>
<td>192</td>
</tr>
<tr>
<td>K13</td>
<td>0.74</td>
<td>0.05</td>
<td>-0.08</td>
<td>0.69</td>
<td>215</td>
</tr>
<tr>
<td>L3</td>
<td>0.63</td>
<td>0.05</td>
<td>0.05</td>
<td>0.97</td>
<td>198</td>
</tr>
<tr>
<td>L7</td>
<td>0.78</td>
<td>0.05</td>
<td>-0.05</td>
<td>0.57</td>
<td>227</td>
</tr>
<tr>
<td>M5</td>
<td>0.62</td>
<td>0.05</td>
<td>0.03</td>
<td>1.02</td>
<td>220</td>
</tr>
<tr>
<td>M9</td>
<td>0.67</td>
<td>0.04</td>
<td>-0.04</td>
<td>0.39</td>
<td>174</td>
</tr>
<tr>
<td>M13</td>
<td>0.71</td>
<td>0.10</td>
<td>-0.12</td>
<td>0.32</td>
<td>226</td>
</tr>
<tr>
<td>N9</td>
<td>0.79</td>
<td>0.04</td>
<td>-0.02</td>
<td>0.58</td>
<td>210</td>
</tr>
<tr>
<td>O7</td>
<td>0.78</td>
<td>0.04</td>
<td>0.03</td>
<td>0.63</td>
<td>190</td>
</tr>
</tbody>
</table>

Network | 0.78| 0.05 | 0.00 | 1.20 | 310 |

5.4.7 Coverage improvement

Scatter plots showing a comparison of the correlation (R, left), ubRMSD (middle) and bias (right) obtained from the validation of the disaggregated SM using MODIS LST Aqua day (the SMOS BEC L4 SM v.2 product) and the averaged ensemble of four disaggregated SM datasets are displayed in Fig. 5.13 for morning and afternoon passes. Note that the correlation (left) is similar in both SM estimates in the morning passes. Instead, it is slightly higher for the ensemble than for the disaggregated SM using Aqua day in the afternoon passes. However, in the analysis of the ubRMSD (middle), it is clearly seen that there is a lower ubRMSD for the disaggregated SM using Aqua day than for the ensemble both in the morning and afternoon passes. The bias (right) is similar considering both SM estimates and there are not significant differences between morning and afternoon passes. Results indicate that both SM estimates perform similar statistical scores, except for the ubRMSD, which is lower when only MODIS LST Aqua day is used in the SM downscaling algorithm.

Figure 5.13: Scatters of correlation (R, left), unbiased Root Mean Square Difference (ubRMSD, middle), and bias (right) from the validation of disaggregated SM using MODIS LST Aqua day, and the averaged ensemble of four disaggregated SM datasets at the SMOS morning (red asterisks) and afternoon (blue crosses) passes.
Statistical scores (R, ubRMS, bias, slope and coverage) obtained from the validation of the averaged ensemble of four disaggregated SM datasets are summarized in Tables 5.5 and 5.6 for morning and afternoon passes, respectively. They are compared with those obtained from the validation of the disaggregated SM using MODIS LST Aqua day (the SMOS BEC L4 SM v.2 product) in Tables 5.3 and 5.4. In the analysis at the station scale, the correlations are similar in the morning passes, but they are slightly higher for the ensemble than when only using MODIS LST Aqua day in the downscaling algorithm in the afternoon passes (Aqua day R≈0.36 to 0.83/0.22 to 0.82; ensemble R≈0.33 to 0.81/0.27 to 0.86 for morning/afternoon), in agreement with results obtained in Fig. 5.13 (left). The ubRMSD is slightly lower for the disaggregated SM using MODIS LST Aqua day than for the ensemble (Aqua day ubRMSD≈0.04 to 0.11/0.04 to 0.10 m$^3$/m$^3$; ensemble ubRMSD≈0.04 to 0.12/0.04 to 0.12 m$^3$/m$^3$), in agreement with results derived from Fig. 5.13 (middle). The bias is similar (Aqua day bias≈-0.16 to 0.08/-0.12 to 0.12 m$^3$/m$^3$; ensemble bias≈-0.17 to 0.10/-0.15 to 0.14 m$^3$/m$^3$), in agreement with results obtained in Fig. 5.13 (right). Better slopes are obtained when using only MODIS LST Aqua day for the disaggregation (Aqua day s≈0.30 to 1.92/0.32 to 2.17; ensemble s≈0.30 to 2.79/0.35 to 2.53). There is a coverage improvement of ~20 % when using the ensemble (Aqua day N≈245 to 292/174 to 224 days with ~25 % of coverage along two years; ensemble N≈303 to 335 to 346 with ~45 %). In the analysis at the network scale, the correlation is similar (Aqua day R≈0.76/0.78; ensemble R≈0.77/0.79) and the ubRMSD is equal (Aqua day ubRMSD≈0.05/0.05 m$^3$/m$^3$; ensemble ubRMSD≈0.05/0.05 m$^3$/m$^3$). The bias is higher for the ensemble in the afternoon passes (Aqua day bias≈0.00/0.00 m$^3$/m$^3$; ensemble bias≈0.04/0.04 m$^3$/m$^3$), but the slopes are similar (Aqua day s≈1.05/1.20; ensemble s≈1.04/1.21). Nevertheless, there is a coverage improvement of ~15 % when using the ensemble (Aqua day N≈278/310 days with ~40 % of coverage; all N≈385/411 days with ~55 %).

Table 5.5: Same as Table 5.3, but for the averaged ensemble at the morning passes.

<table>
<thead>
<tr>
<th>Station</th>
<th>R</th>
<th>ubRMSD [m$^3$/m$^3$]</th>
<th>bias [m$^3$/m$^3$]</th>
<th>Slope s</th>
<th>N [days]</th>
</tr>
</thead>
<tbody>
<tr>
<td>E10</td>
<td>0.75</td>
<td>0.05</td>
<td>0.08</td>
<td>1.57</td>
<td>306</td>
</tr>
<tr>
<td>F6</td>
<td>0.76</td>
<td>0.05</td>
<td>-0.04</td>
<td>0.96</td>
<td>323</td>
</tr>
<tr>
<td>F11</td>
<td>0.81</td>
<td>0.05</td>
<td>0.04</td>
<td>1.08</td>
<td>311</td>
</tr>
<tr>
<td>H7</td>
<td>0.33</td>
<td>0.07</td>
<td>0.08</td>
<td>1.93</td>
<td>319</td>
</tr>
<tr>
<td>H9</td>
<td>0.75</td>
<td>0.11</td>
<td>-0.16</td>
<td>0.33</td>
<td>303</td>
</tr>
<tr>
<td>H13</td>
<td>0.70</td>
<td>0.05</td>
<td>0.00</td>
<td>0.93</td>
<td>310</td>
</tr>
<tr>
<td>J6</td>
<td>0.61</td>
<td>0.06</td>
<td>0.08</td>
<td>2.79</td>
<td>322</td>
</tr>
<tr>
<td>J3</td>
<td>0.59</td>
<td>0.06</td>
<td>0.10</td>
<td>1.53</td>
<td>325</td>
</tr>
<tr>
<td>J12</td>
<td>0.79</td>
<td>0.04</td>
<td>-0.14</td>
<td>0.93</td>
<td>317</td>
</tr>
<tr>
<td>J14</td>
<td>0.75</td>
<td>0.05</td>
<td>0.04</td>
<td>1.03</td>
<td>310</td>
</tr>
<tr>
<td>K4</td>
<td>0.69</td>
<td>0.06</td>
<td>0.08</td>
<td>2.21</td>
<td>329</td>
</tr>
<tr>
<td>K9</td>
<td>0.76</td>
<td>0.05</td>
<td>0.04</td>
<td>1.14</td>
<td>311</td>
</tr>
<tr>
<td>K10</td>
<td>0.81</td>
<td>0.05</td>
<td>0.07</td>
<td>1.44</td>
<td>320</td>
</tr>
<tr>
<td>K13</td>
<td>0.65</td>
<td>0.06</td>
<td>-0.11</td>
<td>0.63</td>
<td>335</td>
</tr>
<tr>
<td>L3</td>
<td>0.69</td>
<td>0.05</td>
<td>0.03</td>
<td>1.32</td>
<td>310</td>
</tr>
<tr>
<td>L7</td>
<td>0.77</td>
<td>0.05</td>
<td>-0.08</td>
<td>0.58</td>
<td>335</td>
</tr>
<tr>
<td>M5</td>
<td>0.71</td>
<td>0.05</td>
<td>0.01</td>
<td>1.19</td>
<td>324</td>
</tr>
<tr>
<td>M9</td>
<td>0.71</td>
<td>0.05</td>
<td>-0.07</td>
<td>0.70</td>
<td>313</td>
</tr>
<tr>
<td>M13</td>
<td>0.67</td>
<td>0.12</td>
<td>-0.17</td>
<td>0.30</td>
<td>333</td>
</tr>
<tr>
<td>N9</td>
<td>0.78</td>
<td>0.05</td>
<td>-0.06</td>
<td>0.68</td>
<td>331</td>
</tr>
<tr>
<td>O7</td>
<td>0.77</td>
<td>0.05</td>
<td>0.01</td>
<td>0.74</td>
<td>324</td>
</tr>
</tbody>
</table>

| Network | 0.77 | 0.05 | 0.00 | 1.04 | 385 |

Chapter 5. Microwave/optical synergy for multi-scale soil moisture sensing
5.5 Conclusions

Nowadays, most of radiometric soil moisture (SM) retrieval and disaggregation algorithms employ the instantaneous land surface temperature (LST). Alternative LST-derived parameters, such as the daily maximum LST, may provide a better representation of the SM–LST relationship than the instantaneous LST. To analyze this hypothesis, the SM and LST dynamics at daily and seasonal scales were evaluated using four years of data (2011–2014) from both in situ and satellite observations. The study site is the REMEDHUS network, located at the central part of the river Duero basin, in Spain. The objective was to better understand the fundamental SM–LST link and assess this relationship through the SM–LST coupling/decoupling, the evapotranspiration and the thermal inertia. The SM–LST interaction was studied with the direct variables in absolute values and with their anomalies, to separate out seasonality. Additionally, a validation of the eight 1-km disaggregated SM estimates using all possible combinations of SMOS SM morning/afternoon–MODIS LST Terra/Aqua day/night and an averaged ensemble with ground-based data was also performed using two years of data (2012–2013).

Considering the entire study period, SM and LST are, as expected, anticorrelated. At the daily scale, results from in situ data show that instantaneous SM exhibits stronger anticorrelation to daily maximum LST (R ≈ -0.7) than to the other LST-derived parameters (i.e., instantaneous LST, daily mean LST, daily median LST, daily minimum LST and LST diurnal range). When using satellite data, stronger anticorrelation is obtained between SMOS SM and MODIS LST Aqua (or Terra) day (R ≈ -0.5) than night (R ≈ -0.4 to -0.5). This is consistent with the in situ analysis, since the time of MODIS LST Aqua (or Terra) day is closer to the time of daily maximum LST, which is also the time of maximum potential evapotranspiration (i.e., when there is a higher atmospheric demand of water). For the anomaly time-series, results from in situ data show that LST diurnal range presents the strongest anticorrelation with SM (R ≈ -0.3), followed by daily maximum LST (R ≈ +0.3). This indicates that maximum LST and LST diurnal range provide complementary information on the SM–LST relationship. When using satellite data, the strongest anticorrelation is obtained with MODIS LST Aqua (or Terra) day (R ≈ -0.5). Further research using a geostationary satellite such as MSG SEVIRI with a temporal resolution of 15 min. would be needed to further evaluate the relationship of SM with LST diurnal range. In addition, the SM–LST space of the normalized occurrence frequency density diagrams display a triangular shape in both ground-based and spaceborne observations.
The seasonal dependency of the correlation was also studied. Results from \textit{in situ} data show a strong anticorrelation between instantaneous SM and daily maximum LST in spring, summer and autumn seasons ($R \approx 0.5$ to $-0.7$), revealing a SM–LST coupling. By contrast, a very low correlation is obtained in winter ($R \approx +0.3$), which indicates a clear SM–LST decoupling. When using satellite data, results confirm a SM–LST coupling in spring, summer and autumn ($R \approx 0.4$ to $-0.7$), and a SM–LST decoupling in winter ($R \approx -0.3$). For the anomaly time-series, the highest correlation is obtained in summer for \textit{in situ} data ($R \approx -0.5$). This can be related to the fact that an increase of SM from an individual precipitation event has an important impact on LST in very dry conditions due to its low thermal inertia. Differences in the correlation during winter with the direct variables and during summer with the anomalies could be due to the different spatial scales represented by the remotely sensed and ground-based data. Similar conclusions could be extracted from the normalized occurrence frequency density diagrams displayed per seasons, where the triangular shape is better defined in transitional seasons (autumn and spring) due to the higher dynamic range of SM and LST.

Collocated SM and LST time-series display SM–LST coupling periods, approximately corresponding to spring, summer and autumn, and SM–LST decoupling periods, approximately corresponding to winter. These two behaviors can be identified in both \textit{in situ} and satellite measurements. A method to estimate the critical SM from the crossing points of these SM–LST coupling/decoupling transitions was proposed. A critical SM of $\sim 0.12$ m$^3$/m$^3$ is estimated using both \textit{in situ} and spaceborne observations. This value is consistent with field measurements of soil field capacity and wilting point.

Since the SM–LST coupling/decoupling periods are related to water/energy-limited regimes, respectively, the temporal evolution of the evapotranspiration is further analyzed for a specific year (2014). The actual evapotranspiration is simulated using the regional hydrological model HidroMORE. The correlation between the daily SM and the modeled actual evapotranspiration $ET_a$ confirm that SM and $ET_a$ only interact under water-limited conditions (with $R \approx -0.6$) with a temporal lag between them of 2–3 days. A non-significant correlation between SM and $ET_a$ is observed under energy-limited conditions.

When validating the 1-km disaggregated SM estimates, higher correlation and lower $ubRMSD$ and std are obtained in the Taylor diagrams when using MODIS LST Aqua (or Terra) day than when using Aqua (or Terra) night in the SM downscaling algorithm. This agrees with results derived from the analysis of the SM–LST relationship. Therefore, the use of MODIS LST Aqua (or Terra) day for SM downscaling is recommended.

Considering the statistical scores of the 1-km disaggregated SM using MODIS LST Aqua day at the network scale, the correlation, $ubRMSD$ and bias are similar both for morning and afternoon passes ($R \approx 0.76$ to 0.78, $ubRMSD \approx 0.05$ m$^3$/m$^3$ and bias $\approx 0$ m$^3$/m$^3$). Better slopes are obtained for morning than for afternoon ($s \approx 1.05$ vs. $s \approx 1.20$), and lower coverage is found in the morning than in the afternoon (N$\approx 278$ vs. N$\approx 310$), but this difference in coverage is low ($\sim 5\%$). These results reveal that no significant differences are obtained between morning and afternoon passes. Similar results are obtained at the station scale. Comparing these statistics with those obtained from the averaged ensemble, similar correlation, $ubRMSD$, bias and slopes are obtained at the network scale ($R \approx 0.76$ to 0.78, $ubRMSD \approx 0.05$ m$^3$/m$^3$, bias $\approx 0$ m$^3$/m$^3$ and $s \approx 1.04$ to 1.21). At the station scale, the $ubRMSD$ is slightly lower in the disaggregated SM using MODIS LST Aqua day than in the ensemble (Aqua day $ubRMSD \approx 0.04$ to 0.11 m$^3$/m$^2$; ensemble $ubRMSD \approx 0.04$ to 0.12 m$^3$/m$^3$). However, there is a coverage improvement of $\sim 15–20\%$ in the ensemble respect to the disaggregated SM using MODIS LST Aqua day.

This study contributes to furthering present knowledge of SM and LST interactions in land surface, hydrological and climate models. Results presented could be applicable to microwave/optical synergistic SM retrieval algorithms and, particularly, for the improvement of applications based on the SM–LST link, related to evapotranspiration. Also, an ensemble composed of an average of all available disaggregated SMOS/MODIS SM data could be useful for enhancing the coverage. Further research is needed to study the possible dependency of the different Earth’s land covers/climate types in the SM–LST relationship, and also to analyze this relationship and
the performance of the disaggregated SM using geostationary LST data. Nevertheless, the application of geostationary LST data to an operational SM disaggregation algorithm requires more time and a higher computation capacity than the use of the averaged ensemble from MODIS.
Chapter 6

Passive and active microwave vegetation parameters

Passive sensors (radiometers) consist only of a receiver that measures the radiation naturally emitted from the scene under observation, while active sensors (radars) consist of a transmitter and a receiver that measures the signal that is reflected, refracted or scattered. Microwave observations between 1 and 10 GHz are sensitive to SM, but are also sensitive to vegetation characteristics [Jackson & Schmugge, 1991]. Traditional passive soil moisture (SM) retrieval algorithms require \textit{a priori} vegetation information as ancillary input, which is partially or fully used to correct for the attenuation and scattering effects of the plant canopy on the observed signal. The ancillary vegetation information is usually land cover-based or derived from optical visible/infrared (VIS/IR) indices, as occurs in both SMOS [Kerr et al., 2012, 2016] and SMAP [O’Neill et al., 2015, Chan et al., 2016].

Based on the degrees of information framework [Konings et al., 2015], a new multi-temporal dual-channel algorithm (MT-DCA) has recently been developed for simultaneous retrievals of SM and vegetation optical depth (VOD), together with a static single-scattering albedo ($\omega$), all based on microwave measurements alone and without reliance on optical information or land use assumptions. This approach uses time-series of passive L-band observations in a single incidence angle at both polarizations [Konings et al., 2016]. Hence, it is applicable to the three L-band missions: SMOS, Aquarius and SMAP. The first year of passive SMAP data was processed with the latest implementation of MT-DCA and the results are very optimistic to be an alternative to traditional approaches [Piles et al., 2016a].

6.1 State of the art

Whether with multi-angular or with fixed-angle measurements, passive microwave SM retrievals are generally based on the $\tau$-$\omega$ model [Mo et al., 1982] (see Eq. (2.72)). In this model, two parameters are used to describe how the vegetation affects the observed signal: i) tau ($\tau$) or vegetation optical depth (VOD), and ii) single-scattering albedo ($\omega$). These two parameters characterize the absorption and the scattering effects, respectively, within the vegetation canopy and must be accounted for in SM retrieval algorithms (see Subsection 2.3.8).

VOD is usually assumed to be linearly related to the total vegetation water content (VWC) (see Eq. (2.74)). Although SMOS algorithm attempts to retrieved VOD based on the multi-angular information, \textit{a priori} VOD value based on optical data is used when not enough angular measurements are available [Kerr et al., 2012, Rahmoune et al., 2013, Kerr et al., 2016]. The SMAP algorithm estimates VOD based on a Normalized Difference Vegetation Index (NDVI) climatology, which does not provide interannual variability of VWC or variations in hydraulic state
Depending on recent water supply [O'Neill et al., 2015, Chan et al., 2016]. The $\omega$ is commonly set to a constant value, either global or land cover dependent, in both the SMOS [Kerr et al., 2012, 2016] and SMAP [O'Neill et al., 2015, Chan et al., 2016] algorithms.

Active vegetation measurements are also sensitive to vegetation scattering and water content. At L-band, cross-polarized backscattering observations ($\sigma_{HV}$) are relatively insensitive to SM [Le Toan et al., 1992, Dubois et al., 1995], and can thus be potentially used as a vegetation indicator analogous to VOD. In addition, a previous study has used the Radar Vegetation Index (RVI) as an indicator of vegetation growth [Kim & Van Zyl, 2009]. Also, vegetation indices from radar observations were evaluated to represent VWC with a ground-based SMAP simulator [Srivastava et al., 2015b]. Recently, a relationship between the MT-DCA VOD retrievals and $\sigma_{HV}$ has been found using three years of Aquarius data. Although validations at the spatial scale of Aquarius (~100 km) are difficult, the VOD based on passive observations and the VOD predicted by active measurements are comparable globally [Rötzer et al., In review]. These studies suggest the potential of using combined active-passive microwave vegetation parameters.

In this study, the MT-DCA is applied to the radiometer observations acquired by the Passive/Active L-band Sensor (PALS) [Wilson et al., 2001] during the SMAP Validation Experiment 2012 (SMAPVEX12) campaign [McNairn et al., 2015]. In situ SM and vegetation measurements as well as satellite vegetation observations are used for validating MT-DCA retrievals. The main objective is to explore the possible relationships between retrieved airborne radiometer-based VOD and $\omega$ and co-located radar measurements. The relations obtained may be used to provide a better representation of VOD and $\omega$ in passive SM retrievals, which are at present estimated using optical VIS/IR vegetation indices. This may be of special interest in multi-resolution active-passive systems, where the link to the radar measurement allows estimation of these vegetation properties at high resolution. The content of this Chapter has been published in a journal [Pablos et al., Submitted]

### 6.2 Datasets

#### 6.2.1 SMAPVEX12: Satellite and in situ data

The SMAPVEX12 campaign took place in Southern Manitoba (Canada), in the Red River watershed, around the town of Elm Creek (see Fig. 6.1). This region was selected due to its wide range of soil and vegetation conditions, with clay soil in the East (agricultural use), and loam and sandy loam soils in the West (forested area and some agricultural fields). These diverse conditions lead to significant spatial and temporal variability of SM and vegetation cover which are ideally suited for field campaigns that are limited in duration and extent. SMAPVEX12 was carried out during the growing season, from June 7 to July 19, 2012 (6 weeks).

A land cover classification map of the SMAPVEX12 region at 20 m of spatial resolution, derived from satellite images of the RADARSAT-2, Système Pour l’Observation de la Terre (SPOT-4), and DMC International Imaging Ltd (DMCi) [McNairn et al., 2014], is shown in Fig. 6.1. The principal domain, enclosed in the black rectangle, is 70.4 km long x 12.8 km wide, covering an area of approximately a SMAP radiometer pixel at coarse resolution (36 km). It can be divided in 22 square cells of 6.4 km of side, which are close to a SMAP pixel at medium (M) resolution (9 km) of the active-passive baseline.

The land cover data are used to estimate the fraction of agricultural crop cover for each M-scale pixel. The agricultural crop types include forage, barley, oat, rye, triticale, wheat, corn, canola/rapeseed, flaxseed, sunflowers, soybeans, peas, potatoes, other vegetables, and berries. Figure 6.2 shows the agricultural fraction of each M-cell (in percent, from dark green to red), where two groups can be clearly distinguished: <50% (from 1 to 10) and >50% (from 11 to 22) of agricultural fraction. This classification approximately follows soil texture regions [McNairn et al., 2015]. Cells with more agricultural activity are located in regions with more clay content. Natural vegetation and trees dominate the remainder of the domain. The contrast
of forest and cropland are important to interpreting the temporal and spatial patterns of the retrieved vegetation parameters.

Figure 6.1: SMAPVEX12 experimental site in the Red River watershed, Southern Manitoba, in Canada. The spatial domain shows the 22 M-cells. The land cover classification displays areas with agricultural (red) and natural vegetation or forests (green). The location of the 8 weather stations (yellow points) and the 60 field samples (blue triangles) is marked.

Figure 6.2: Map of agricultural fraction (%) of each M-cell of the SMAPVEX12 domain.

Satellite maps of VWC at very high resolution (5 m), based on the Normalized Difference Water Index (NDWI) from SPOT and RapidEye instruments are obtained during the field experiment [Cosh, 2014]. In this study, all VWC\textsubscript{NDWI} pixels within the same M-cell are averaged.

During the SMAPVEX12 experiment, \textit{in situ} data was collected over 55 agricultural fields [Wiseman \textit{et al.}, 2014a,b] and 5 forested fields [Moghaddam & Berg, 2014], both depicted with blue triangles in Fig. 6.1. The crop type distribution of the agricultural fields is: 19 soybeans fields, 16 cereal (13 spring wheat, 1 oat and 2 winter wheat), 8 corn, 7 canola, 4 pasture, and 1 forage. The mean crop height along time, obtained after averaging all data samples within the same M-cell, is used in this study. The forested sites are a mix of broadleaf forest and perennial grasslands and pastures. The main tree species included are Trembling Aspen, Bur Oak and Balsam Poplar. The mean height of trees is between 6.6 and 10.1 m, and remains stable along time.

The SM ground sampling days were synchronized with the aircraft flight days. In the agricultural fields, 16 sampling observations, with 3 replicas of each sample point, were acquired to capture a representative soil moisture value of the field at 0–5 cm. In the forested sites, one sampling observation was selected to be representative of the entire site. For each day, all field observations within the same cell are averaged to obtain a single value at M-scale.
There are different weather stations around this area, but only stations within the domain or at less than 10 km of its edges are considered in this study. These are eight stations: Wingham Farms Ltd., Elm Creek A, Manitoba Water Stewardship Elm Creek, Spelling, Syngenta Portage la Prairie, Portage Southport, Carman U of M CS, and Agrotak Carman, marked with yellow circles in Fig. 6.1. The accumulated daily precipitation is computed as the sum of daily rain observations of these eight stations.

6.2.2 Airborne data from PALS

The airborne PALS instrument provides coincident radiometer and radar observations with an effective spatial resolution of ~1.3 km at a fixed 40° incidence angle. The radiometer operates at 1.413 GHz, measuring the brightness temperatures \( T_B \) at both horizontal (H-pol) and vertical (V-pol) polarizations [Colliander, 2014b]. The radar operates at 1.26 GHz and measures the backscatter cross-sections at H-pol \( \sigma_{HH} \), V-pol \( \sigma_{VV} \) and HV-pol \( \sigma_{HV} \) polarizations [Colliander, 2014a]. The land IR surface temperature is also measured.

PALS was flown over the SMAPVEX12 area on 17 deployments (spread over 43 days), following eight lines spaced 1.6 km apart along the largest dimension of the experimental domain. However, only 14 days have coincident and well-calibrated radiometer and radar data. PALS data were acquired at two different altitudes: high (1750 m) and low (1200 m). In this study the high altitude data are used since they cover an area equivalent to a SMAP radiometer pixel and allow replicating the SMAP active-passive measurement geometry. PALS observations within each cell are averaged for each flight-day to obtain active and passive datasets at M-scale.

6.2.3 Estimation of RVI

RVI is a normalized cross-polarization backscatter estimation. The cross-polar backscatter \( \sigma_{HV} \) has higher sensitivity to vegetation (i.e. volume scattering) than the co-polar backscatters \( \sigma_{HH} \) and \( \sigma_{VV} \) and is relatively insensitive to surface reflectivity and surface soil moisture [Le Toan et al., 1992, Dubois et al., 1995]. The RVI measures the volume scattering typically caused by structural elements of vegetation canopies (e.g., branches), independently of its greenness as [Kim & Van Zyl, 2009]:

\[
RVI = \frac{8\sigma_{HV}}{\sigma_{HH} + \sigma_{VV} + 2\sigma_{HV}},
\]

(6.1)

where radar backscatter values are expressed in units of power. RVI is an index that varies from 0 to 1, increasing with the amount of vegetation on the land surface. If the vegetation canopy is composed of long and randomly-oriented lossy dielectric cylinders (branches), the limiting values of \( \sigma_{HH} \) and \( \sigma_{VV} \) are the same and equal to three times \( \sigma_{HV} \) (then, RVI=1). Detailed information on RVI errors due to radar speckle noise and miscalibration can be found in McColl et al. [2014].

6.3 Methodology

6.3.1 Implementation of MT-DCA

The MT-DCA is based on the minimization of the quadratic difference between the observed and the modeled \( T_B \), for two consecutive passes, using two polarizations and a single look-angle, although it can be adapted to multi-angular observations. The modeled \( T_B \) are obtained from the modeled reflectivities, which are estimated using Fresnel equations [Ulaby & Long, 2014] and the measured IR surface temperature. Roughness effects are incorporated in the modeled reflectivity through the roughness parameter \( h_s \) using Eq. (2.68) [Choudhury et al., 1979]. The Root Mean Square (RMS) roughness measured in the field is \(~0.94\) cm, which corresponds to
a value of $h_s=0.31$ at the wavelength of the observations according to Eq. (2.69). A constant $h_s=0.31$ is therefore used in this study.

An updated implementation of the MT-DCA, which uses a gradient optimization technique, is applied to SMAPVEX12 $T_\text{B}$ time-series at H-pol and V-pol without use of ancillary data besides the IR surface temperature. Since PALS acquisitions started approximately at 6:30 A.M. local time, it is assumed that the vegetation temperature is in thermal equilibrium with the soil temperature [Hornbuckle & England, 2005]. In the algorithm, two consecutive observations are used to estimate two values of dielectric constant ($\epsilon_{\text{MT}}$) and one VOD$_{\text{MT}}$ (subscript denotes multi-temporal retrieval) at each M-cell for all possible $\omega$ values. Later, the $\omega_{\text{MT}}$ value per cell that minimizes the quadratic difference between the observed and the modeled MPDI is estimated (see Eq. (2.23)). Therefore, MT-DCA assumes a constant VOD between time-adjacent observations and a constant $\omega$ over the entire period of record. For SMAPVEX12 data, two consecutive observations of the same cell can be separated from 2 up to 5 days. The histogram and the map of the VOD differences between consecutive passes over the same cell are shown in Appendix E (see Fig. E.1). They have a mean of $7.3 \times 10^{-4}$ and a standard deviation (std) of 0.05. The elapsed time between time-adjacent observations is short enough to avoid major changes in vegetation conditions. However, some crops during the growing season may change enough to question the constant $\omega$ assumption along the study period.

The retrieved SM is obtained from the retrieved $\epsilon_{\text{MT}}$ after applying the Mironov mixing dielectric model [Mironov et al., 2009], using the in situ clay fraction data as input. This is the dielectric model currently adopted in SMOS and SMAP algorithms [Kerr et al., 2012, O’Neill et al., 2015].

6.3.2 Statistical analysis

In order to assess the impact of the vegetation cover on multi-temporal retrievals ($\text{SM}_{\text{MT}}$, VOD$_{\text{MT}}$ and $\omega_{\text{MT}}$), the entire analysis has been performed for all M-cells as well as for the combined groups of croplands and forests, according to the land cover classification.

The retrieved SM$_{\text{MT}}$ was compared to ground-based SM measurements for each M-cell and day. This analysis includes the computation of: i) correlation (R), ii) bias, iii) Root Mean Square Difference (RMSD), iv) unbiased RMSD (ubRMSD), and v) slope ($s$) estimated through a robust linear regression [DuMouchel & O’Brien, 1989]. They are the statistical metrics generally used to assess the accuracy of the satellite-based SM estimates [Entekhabi et al., 2010a]. It is important to note that certain cells (1, 2, 3, 5, 11, 14, 19, and 21) do not have field SM samples. Also, even though several ground-based observations are averaged per field and cell, there may still be representative error between the M-cell spatial domain and the in situ measurements. Nevertheless, all the statistics obtained were significant ($p_{\text{value}} < 0.05$, 95 % of significance level).

The retrieved VOD$_{\text{MT}}$ was analyzed for each day and M-cell. It was compared to co-located radar measurements $\sigma_{\text{HV}}$ and RVI, and also to satellite VWC$_{\text{NDWI}}$. In the comparison to active vegetation parameters, a robust linear regression fit was estimated. The $b$ parameter relating the VOD to VWC$_{\text{NDWI}}$ was also estimated and compared with the land-cover based $b$ values used in the SMAP mission [O’Neill et al., 2015]. Additionally, the covariability (as measured by R and RMSD) between the retrieved VOD$_{\text{MT}}$ and the VOD estimates (VOD$_{\text{sigma}}$, VOD$_{\text{RVI}}$, and VOD$_{\text{NDWI}}$) was analyzed.

The retrieved static $\omega_{\text{MT}}$ was compared to the land cover-based $\omega$ values used in the SMAP mission [O’Neill et al., 2015] as well as to the temporal mean of co-located radar measurements $\sigma_{\text{HV}}$ and RVI. Also, a robust linear fit was estimated with the radar parameters and statistical
scores (R and RMSD) between \( \omega_{MT} \) and the \( \omega \) estimates (\( \omega_{\sigma_{HV}} \) and \( \omega_{RV1} \)) were computed for all M-cells.

### 6.4 Results and discussion

#### 6.4.1 MT-DCA retrievals

The retrieved SM\(_{MT}\) for each cell (top) and accumulated daily precipitation (bottom) along time over SMAPVEX12 domain are shown in Fig. 6.3. The color bar indicates the agricultural fraction within each M-cell. Note the missing data on July 8 is due to the aircraft measuring only half of the SMAPVEX12 domain, specifically over even numbered cells. Cells with a higher agricultural area exhibit a larger dynamic range (SM\(_{MT}\) \( \approx \) 0.02 to 0.31 m\(^3\)/m\(^3\)) than the forested cells (SM\(_{MT}\) \( \approx \) 0.05 to 0.19 m\(^3\)/m\(^3\)). The higher SM content reached by croplands could be due to the larger soil clay content in these cells, which could lead to a higher water retention; the lower SM values could be, in turn, related to the higher absorption of the water content in the crop plants during the growing stages [Brouwer & Heibloem, 2001]. The temporal evolution of SM\(_{MT}\) is consistent with the daily precipitation, with a general decreasing trend during the summer period and rainfall events captured in June 16, June 22, July 4, July 12 and July 15.

![Figure 6.3: Retrieved SM\(_{MT}\) (top) and accumulated daily precipitation over the SMAPVEX12 domain (bottom) along time. The color bar indicates the agricultural fraction within each M-cell.](image)

Figure 6.4 displays the retrieved VOD\(_{MT}\) (top), mean crop vegetation height from \textit{in situ} measurements (middle) and accumulated daily precipitation (bottom) over SMAPVEX12 along time. Forested cells have the highest values (VOD\(_{MT}\) \( \approx \) 0.15 to 0.50, with a mean of 0.27) and agricultural cells the lowest (VOD\(_{MT}\) \( \approx \) 0 to 0.32, with a mean of 0.09). There are two distinctive peaks of VOD\(_{MT}\) in two different periods (from June 22 to July 3 and from July 8 to 14), which are more pronounced in croplands than in forests. In contrast, the crop height (ground-based measurements) are monotonically increasing. This result agrees with the fact that the experiment
was performed during the growing season and no harvesting was carried out [McNairn et al., 2015]. Therefore, there is a crop development and a biomass increase that appear to be affecting the VOD$_{MT}$ evolution, particularly in the last part of the study period. In addition, the two peaks of VOD$_{MT}$ approximately correspond to the two rainfall events with a certain delay implying an increase in water vegetation content but not height. This is explained by the fact that VOD$_{MT}$ does not immediate decline after the last rainfall event as stomatal closure acts to maintain relative water content. The relative water content effect on VOD$_{MT}$ is initially masked by continuing biomass growth. In a recent study, the global mean values of SMOS VOD over two years (2010-2011) are of 0.219 for croplands, 0.179 for grassland, 0.710 for evergreen broadleaf forest, and 0.575 for deciduous broadleaf forest [Cui et al., 2015b], which are higher than those obtained in this study. The possible reason for this discrepancy is the limited study period of the SMAPVEX12 field campaign, covering only a month and a half during summer 2012.

The retrieved ω$_{MT}$ for each M-cell is shown in Fig. 6.5, separating croplands (red circles) and forests (green triangles). In general, forested cells are grouped in the highest values of ω$_{MT}$ with a mean of 0.145, which indicates more vegetation density and microwave scattering due to the presence of woody trees in these areas. Agricultural cells have the lowest values of ω$_{MT}$ with a mean of 0.083. Note that these values are higher than those defined in the SMAP mission for broadleaf forests (ω=0.12) and grassland/croplands (ω=0.05). The retrieval of a static albedo may not be adequate in agricultural regions where significant crop growth can lead to albedo variations over time. However, the limited duration of the field experiment does not
allow a dynamic albedo retrieval. The dynamic albedo retrievals, using SMAP time-series with a modified MT-DCA method is under development and would be of special interest for croplands.

![Figure 6.5: Retrieved static $\omega_{MT}$ over the SMAPVEX12 domain for each M-cell. The mean $\omega$ of croplands (red line and circles) and forests (green line and triangles), and the SMAP $\omega$ values for broadleaf forests (pointed black line) and grasslands/croplands (dashed black line) are included.](image)

### 6.4.2 Soil moisture validation

A scatter plot of the retrieved $SM_{MT}$ and co-located \emph{in situ} SM observations is shown in Fig. 6.6. It includes linear regressions of all M-cells (black line), croplands (red line and circles) and forests (green line and triangles). A dry bias is evident in $SM_{MT}$, both in croplands and forests. The linear regression for croplands is close to the one obtained considering all cells.

![Figure 6.6: Comparison of retrieved $SM_{MT}$ and \emph{in situ} SM. The linear regressions of all M-cells (black line), croplands (red line and circles) and forests (green line and triangles) are included.](image)

Statistics obtained from the SM validation for all M-cells, and for croplands and forests separately, are summarized in Table 6.1. It also contains statistics for a particular group of M-cells (13, 15, 16 and 17), which were used in a previous study [Leroux \textit{et al.}, 2016]. Note that there is a stronger correlation in croplands ($R \sim 0.83$) than in forests ($R \sim 0.47$) and across all cells ($R \sim 0.78$). There is a large bias in all cases ($bias \approx -0.13$ to $-0.15$ m$^3$/m$^3$), as was already seen in Fig. 6.6. The RMSD and ubRMSD are lower in croplands ($\sim 0.134$ m$^3$/m$^3$ and $\sim 0.047$ m$^3$/m$^3$, respectively) than in forests ($\sim 0.157$ m$^3$/m$^3$ and $\sim 0.056$ m$^3$/m$^3$) and considering all cells ($\sim 0.141$ m$^3$/m$^3$ and $\sim 0.051$ m$^3$/m$^3$), indicating a better agreement with \emph{in situ} data for agricultural areas. Additionally, the slope is higher in croplands ($s \sim 0.66$) than in forests ($s \sim 0.57$) and considering all
cells ($s \sim 0.25$). This could be due to the lower number of in situ data samples available for the validation of forested cells, which may not be representative of the scales observed by the remote sensing data. In the particular group of M-cells, statistics obtained with MT-DCA ($R \sim 0.87$, $\text{ubRMSD} \sim 0.042 \text{m}^3/\text{m}^3$) have an important improvement relative to those obtained with the single-channel algorithm (SCA) approach ($R \sim 0.61$, $\text{ubRMSD} \sim 0.072 \text{m}^3/\text{m}^3$). However, the bias is lower using SCA (-0.056 m$^3$/m$^3$) than using MT-DCA (-0.110 m$^3$/m$^3$) [Leroux et al., 2016].

Table 6.1: Statistics from SM validation for all M-cells, croplands, forests, and group of M-cells$^*$.  

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>bias [m$^3$/m$^3$]</th>
<th>RMSD [m$^3$/m$^3$]</th>
<th>ubRMSD [m$^3$/m$^3$]</th>
<th>Slope s</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>0.78</td>
<td>-0.131</td>
<td>0.141</td>
<td>0.051</td>
<td>0.57</td>
</tr>
<tr>
<td>Croplands</td>
<td>0.83</td>
<td>-0.125</td>
<td>0.134</td>
<td>0.047</td>
<td>0.66</td>
</tr>
<tr>
<td>Forests</td>
<td>0.47</td>
<td>-0.146</td>
<td>0.157</td>
<td>0.056</td>
<td>0.25</td>
</tr>
<tr>
<td>Group of M-cells</td>
<td>0.87</td>
<td>-0.110</td>
<td>0.118</td>
<td>0.042</td>
<td>0.72</td>
</tr>
</tbody>
</table>

All statistics are significant ($p_{value} < 0.05$).  

$^*$Group of M-cells (13, 15, 16 and 17) used in a previous study [Leroux et al., 2016].

Figure 6.7 shows the mean in situ SM (blue line and asterisks) and SM$_{MT}$ (pink line and crosses) over the SMAPVEX12 region over time. The error bar indicates the std among the 22 M-cells. Both time-series exhibit the same behavior, although they have different mean values ($\approx 0.17$ to 0.35 m$^3$/m$^3$ for in situ and $\approx 0.06$ to 0.20 m$^3$/m$^3$ for multi-temporal retrievals). This bias is consistent with results shown in Fig. 6.6 and Table 6.1. Additionally, the spatial variability is lower in SM$_{MT}$ (std$\approx 0.02$ to 0.06 m$^3$/m$^3$) than using in situ SM observations (std$\approx 0.04$ to 0.08 m$^3$/m$^3$).

6.4.3 Comparison of passive and active vegetation parameters

The comparison between the retrieved VOD$_{MT}$ versus $\sigma_{HV}$ (top left), RVI (top right) and VWC$_{NDWI}$ (bottom) is shown in Fig. 6.8. It includes the linear regressions of all M-cells (black line), croplands (red line and circles) and forests (green line and triangles). A first-order polynomial seems to be adequate to represent the relationship of VOD$_{MT}$ to $\sigma_{HV}$ (with $\sigma_{HV}$ ranging between 0.004 and 0.059 in linear units, which approximately corresponds to the global dynamic range) and for the relationship of VOD$_{MT}$ to RVI (with RVI ranging between 0.43 and 0.89). When relating VOD$_{MT}$ to VWC$_{NDWI}$, the linear regression is forced to have a zero intercept and the slope corresponds to the $b$ parameter. In the comparison with $\sigma_{HV}$, agricultural cells present a high dispersion whereas forested cells exhibit a better agreement. In the comparison with RVI, both datasets show a good agreement. In the comparison with VWC$_{NDWI}$,
the datasets have very different $b$ values but a similar dynamic range ($\text{VWC}_{\text{NDWI}} \approx 1.3$ to $5.1$ kg/m$^2$). The obtained $b$ parameter is larger in forests ($b \sim 0.101$, with a confidence interval of $0.094$–$0.109$) than in croplands ($b \sim 0.031$, with a confidence interval of $0.027$–$0.034$), confirming a dependence of VOD–VWC relationship with land cover type. The $b$ values in croplands are lower than those used in SMAP for croplands ($b=0.11$), but in forests are similar to those obtained for evergreen broadleaf forests ($b=0.10$), deciduous broadleaf forests ($b=0.12$), and grasslands ($b=0.13$) [O’Neill et al., 2015].

![Figure 6.8: Retrieved VOD$_{MT}$ versus $\sigma_{HV}$ (top left), RVI (top right) and VWC$_{NDWI}$ (bottom). The linear regression of all M-cells (black line), croplands (red line and circles) and forest (green line and triangles) are included. In the bottom plot, the estimated $b$ parameter is included in the legend for the two land cover types.](image)

The statistics of the relationships between the VOD$_{MT}$ and the three VOD estimates are summarized in Table 6.2. Best scores are highlighted in bold type. Considering all M-cells, the VOD$_{RVI}$ estimation has the best agreement with the retrieved VOD$_{MT}$ ($R \sim 0.90$ and RMSD $\sim 0.054$) and results with VOD$_{\sigma_{HV}}$ are also good ($R \sim 0.84$ and RMSD $\sim 0.065$). This supports a direct relation between the passive (VOD) and active (RVI and $\sigma_{HV}$) microwave vegetation observations, in line with results shown in [Rötzer et al., In review]. Time-series of both VOD and $\sigma_{HV}$ vegetation parameters are shown in Appendix E (see Fig. E.3). In croplands, the best statistics are obtained for VOD$_{RVI}$ ($R \sim 0.81$ and RMSD $\sim 0.049$) and poor statistics are obtained for VOD$_{\sigma_{HV}}$ and VOD$_{\text{NDWI}}$ ($R \approx 0.36$ to $0.40$ and RMSD $\sim 0.076$). RVI is the best estimator in agricultural regions. This is in line with a recent study, where the RVI is found better correlated with VWC over wheat than over pasture, suggesting a better relation between these variables in vegetation types having a greater dynamic range [Huang et al., 2016]. Additionally, the L-band RVI was found to be a better predictor for VWC retrievals in rice and soybean than the RVI obtained from other frequency bands, such as C-band and X-band [Kim et al., 2012]. In the case of forested cells, VOD$_{\sigma_{HV}}$ has the best agreement ($R \sim 0.83$ and RMSD $\sim 0.043$), followed by the VOD$_{\text{NDWI}}$ ($R \sim 0.69$ and RMSD $\sim 0.074$) and VOD$_{RVI}$ ($R \sim 0.67$ and RMSD $\sim 0.059$). This indicates that $\sigma_{HV}$ is the best VOD predictor in forests, where volume scattering dominates. Overall results suggest that VIS/IR frequencies have a different sensitivity to the vegetation land cover than
the microwave frequencies and the active microwave-based measurements could be a better VOD estimator than optically-based indices.

Table 6.2: Statistics between retrieved $\omega_{MT}$ and the three VOD estimates for all M-cells, croplands and forests.

<table>
<thead>
<tr>
<th></th>
<th>Polynomial fit</th>
<th>R</th>
<th>RMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>$VOD_{\sigma_{HV}}$</td>
<td>7.81-$\sigma_{HV}$-0.01</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>$VOD_{RVI}$</td>
<td>0.91-RVI-0.46</td>
<td>0.90</td>
</tr>
<tr>
<td>Croplands</td>
<td>$VOD_{\sigma_{HV}}$</td>
<td>6.09-$\sigma_{HV}$+0.01</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>$VOD_{RVI}$</td>
<td>0.80-RVI-0.39</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>$VOD_{NDWI}$</td>
<td>0.031-VWC$_{NDWI}$</td>
<td>0.40</td>
</tr>
<tr>
<td>Forests</td>
<td>$VOD_{\sigma_{HV}}$</td>
<td>6.21-$\sigma_{HV}$+0.05</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>$VOD_{RVI}$</td>
<td>0.78-RVI-0.35</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>$VOD_{NDWI}$</td>
<td>0.101-VWC$_{NDWI}$</td>
<td>0.69</td>
</tr>
</tbody>
</table>

All statistics are significant ($p_{value} < 0.05$).
Best scores are highlighted in bold type.

The scatter plots of the retrieved static $\omega_{MT}$ versus the temporal mean of $\sigma_{HV}$ (left) and RVI (right) are shown in Fig. 6.9. The variability of $\sigma_{HV}$ and RVI during the field campaign are std~0.013 and std~0.113, respectively. The $\omega_{MT}$ is positively correlated with both $\sigma_{HV}$ and RVI for all M-cells (black line), with a higher dispersion for $\sigma_{HV}$ than for RVI. The distribution of the forested cells (green triangles) is almost constant for dynamic ranges of $\sigma_{HV}$ $\approx$0.018 to 0.052 and RVI$\approx$0.69 to 0.86, respectively. By contrast, the distribution of the agricultural cells (red circles) seems to display a positive trend. This results suggests that the assumption of a constant $\sigma_{HV}$ is valid for forests whereas croplands, which experience more rapid growth and fallow cycles, may need dynamic albedo retrievals. This is now being assessed in a follow-on study with SMAP data [Piles et al., 2016a]. There are similarities between the spatial patterns of $\omega_{MT}$ and the temporal mean of $\sigma_{HV}$ and RVI, as shown in Appendix E (see Fig. E.4).

Figure 6.9: Retrieved static $\omega_{MT}$ versus the temporal mean of $\sigma_{HV}$ (left) and RVI (right) for croplands (red circles) and forests (green triangles). The linear regression for all cells M-cells (black line) is included.

Table 6.3 summarizes the polynomial fit and statistics between the retrieved static $\omega_{MT}$ and the two $\omega$ estimates for all M-cells. Note that the best agreement is obtained using $\omega_{RVI}$ (R~0.71 and RMSD~0.026) and is highlighted in bold type. This result indicates that, in general, RVI is a better $\omega$ predictor than $\sigma_{HV}$.
Table 6.3: Statistics between retrieved static $\omega_{MT}$ and the two $\omega$ estimates for all M-cells.

<table>
<thead>
<tr>
<th>Polynomial fit</th>
<th>$R$</th>
<th>RMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_{HV}$</td>
<td>2.77$\sigma_{HV}$-0.05</td>
<td>0.59</td>
</tr>
<tr>
<td>$\omega_{RVI}$</td>
<td>0.28RVI-0.08</td>
<td>0.71</td>
</tr>
</tbody>
</table>

All statistics are significant ($p_{value}<0.05$). Best scores are highlighted in bold type.

6.5 Conclusions

This study evaluates the retrievals of SM, vegetation optical depth (VOD) and effective single-scattering albedo ($\omega$) from airborne L-band microwave radiometer observations of SMAPVEX12 using the multi-temporal dual-channel algorithm (MT-DCA). In comparison with classical retrieval approaches, the MT-DCA has the advantage of not requiring a priori vegetation information, which is often land cover-based or derived indirectly from optical visible/infrared (VIS/IR) indices. This study also compares retrieved passive microwave vegetation VOD and $\omega$ parameters with simultaneous active microwave vegetation measurements, namely the cross-polarized backscatter ($\sigma_{HV}$) and the radar vegetation index (RVI).

The retrieved SM$_{MT}$ is validated using ground-based observations. MT-DCA SM estimates are consistent with in situ SM measurements and also with the accumulated daily precipitation. Statistics obtained with MT-DCA (R$\sim$0.87, ubRMSD$\sim$0.042 m$^3$/m$^3$) have an important improvement relative to those obtained with the single-channel algorithm (SCA) approach (R$\sim$0.61, ubRMSD$\sim$0.072 m$^3$/m$^3$). This indicates the robustness of the MT-DCA approach as an alternative SM retrieval algorithm. However, the bias is lower using SCA (-0.056 m$^3$/m$^3$) than using MT-DCA (-0.110 m$^3$/m$^3$). The retrieved VOD$_{MT}$ is consistent with the accumulated daily precipitation (with delay) and is also affected by the vegetation growth, more particularly in crop regions. As expected, both the biomass increase and precipitation have an impact on the L-band VOD parameter. The retrieved static $\omega_{MT}$ is lower in croplands than in forests, where the presence of woody and dense vegetation increase the microwave scattering. The retrieved $\omega_{MT}$ is larger than the values used in the SMAP mission for similar land cover types. This could be due to the scaling differences between airborne and satellite data. Also, we would like to emphasize that the MT-DCA computes a unique $\omega$ per pixel, whereas a dynamic $\omega$ may be needed in agricultural regions with quick or abrupt changes in the vegetation to capture crop growth. The implementation of MT-DCA with dynamic $\omega$ on SMAP is under development. However, the duration of SMAPVEX12 is too short to test this approach.

VOD$_{MT}$ retrievals are compared with co-located $\sigma_{HV}$ and RVI measurements, and with VWC derived from the optical Normalized Difference Water Index (NDWI). A linear function adequately relates $\sigma_{HV}$ and RVI to VOD. Their corresponding VOD estimates (VOD$_{\sigma_{HV}}$ and VOD$_{RVI}$) are analyzed for all M-cells as well as for croplands and forests separately. The b parameter that relates VOD to VWC (VOD=b-VWC) is computed and its VOD estimate (VOD$_{NDWI}$) is also analyzed in the two land cover types. Considering all cells, there is a robust correspondence between the radiometer-derived VOD and VOD$_{NDWI}$ (R$\sim$0.90 and ubRMSD$\sim$0.054). When separating by land cover type, the highest relation is found with VOD$_{\sigma_{HV}}$ (R$\sim$0.83 and ubRMSD$\sim$0.043) in forests and the highest relationship is observed with VOD$_{RVI}$ (R$\sim$0.81 and ubRMSD$\sim$0.049) in croplands. These results suggest that both active microwave parameters could be better predictors of passive microwave VOD than optical parameters. Further studies are required to establish an active-passive relationship covering a wider range of vegetation types and phenology.

For the first time, there is a method to obtain spatially varying $\omega$ retrievals, instead of using a land cover-based or a constant value for all land cover types. The retrieved $\omega_{MT}$ is compared with the temporal mean of $\sigma_{HV}$ and RVI. In both cases, a linear function is obtained to relate $\omega_{MT}$ with $\sigma_{HV}$ and RVI. The two $\omega$ estimates ($\omega_{\sigma_{HV}}$ and $\omega_{RVI}$) are analyzed for all cells. The
best statistical scores are obtained with $\omega_{RVI}$ (R$\sim$0.71 and RMSD$\sim$0.026). Therefore, RVI could be a good predictor of $\omega$.

Results from this study support the use of VOD as a complementary vegetation indicator along-side VIS/IR indices such as Normalized Difference Vegetation Index (NDVI), NDWI, and Leaf Area Index (LAI) to monitor water content and stress in total aboveground vegetation. Unlike optical indices, the microwave vegetation parameters are available regardless of solar illumination and cloud cover. Passive microwave VOD and $\omega$ estimates (or active RVI or $\sigma_{HV}$ measurements) could be an alternative to the ancillary optical vegetation information used in the current passive SM retrieval algorithms of SMOS and SMAP missions.
Chapter 7

Conclusions and future lines

Remotely sensed measurements made by radiometers and radars in the low microwave frequency range (L-band) are sensitive to soil moisture, vegetation water content, and ice thickness variations. During the last decade, three satellite missions have been launched providing unprecedented views of the Earth’s surface at L-band or “water frequency channel”: SMOS (2009–2017), Aquarius (2011–2015) and SMAP (2015–2018). New observational datasets at L-band are expected to further our understanding of the Earth’s water, energy and carbon cycles. This Ph.D. Thesis is focused on analyzing the geophysical information that can be obtained from these three missions over the continental areas on Earth. This Chapter summarizes the main conclusions, remarking its original contributions and presenting suggestions for follow-on studies.

7.1 Main conclusions

Chapter 3 presents a new methodology to compare SMOS and Aquarius brightness temperatures ($T_B$). The $T_B$ measured by each instrument are compared at the Top of the Atmosphere (TOA) over relative stable and homogeneous targets: the Amazon rainforest, the Sahara desert, the Dome-C in the Antarctica, and the South Pacific ocean. The inter-comparison covers the entire dynamic range of observations (land, ice and sea), using data of both ascending and descending orbits acquired during a full annual cycle (year 2012). The level of linearity, correlation and differences are analyzed at horizontal (H-pol) and vertical (V-pol) polarizations, and also using First Stokes ($I/2$), for the three Aquarius incidence angles (29.36°, 38.49° and 46.29°). The main conclusions of this Chapter are:

- Over land, there is a very high correlation ($R>0.9$), both in vegetation-covered soils and very dry soils. Over ocean, Aquarius $T_B$ were produced using an ocean model as a reference during its calibration. Due to that, an ocean model should be applied to the SMOS $T_B$ over ocean to compare with the Aquarius $T_B$. After that, high correlations are obtained ($R\approx0.6$ to 0.8). Over ice, correlations show a seasonal effect with two different behaviours over Dome-C (Austral summer $R\approx0.7$ to 1; other seasons $R\approx0.2$ to 0.7).

- The level of linearity is systematically higher at H-pol than at V-pol. Also, higher agreement is obtained at higher incidence angles. The results with $I/2$ are in line with those obtained for H-pol and V-pol, confirming that the Faraday correction does not affect the inter-comparison.

- Aquarius $T_B$ are systematically higher than SMOS $T_B$. This difference is higher over warmer targets with $\sim5$–8 K over land, and decreases with colder targets, being $\sim3$–5 K over ice and $\sim0.1$–0.3 K over sea. This suggests that there may be a non-linear effect between the two radiometers, and not only a bias.
The agreement between SMOS and Aquarius $T_B$ is target dependent. This fact should carefully taken into account if data from both radiometers are to be used in any long term environmental, meteorological, hydrological, or climatological study.

Chapter 4 explores the influence of the Antarctic ice thickness spatial variations on the measured SMOS and Aquarius $T_B$. A 3-months no-daylight period (from May 6 to August 6, 2013) is selected to safely assume that $T_B$ changes are not due to surface temperature variations. A spatial and a statistical analysis are performed to relate SMOS and Aquarius $T_B$ changes to a dataset of Antarctic ice thickness and subglacial bedrock. The theoretical L-band penetration depth is estimated to distangle the role of the different contributions to the microwave observed signal. The main conclusions of this Chapter are:

- The L-band penetration depth over the Antarctic ice sheet is estimated to be $\approx 1$ to $1.5$ km. The subglacial bedrock, which lies deeper ($\approx 2$ to $4.3$ km under the ice surface) is not affecting the observed $T_B$. No correlation is found between SMOS and Aquarius $T_B$ and the bedrock elevation ($R \approx 0$ to 0.2).
- An agreement between SMOS and Aquarius $T_B$ changes and ice thickness spatial variations is observed in selected transects over the East Antarctica, except for the case of fast spatial variations, which are not resolved by any of the two radiometers. SMOS shows a better agreement than Aquarius due to its higher spatial resolution ($\sim 50$ km vs. $\sim 100$ km). A linear trend of $\sim 9$ K/km can be identified between ice thickness variations and $T_B$ changes. Correlations with ice thickness vary from $R \approx 0.6$ to 0.7. They are higher at V-pol than at H-pol, and are higher for higher incidence angles.
- The presence of subglacial lakes, located at $\sim 3$ km below the ice surface, may have an impact on the internal ice temperature and/or the dielectric properties of the ice layers above and, consequently, affect the measured $T_B$. Further research is needed to confirm this hypothesis.
- The sensitivity of SMOS and Aquarius $T_B$ observations to the Antarctic ice thickness show the potential of using L-band radiometric observations in cryospheric studies.

Chapter 5 evaluates the soil moisture (SM) and land surface temperature (LST) dynamics at daily and seasonal scales through the physical processes of SM–LST coupling/decoupling, evapotranspiration (ET) and thermal inertia. The study is performed using four years (2011–2014) of in situ and satellite data. The study site is the REMEDHUS network, located at the central part of the river Duero basin, in Spain. The temporal correlation of the SM–LST link is analyzed for a variety of LST-derived parameters. The modeled ET, simulated with HidroMORE, is also assessed. Additionally, a SMOS/MODIS downscaling algorithm is applied to all possible SMOS SM–MODIS LST combinations and the 1-km disaggregated SM estimates are compared with ground-based data. The main conclusions of this Chapter are:

- Instantaneous SM shows a stronger anticorrelation to daily maximum LST ($R \approx -0.7$) than to the other LST-derived parameters (instantaneous, daily mean, daily median, daily minimum and diurnal range). This can be explained by the fact that the time of maximum LST corresponds to the time of maximum potential ET and thus the time of highest atmospheric demand of water. Also, stronger anticorrelation is obtained between SMOS SM and MODIS LST Aqua (or Terra) day than night.
- A stronger SM–LST anticorrelation is observed in autumn, spring and summer ($R \approx 0.4$ to 0.7) than in winter ($R \approx -0.3$ to +0.3). These two behaviours are related to a change from water-limited (SM–LST coupling) to energy-limited conditions (SM–LST decoupling) in the region across seasons.
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- In water-limited periods, SM is extracted from the soil through ET until critical SM is reached. The critical SM is estimated to be \(0.12 \text{ m}^3/\text{m}^3\). This value is consistent with \textit{in situ} and spaceborne data, and with the field capacity and the wilting point measured in the REMEDHUS network.

- A better agreement (lower ubRMSD and higher correlation) is obtained between disaggregated SMOS/MODIS SM and \textit{in situ} SM when using MODIS LST Aqua (or Terra) day than when using MODIS LST Aqua (or Terra) night in the downscaling algorithm, independently of the SMOS time-overpass.

- An ensemble composed of an average of all available disaggregated SMOS/MODIS SM estimates per day is shown to improve the coverage in \(15-20\%\).

- Further knowledge of the SM–LST relationship from remotely sensed observations is paramount in the microwave/optical synergy for disaggregation algorithms.

Chapter 6 validates the multi-temporal dual channel algorithm (MT-DCA) using airborne L-band data from the SMAP Validation Experiment 2012 (SMAPVEX12) campaign. The MT-DCA allows to simultaneously retrieve SM, vegetation optical depth (VOD) and a static single-scattering albedo (\(\omega\)), without using \textit{a priori} vegetation information. The retrieved passive vegetation parameters (VOD and \(\omega\)) are compared with collocated airborne radar measurements, namely the cross-polar backscatter cross-section (\(\sigma_{HV}\)) and the radar vegetation index (RVI). The possible relationships between the passive and active microwave vegetation parameters are analyzed. The main conclusions of this Chapter are:

- The retrieved SM is consistent with \textit{in situ} SM and precipitation. During its validation, statistics show an important improvement (higher R and lower ubRMSD) relative to those obtained with the single channel algorithm (SCA), which is currently used as SMAP baseline. However, the bias is higher using MT-DCA than using SCA.

- The retrieved VOD and \(\omega\) show distinctive characteristics in crops and forests. Over forests, the \(\sigma_{HV}\) seems to be a better predictor of VOD than RVI. By contrast, RVI seems to be a better predictor of VOD than \(\sigma_{HV}\) in croplands.

- The retrieved static \(\omega\) is lower in croplands than in forest, where the presence of woody and dense vegetation increase the microwave scattering.

- New ecological variables related to vegetation water content and structure can be estimated from L-band observations. The MT-DCA is now validated with Aquarius, SMAP and airborne data.

7.2 Original contributions

The original contributions of this Thesis are summarized below:

- A new inter-comparison methodology has been proposed to compare \(T_B\) measurements from satellites with opposite ascending crossing times, as is the case of SMOS and Aquarius. The proposed approach uses a 7-day averaging window and allows to perform the inter-comparison without the limitation of finding a statistically significant dataset of co-located observations. The longitude of the averaging window was selected to ensure that \(T_B\) values are preserved when averaging. Results have contributed to the improvement of the operational SMOS, Aquarius and SMAP \(T_B\) products, with the development of more consistent releases, specially for the Aquarius \(T_B\).
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• A relationship between the Antarctic ice thickness spatial variations and the measured SMOS and Aquarius $T_B$ changes is shown for the first time. The subglacial bedrock elevation is discarded as a geophysical variable contributing to the observed signal at L-band. Results have contributed to improve our knowledge about the Antarctica’s emissivity and to help deciding future calibration/validation sites over Antarctica for present and upcoming L-band missions. Results provide evidence that, apart from temporal stability and spatial homogeneity, minimum ice thickness variation should be a feature required when selecting a target area to be used as a reference calibration site for microwave radiometers.

• The daily maximum LST is suggested to be used in hydrological and climate models based on the SM–LST relationship for providing a closer representation of LST conditions of a particular day than the instantaneous LST. A method to estimate the critical SM from the SM–LST coupling/decoupling transitions is proposed. This method can be applied to both in situ and satellite observations. The SMOS/MODIS downscaling algorithm has been improved with the use of the MODIS LST Aqua day (closer to the daily maximum LST) in both the SMOS morning and afternoon passes. Also, a new release of the SMOS BEC L4 SM maps (v.2) over the Iberian Peninsula has been produced.

• The use of airborne data to validate the MT-DCA with in situ data is completely new. The MT-DCA is an alternative to the classical passive approaches, where ancillary vegetation information from optical measurements is used to obtain the SM retrievals. It allows retrieving two passive microwave vegetation parameters ($VOD$ and $\omega$) alongside SM. They are complementary vegetation indicators to VIS/IR indices, such as NDVI, NDWI and LAI, to monitor water content and stress in total aboveground vegetation. The relations obtained between the passive and active vegetation parameters may be used to provide a better representation of VOD and $\omega$ in SM radiometric retrievals.

7.3 Future research lines

The future research lines arising from the work presented in this Thesis are:

• Application of the inter-comparison methodology to SMOS, Aquarius and SMAP $T_B$ products. Creation of a consistent global long-term dataset from L-band $T_B$.

• Analyze the possible influence of the subglacial lakes on the observed L-band $T_B$.

• Selection of a new independent target area over Antarctica to be used as calibration/validation site of L-band radiometers.

• Generalize the use of L-band observations for cryospheric studies, taking advantage of the continuous observations of SMOS, Aquarius and SMAP around the North and South Poles.

• Study the possible dependence of different Earth’s land covers and/or climate types in the SM–LST link.

• Evaluation of the relationship between the instantaneous SM and the LST diurnal range using remotely LST data from a geostationary satellite, such a MSG SEVIRI.

• Use the passive L-band SM measurements of SMOS, Aquarius and SMAP as reference in the Climate Change Initiative (CCI) to provide a new long-term global SM data record based on passive microwave sensors.

• Develop a cloud-free ensemble composed of averaged disaggregated SM estimates using MODIS and SEVIRI LST in the SMOS SM downscaling algorithm, instead of using a modeled LST to produce the current SMOS BEC L4 SM maps v.3 over the Iberian Peninsula.
• Creation of a global high resolution SM dataset based on the synergy of microwave/optical observations, integrating SMOS and SMAP SM, and MODIS and SEVIRI LST for agricultural and water management purposes.

• Implementation of the MT-DCA approach to SMOS and SMAP data.

• In-depth study to establish active-passive relationships covering a wider range of vegetation types and phenology.

• Use of the active-passive relationships to estimate VOD and $\omega$ properties at high spatial resolution using radar measurements from Sentinel 1 with SMOS and SMAP.
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Appendix B

Additional results of inter-comparison of SMOS & Aquarius

B.1 Results using First Stokes

The obtained statistical scores using $I/2$ are summarized in Table B.1.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon</td>
<td>inner</td>
<td>282.00 ± 2.33</td>
<td>273.12 ± 5.19</td>
<td>8.88</td>
<td>0.93</td>
<td>8.88</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>middle</td>
<td>280.80 ± 3.54</td>
<td>274.44 ± 4.84</td>
<td>6.38</td>
<td>0.95</td>
<td>6.36</td>
<td>1.20</td>
</tr>
<tr>
<td></td>
<td>outer</td>
<td>280.00 ± 2.77</td>
<td>273.55 ± 4.31</td>
<td>6.46</td>
<td>0.94</td>
<td>6.45</td>
<td>1.05</td>
</tr>
<tr>
<td>Sahara</td>
<td>inner</td>
<td>283.56 ± 1.45</td>
<td>274.52 ± 4.74</td>
<td>6.88</td>
<td>0.97</td>
<td>6.84</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>middle</td>
<td>279.07 ± 0.99</td>
<td>274.06 ± 5.91</td>
<td>5.87</td>
<td>0.99</td>
<td>5.91</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>outer</td>
<td>275.96 ± 1.76</td>
<td>270.73 ± 7.26</td>
<td>5.30</td>
<td>0.98</td>
<td>5.23</td>
<td>0.92</td>
</tr>
<tr>
<td>South Pacific</td>
<td>inner</td>
<td>38.91 ± 0.21</td>
<td>38.80 ± 1.15</td>
<td>0.16</td>
<td>0.97</td>
<td>0.14</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>middle</td>
<td>100.41 ± 0.26</td>
<td>99.43 ± 1.13</td>
<td>1.07</td>
<td>0.52</td>
<td>0.98</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>outer</td>
<td>102.84 ± 0.27</td>
<td>102.34 ± 1.22</td>
<td>0.72</td>
<td>0.50</td>
<td>0.60</td>
<td>0.27</td>
</tr>
<tr>
<td>South Pacific</td>
<td>inner</td>
<td>28.91 ± 0.27</td>
<td>28.87 ± 1.17</td>
<td>0.32</td>
<td>0.71</td>
<td>0.14</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>middle</td>
<td>100.41 ± 0.26</td>
<td>100.32 ± 0.77</td>
<td>0.31</td>
<td>0.75</td>
<td>0.09</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>outer</td>
<td>102.94 ± 0.27</td>
<td>102.63 ± 0.83</td>
<td>0.46</td>
<td>0.76</td>
<td>0.31</td>
<td>0.37</td>
</tr>
<tr>
<td>Dome-C</td>
<td>inner</td>
<td>203.35 ± 2.64</td>
<td>198.55 ± 1.68</td>
<td>4.68</td>
<td>0.93</td>
<td>4.68</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>middle</td>
<td>203.56 ± 2.14</td>
<td>199.61 ± 1.80</td>
<td>3.95</td>
<td>0.87</td>
<td>3.95</td>
<td>1.19</td>
</tr>
<tr>
<td></td>
<td>outer</td>
<td>203.16 ± 1.90</td>
<td>198.38 ± 1.63</td>
<td>2.78</td>
<td>0.85</td>
<td>2.74</td>
<td>1.25</td>
</tr>
<tr>
<td>Dome-C</td>
<td>inner</td>
<td>203.35 ± 2.64</td>
<td>199.27 ± 1.74</td>
<td>4.09</td>
<td>0.47</td>
<td>4.08</td>
<td>-0.32</td>
</tr>
<tr>
<td></td>
<td>middle</td>
<td>203.35 ± 2.14</td>
<td>199.05 ± 1.57</td>
<td>3.63</td>
<td>0.55</td>
<td>3.61</td>
<td>-0.77</td>
</tr>
</tbody>
</table>
Appendix B. Additional results of inter-comparison of SMOS & Aquarius

Scatter plots of Aquarius I/2 vs. SMOS I/2 are shown in Fig. B.1.

Figure B.1: Same as Fig. 3.4, but for half First Stokes (I/2).
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B.2 Results using different data versions

Scatter plot of Aquarius $T_{BH}$ vs. SMOS $T_{BH}$ over Dome-C for the middle beam using different data versions: SMOS v.505 and Aquarius v.2 (left), SMOS v.505 and Aquarius v.3 (center), and SMOS v.620 and Aquarius v.4 (right), are displayed in Fig. B.2.

Non-significant slopes ($p_{value} > 0.05$) are marked with an asterisk.

Statistical scores obtained from different data versions at H-pol and middle beam are summarized in Table B.2.

**Table B.2:** Statistics from different data versions for horizontal polarization ($T_{BH}$)

<table>
<thead>
<tr>
<th>Target region</th>
<th>Versions</th>
<th>RMSD [K]</th>
<th>$R$</th>
<th>Difference [K]</th>
<th>Slope $s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dome-C</td>
<td>SMOS v.505 and Aquarius v.2</td>
<td>3.19</td>
<td>0.95</td>
<td>3.19</td>
<td>1.15</td>
</tr>
<tr>
<td>(Austral summer)</td>
<td>SMOS v.505 and Aquarius v.3</td>
<td>0.37</td>
<td>0.98</td>
<td>0.37</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>SMOS v.620 and Aquarius v.4</td>
<td>0.74</td>
<td>0.98</td>
<td>-0.73</td>
<td>0.85</td>
</tr>
<tr>
<td>Dome-C</td>
<td>SMOS v.505 and Aquarius v.2</td>
<td>1.32</td>
<td>0.33</td>
<td>3.31</td>
<td>-0.20</td>
</tr>
<tr>
<td>(other seasons)</td>
<td>SMOS v.505 and Aquarius v.3</td>
<td>0.75</td>
<td>0.29</td>
<td>0.69</td>
<td>-0.21</td>
</tr>
<tr>
<td></td>
<td>SMOS v.620 and Aquarius v.4</td>
<td>0.43</td>
<td>0.09*</td>
<td>-0.36</td>
<td>0.04*</td>
</tr>
</tbody>
</table>

* Non-significant values of correlations or slopes ($p_{value} > 0.05$).
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Additional results of SMOS & Aquarius over continental ice

C.1 Results using inner beam

The mean SMOS and Aquarius $T_B$ maps over Antarctica at inner beam are shown in Fig. C.1.

![SMOS and Aquarius TB maps](image)

**Figure C.1:** Same as Fig. 4.5, but for inner beam.
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The std SMOS and Aquarius $T_B$ maps over Antarctica at inner beam, and the number of averaged observations are shown in Fig. C.2.

Figure C.2: Same as Fig. 4.6, but for inner beam
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SMOS and Aquarius $T_B$ variations at inner beam and IceTL along the four transects are shown in Fig. C.3.

![Graphs showing variations in $T_B$ for different transects](image)

Figure C.3: Same as Fig. 4.7, but for inner beam.

Table C.1 summarizes the statistical scores of SMOS and Aquarius $T_B$ at inner beam with bedrock and ice thickness.

<table>
<thead>
<tr>
<th>Radiometer</th>
<th>Polarization</th>
<th>All pixels $R_b$</th>
<th>All pixels $R_i$</th>
<th>All pixels $s_i$ [K/km]</th>
<th>Pixels with lakes $R_b$</th>
<th>Pixels with lakes $R_i$</th>
<th>Pixels with lakes $s_i$ [K/km]</th>
<th>Pixels without lakes $R_b$</th>
<th>Pixels without lakes $R_i$</th>
<th>Pixels without lakes $s_i$ [K/km]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMOS</td>
<td>Horizontal</td>
<td>0.18</td>
<td>0.62</td>
<td>9.5±0.1</td>
<td>0.65</td>
<td>7.9±0.5</td>
<td>0.66</td>
<td>9.7±0.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vertical</td>
<td>0.20</td>
<td>0.68</td>
<td>9.2±0.1</td>
<td>0.71</td>
<td>7.4±0.4</td>
<td>0.73</td>
<td>9.4±0.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aquarius</td>
<td>Horizontal</td>
<td>0.21</td>
<td>0.61</td>
<td>9.1±0.1</td>
<td>0.64</td>
<td>7.7±0.5</td>
<td>0.66</td>
<td>9.5±0.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vertical</td>
<td>0.22</td>
<td>0.67</td>
<td>8.8±0.1</td>
<td>0.70</td>
<td>7.4±0.5</td>
<td>0.72</td>
<td>9.2±0.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
C.2 Results using outer beam

The mean SMOS and Aquarius $T_B$ maps over Antarctica at outer beam are shown in Fig. C.4.

**Figure C.4:** Same as Fig. 4.5, but for outer beam.
The std SMOS and Aquarius $T_B$ maps over Antarctica at outer beam, and the number of averaged observations within each 25-km EASE pixel are shown in Fig. C.5.

**Figure C.5:** Same as Fig. 4.6, but for inner beam.
SMOS and Aquarius $T_B$ variations at outer beam and IceTL along the four transects are shown in Fig. C.6.

Table C.2 summarizes the statistical scores of SMOS and Aquarius $T_B$ at outer beam with bedrock and ice thickness.

<table>
<thead>
<tr>
<th>Radiometer</th>
<th>Polarization</th>
<th>$R_b$</th>
<th>All pixels $R_i$</th>
<th>Pixels with lakes $R_i$</th>
<th>Pixels without lakes $R_i$</th>
<th>$s_{\Delta T_B}$ [K/km]</th>
<th>$s_{\Delta T_B}$ [K/km]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMOS</td>
<td>Horizontal</td>
<td>0.08</td>
<td>0.65</td>
<td>0.66</td>
<td>0.70</td>
<td>9.8 ±0.1</td>
<td>7.5 ±0.6</td>
</tr>
<tr>
<td></td>
<td>Vertical</td>
<td>0.06</td>
<td>0.76</td>
<td>0.72</td>
<td>0.80</td>
<td>8.8 ±0.1</td>
<td>5.4 ±0.4</td>
</tr>
<tr>
<td>Aquarius</td>
<td>Horizontal</td>
<td>0.12</td>
<td>0.61</td>
<td>0.62</td>
<td>0.69</td>
<td>8.9 ±0.1</td>
<td>6.8 ±0.6</td>
</tr>
<tr>
<td></td>
<td>Vertical</td>
<td>0.10</td>
<td>0.71</td>
<td>0.68</td>
<td>0.77</td>
<td>8.2 ±0.1</td>
<td>5.2 ±0.5</td>
</tr>
</tbody>
</table>
C.3 Results using First Stokes

The SMOS and Aquarius $I/2$ variations at middle beam and IceTL along the four transects is shown in Fig. C.7.

![Figure C.7: SMOS and Aquarius $I/2$ variations ($\Delta I/2 = I/2 - T/2$) at middle beam (pink and green solid lines, respectively) and ice thickness level (blue dashed line) along each transect. Legends display $T/2$ values subtracted.](image)

Table C.1 summarized statistical scores of SMOS and Aquarius $I/2$ in all beams with subglacial bedrock and ice thickness.

<table>
<thead>
<tr>
<th>Radiometer</th>
<th>Beam</th>
<th>All pixels $R_b$ $R_i$ $s_i$ [K/km]</th>
<th>Pixels with lakes $R_b$ $R_i$ $s_i$ [K/km]</th>
<th>Pixels without lakes $R_b$ $R_i$ $s_i$ [K/km]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$R_b$ $R_i$ $s_i$ [K/km]</td>
<td>$R_b$ $R_i$ $s_i$ [K/km]</td>
<td>$R_b$ $R_i$ $s_i$ [K/km]</td>
</tr>
<tr>
<td>SMOS</td>
<td>inner</td>
<td>0.19 0.65 9.3±0.1</td>
<td>0.68 7.9±0.5</td>
<td>0.69 9.6±0.7</td>
</tr>
<tr>
<td></td>
<td>middle</td>
<td>0.15 0.68 9.5±0.1</td>
<td>0.70 6.1±0.4</td>
<td>0.72 9.6±0.7</td>
</tr>
<tr>
<td></td>
<td>outer</td>
<td>0.07 0.70 9.3±0.1</td>
<td>0.69 5.8±0.4</td>
<td>0.75 10.0±0.7</td>
</tr>
<tr>
<td>Aquarius</td>
<td>inner</td>
<td>0.22 0.64 8.9±0.1</td>
<td>0.67 7.5±0.5</td>
<td>0.69 9.3±0.7</td>
</tr>
<tr>
<td></td>
<td>middle</td>
<td>0.18 0.65 9.0±0.1</td>
<td>0.68 6.1±0.5</td>
<td>0.71 9.3±0.7</td>
</tr>
<tr>
<td></td>
<td>outer</td>
<td>0.11 0.66 8.6±0.1</td>
<td>0.65 6.0±0.5</td>
<td>0.73 9.8±0.7</td>
</tr>
</tbody>
</table>
Appendix C. Additional results of SMOS & Aquarius over continental ice
Appendix D

Additional results of microwave/optical synergy

D.1 Results of SM–LST relationship using Terra

Figure D.1 shows a frequency density diagram of SMOS SM at the morning passes and MODIS LST Terra day over the REMEDHUS network.

![Frequency density diagram](image)

**Figure D.1:** Normalized occurrence frequency density diagram of SMOS SM at the morning passes and MODIS LST Terra day (right) during the study period. Similar results are obtained for SMOS afternoon passes (not shown).
D.2 SM–LST relationship over the Iberian Peninsula

The correlation of SMOS SM at the morning passes and MODIS LST at different platforms and acquisition times over the Iberian Peninsula during the study period is shown in Fig. D.2.

Figure D.2: Correlation (R) of SMOS SM at the morning passes and MODIS LST (left) over the Iberian Peninsula and their anomalies (right) for different MODIS platforms and passes: i) Terra day, ii) Terra night, ii) Aqua day, and iv) Aqua night. Similar behavior is obtained at the afternoon passes (not shown).

Figure D.3 displays correlation maps of SMOS SM at the morning passes and MODIS LST Aqua day (top left), Aqua night (top right), Terra day (bottom left), and Terra night (bottom right) over the Iberian Peninsula.

Figure D.3: Correlation (R) maps of SMOS SM at the morning passes over the Iberian Peninsula using MODIS LST Aqua day (left) and night (right). Similar results are obtained at the afternoon passes and/or using Terra day (not shown).
D.3 SM–LST coupling/decoupling and critical SM estimation

Figure D.4 shows the normalized time-series of in situ SM at the SMOS morning passes and $T_{\text{max}}$ (top), and SMOS SM at the morning passes and MODIS LST Aqua day (bottom).

**Figure D.4:** Normalized time-series of in situ SM at the SMOS morning passes and $T_{\text{max}}$ (top; blue and red lines, respectively), and SMOS SM at the morning passes and MODIS LST Aqua day (bottom; cyan and magenta lines, respectively). Similar behaviour is obtained at the afternoon passes and/or using Terra day.
### D.4 Results from validation of 1-km disaggregated SM estimates

Statistical scores (R, ubRMS, bias, slope, and coverage) obtained from the validation of the 1-km disaggregated SM estimates are summarized in Tables D.1 and D.2 when using MODIS LST Aqua night, Tables D.3 and D.4 when using MODIS LST Terra day, and Tables D.5 and D.6 when using MODIS LST Terra night for SMOS morning and afternoon passes, respectively.

**Table D.1:** Same as Table 5.3, but for morning passes and MODIS LST Aqua night.

<table>
<thead>
<tr>
<th>Station</th>
<th>R</th>
<th>ubRMSD [m$^3$/m$^3$]</th>
<th>bias [m$^3$/m$^3$]</th>
<th>slope</th>
<th>N [days]</th>
</tr>
</thead>
<tbody>
<tr>
<td>E10</td>
<td>0.73</td>
<td>0.05</td>
<td>0.07</td>
<td>1.50</td>
<td>213</td>
</tr>
<tr>
<td>F6</td>
<td>0.72</td>
<td>0.05</td>
<td>-0.04</td>
<td>0.87</td>
<td>216</td>
</tr>
<tr>
<td>F11</td>
<td>0.76</td>
<td>0.06</td>
<td>0.03</td>
<td>0.98</td>
<td>217</td>
</tr>
<tr>
<td>H7</td>
<td>0.21</td>
<td>0.06</td>
<td>0.07</td>
<td>1.08</td>
<td>219</td>
</tr>
<tr>
<td>H9</td>
<td>0.72</td>
<td>0.11</td>
<td>-0.17</td>
<td>0.33</td>
<td>207</td>
</tr>
<tr>
<td>H13</td>
<td>0.63</td>
<td>0.05</td>
<td>-0.01</td>
<td>0.77</td>
<td>211</td>
</tr>
<tr>
<td>I6</td>
<td>0.51</td>
<td>0.06</td>
<td>0.07</td>
<td>2.34</td>
<td>224</td>
</tr>
<tr>
<td>J3</td>
<td>0.48</td>
<td>0.06</td>
<td>0.09</td>
<td>1.52</td>
<td>218</td>
</tr>
<tr>
<td>J12</td>
<td>0.74</td>
<td>0.05</td>
<td>-0.15</td>
<td>0.87</td>
<td>217</td>
</tr>
<tr>
<td>J14</td>
<td>0.74</td>
<td>0.05</td>
<td>0.03</td>
<td>0.97</td>
<td>222</td>
</tr>
<tr>
<td>K4</td>
<td>0.64</td>
<td>0.04</td>
<td>0.07</td>
<td>2.09</td>
<td>223</td>
</tr>
<tr>
<td>K9</td>
<td>0.77</td>
<td>0.05</td>
<td>0.03</td>
<td>1.14</td>
<td>210</td>
</tr>
<tr>
<td>K10</td>
<td>0.78</td>
<td>0.04</td>
<td>0.06</td>
<td>1.35</td>
<td>217</td>
</tr>
<tr>
<td>K13</td>
<td>0.56</td>
<td>0.06</td>
<td>-0.12</td>
<td>0.52</td>
<td>226</td>
</tr>
<tr>
<td>L3</td>
<td>0.66</td>
<td>0.05</td>
<td>0.02</td>
<td>1.31</td>
<td>219</td>
</tr>
<tr>
<td>L7</td>
<td>0.73</td>
<td>0.06</td>
<td>-0.09</td>
<td>0.54</td>
<td>223</td>
</tr>
<tr>
<td>M5</td>
<td>0.65</td>
<td>0.05</td>
<td>0.00</td>
<td>1.08</td>
<td>219</td>
</tr>
<tr>
<td>M9</td>
<td>0.67</td>
<td>0.05</td>
<td>-0.08</td>
<td>0.63</td>
<td>216</td>
</tr>
<tr>
<td>M13</td>
<td>0.63</td>
<td>0.11</td>
<td>-0.16</td>
<td>0.30</td>
<td>234</td>
</tr>
<tr>
<td>N9</td>
<td>0.75</td>
<td>0.05</td>
<td>-0.06</td>
<td>0.66</td>
<td>228</td>
</tr>
<tr>
<td>O7</td>
<td>0.76</td>
<td>0.05</td>
<td>0.01</td>
<td>0.74</td>
<td>223</td>
</tr>
<tr>
<td>Network</td>
<td>0.72</td>
<td>0.05</td>
<td>0.00</td>
<td>1.00</td>
<td>292</td>
</tr>
</tbody>
</table>

**Table D.2:** Same as Table 5.3, but for afternoon passes and MODIS LST Aqua night.

<table>
<thead>
<tr>
<th>Station</th>
<th>R</th>
<th>ubRMSD [m$^3$/m$^3$]</th>
<th>bias [m$^3$/m$^3$]</th>
<th>slope</th>
<th>N [days]</th>
</tr>
</thead>
<tbody>
<tr>
<td>E10</td>
<td>0.73</td>
<td>0.06</td>
<td>0.11</td>
<td>1.90</td>
<td>230</td>
</tr>
<tr>
<td>F6</td>
<td>0.76</td>
<td>0.05</td>
<td>-0.01</td>
<td>0.95</td>
<td>233</td>
</tr>
<tr>
<td>F11</td>
<td>0.83</td>
<td>0.05</td>
<td>0.07</td>
<td>1.24</td>
<td>235</td>
</tr>
<tr>
<td>H7</td>
<td>0.24</td>
<td>0.08</td>
<td>0.10</td>
<td>0.80</td>
<td>226</td>
</tr>
<tr>
<td>H9</td>
<td>0.81</td>
<td>0.10</td>
<td>-0.13</td>
<td>0.32</td>
<td>221</td>
</tr>
<tr>
<td>H13</td>
<td>0.60</td>
<td>0.05</td>
<td>0.02</td>
<td>0.80</td>
<td>225</td>
</tr>
<tr>
<td>I6</td>
<td>0.43</td>
<td>0.07</td>
<td>0.10</td>
<td>1.49</td>
<td>228</td>
</tr>
<tr>
<td>J3</td>
<td>0.56</td>
<td>0.06</td>
<td>0.12</td>
<td>1.63</td>
<td>231</td>
</tr>
<tr>
<td>J12</td>
<td>0.82</td>
<td>0.05</td>
<td>-0.12</td>
<td>1.07</td>
<td>231</td>
</tr>
<tr>
<td>J14</td>
<td>0.77</td>
<td>0.05</td>
<td>0.06</td>
<td>1.21</td>
<td>234</td>
</tr>
<tr>
<td>K4</td>
<td>0.64</td>
<td>0.07</td>
<td>0.10</td>
<td>2.34</td>
<td>235</td>
</tr>
<tr>
<td>K9</td>
<td>0.77</td>
<td>0.06</td>
<td>0.08</td>
<td>1.27</td>
<td>215</td>
</tr>
<tr>
<td>K10</td>
<td>0.82</td>
<td>0.06</td>
<td>0.09</td>
<td>1.69</td>
<td>228</td>
</tr>
<tr>
<td>K13</td>
<td>0.72</td>
<td>0.05</td>
<td>-0.08</td>
<td>0.69</td>
<td>236</td>
</tr>
<tr>
<td>L4</td>
<td>0.70</td>
<td>0.06</td>
<td>0.06</td>
<td>1.42</td>
<td>225</td>
</tr>
<tr>
<td>L7</td>
<td>0.79</td>
<td>0.05</td>
<td>-0.06</td>
<td>0.60</td>
<td>238</td>
</tr>
<tr>
<td>M5</td>
<td>0.66</td>
<td>0.06</td>
<td>0.04</td>
<td>1.31</td>
<td>226</td>
</tr>
<tr>
<td>M9</td>
<td>0.73</td>
<td>0.05</td>
<td>-0.04</td>
<td>0.73</td>
<td>227</td>
</tr>
<tr>
<td>M13</td>
<td>0.77</td>
<td>0.09</td>
<td>-0.13</td>
<td>0.35</td>
<td>245</td>
</tr>
<tr>
<td>N9</td>
<td>0.81</td>
<td>0.04</td>
<td>-0.02</td>
<td>0.72</td>
<td>235</td>
</tr>
<tr>
<td>O7</td>
<td>0.79</td>
<td>0.05</td>
<td>0.04</td>
<td>0.85</td>
<td>232</td>
</tr>
<tr>
<td>Network</td>
<td>0.78</td>
<td>0.06</td>
<td>0.03</td>
<td>1.19</td>
<td>314</td>
</tr>
</tbody>
</table>
Appendix D. Additional results of microwave/optical synergy

Table D.3: Same as Table 5.3, but for morning passes and MODIS LST Terra day.

<table>
<thead>
<tr>
<th>Station</th>
<th>R</th>
<th>ubRMSD [m^2/m^3]</th>
<th>bias [m^2/m^3]</th>
<th>slope s</th>
<th>N [days]</th>
</tr>
</thead>
<tbody>
<tr>
<td>E10</td>
<td>0.75</td>
<td>0.05</td>
<td>0.07</td>
<td>1.61</td>
<td>187</td>
</tr>
<tr>
<td>F6</td>
<td>0.78</td>
<td>0.05</td>
<td>-0.04</td>
<td>0.87</td>
<td>210</td>
</tr>
<tr>
<td>F11</td>
<td>0.83</td>
<td>0.04</td>
<td>0.03</td>
<td>1.05</td>
<td>191</td>
</tr>
<tr>
<td>H7</td>
<td>0.32</td>
<td>0.07</td>
<td>0.07</td>
<td>1.95</td>
<td>190</td>
</tr>
<tr>
<td>H9</td>
<td>0.86</td>
<td>0.09</td>
<td>-0.16</td>
<td>0.38</td>
<td>176</td>
</tr>
<tr>
<td>H13</td>
<td>0.70</td>
<td>0.05</td>
<td>0.00</td>
<td>0.80</td>
<td>184</td>
</tr>
<tr>
<td>J6</td>
<td>0.60</td>
<td>0.06</td>
<td>0.07</td>
<td>2.02</td>
<td>179</td>
</tr>
<tr>
<td>J3</td>
<td>0.64</td>
<td>0.06</td>
<td>0.09</td>
<td>1.82</td>
<td>201</td>
</tr>
<tr>
<td>J12</td>
<td>0.82</td>
<td>0.04</td>
<td>-0.15</td>
<td>0.91</td>
<td>190</td>
</tr>
<tr>
<td>J14</td>
<td>0.74</td>
<td>0.04</td>
<td>0.03</td>
<td>0.93</td>
<td>181</td>
</tr>
<tr>
<td>K4</td>
<td>0.69</td>
<td>0.05</td>
<td>0.07</td>
<td>2.06</td>
<td>214</td>
</tr>
<tr>
<td>K9</td>
<td>0.76</td>
<td>0.04</td>
<td>0.03</td>
<td>1.11</td>
<td>183</td>
</tr>
<tr>
<td>K10</td>
<td>0.82</td>
<td>0.04</td>
<td>0.06</td>
<td>1.39</td>
<td>183</td>
</tr>
<tr>
<td>K13</td>
<td>0.66</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.57</td>
<td>208</td>
</tr>
<tr>
<td>L3</td>
<td>0.73</td>
<td>0.05</td>
<td>0.02</td>
<td>1.29</td>
<td>185</td>
</tr>
<tr>
<td>L7</td>
<td>0.78</td>
<td>0.05</td>
<td>-0.07</td>
<td>0.56</td>
<td>207</td>
</tr>
<tr>
<td>M5</td>
<td>0.71</td>
<td>0.05</td>
<td>0.01</td>
<td>1.16</td>
<td>198</td>
</tr>
<tr>
<td>M9</td>
<td>0.73</td>
<td>0.05</td>
<td>-0.07</td>
<td>0.63</td>
<td>171</td>
</tr>
<tr>
<td>M13</td>
<td>0.69</td>
<td>0.12</td>
<td>-0.17</td>
<td>0.31</td>
<td>207</td>
</tr>
<tr>
<td>N9</td>
<td>0.78</td>
<td>0.05</td>
<td>-0.05</td>
<td>0.64</td>
<td>196</td>
</tr>
<tr>
<td>O7</td>
<td>0.81</td>
<td>0.04</td>
<td>0.02</td>
<td>0.77</td>
<td>179</td>
</tr>
<tr>
<td>Network</td>
<td>0.81</td>
<td>0.05</td>
<td>0.00</td>
<td>1.08</td>
<td>277</td>
</tr>
</tbody>
</table>

Table D.4: Same as Table 5.3, but for afternoon passes and MODIS LST Terra day.

<table>
<thead>
<tr>
<th>Station</th>
<th>R</th>
<th>ubRMSD [m^2/m^3]</th>
<th>bias [m^2/m^3]</th>
<th>slope s</th>
<th>N [days]</th>
</tr>
</thead>
<tbody>
<tr>
<td>E10</td>
<td>0.78</td>
<td>0.05</td>
<td>0.11</td>
<td>1.85</td>
<td>217</td>
</tr>
<tr>
<td>F6</td>
<td>0.75</td>
<td>0.05</td>
<td>-0.02</td>
<td>0.91</td>
<td>238</td>
</tr>
<tr>
<td>F11</td>
<td>0.85</td>
<td>0.04</td>
<td>0.07</td>
<td>1.20</td>
<td>218</td>
</tr>
<tr>
<td>H7</td>
<td>0.15</td>
<td>0.07</td>
<td>0.09</td>
<td>0.67</td>
<td>212</td>
</tr>
<tr>
<td>H9</td>
<td>0.83</td>
<td>0.10</td>
<td>-0.12</td>
<td>0.31</td>
<td>193</td>
</tr>
<tr>
<td>H13</td>
<td>0.60</td>
<td>0.05</td>
<td>0.02</td>
<td>0.78</td>
<td>210</td>
</tr>
<tr>
<td>J6</td>
<td>0.38</td>
<td>0.06</td>
<td>0.09</td>
<td>1.22</td>
<td>197</td>
</tr>
<tr>
<td>J3</td>
<td>0.47</td>
<td>0.06</td>
<td>0.12</td>
<td>1.49</td>
<td>230</td>
</tr>
<tr>
<td>J12</td>
<td>0.84</td>
<td>0.03</td>
<td>-0.12</td>
<td>1.01</td>
<td>201</td>
</tr>
<tr>
<td>J14</td>
<td>0.74</td>
<td>0.04</td>
<td>0.06</td>
<td>0.97</td>
<td>202</td>
</tr>
<tr>
<td>K4</td>
<td>0.64</td>
<td>0.06</td>
<td>0.10</td>
<td>2.33</td>
<td>238</td>
</tr>
<tr>
<td>K9</td>
<td>0.72</td>
<td>0.04</td>
<td>0.07</td>
<td>1.11</td>
<td>213</td>
</tr>
<tr>
<td>K10</td>
<td>0.85</td>
<td>0.04</td>
<td>0.09</td>
<td>1.54</td>
<td>208</td>
</tr>
<tr>
<td>K13</td>
<td>0.73</td>
<td>0.05</td>
<td>-0.08</td>
<td>0.63</td>
<td>226</td>
</tr>
<tr>
<td>L3</td>
<td>0.69</td>
<td>0.05</td>
<td>0.05</td>
<td>1.28</td>
<td>212</td>
</tr>
<tr>
<td>L7</td>
<td>0.80</td>
<td>0.05</td>
<td>-0.05</td>
<td>0.60</td>
<td>229</td>
</tr>
<tr>
<td>M5</td>
<td>0.68</td>
<td>0.05</td>
<td>0.03</td>
<td>1.15</td>
<td>210</td>
</tr>
<tr>
<td>M9</td>
<td>0.74</td>
<td>0.04</td>
<td>-0.04</td>
<td>0.65</td>
<td>193</td>
</tr>
<tr>
<td>M13</td>
<td>0.68</td>
<td>0.12</td>
<td>-0.13</td>
<td>0.36</td>
<td>232</td>
</tr>
<tr>
<td>N9</td>
<td>0.82</td>
<td>0.04</td>
<td>-0.03</td>
<td>0.70</td>
<td>231</td>
</tr>
<tr>
<td>O7</td>
<td>0.81</td>
<td>0.04</td>
<td>0.04</td>
<td>0.82</td>
<td>197</td>
</tr>
<tr>
<td>Network</td>
<td>0.79</td>
<td>0.05</td>
<td>0.03</td>
<td>1.22</td>
<td>315</td>
</tr>
</tbody>
</table>
### Table D.5: Same as Table 5.3, but for morning passes and MODIS LST Terra night.

<table>
<thead>
<tr>
<th>Station</th>
<th>R</th>
<th>ubRMSD [m^3/m^3]</th>
<th>bias [m^3/m^3]</th>
<th>slope s</th>
<th>N [days]</th>
</tr>
</thead>
<tbody>
<tr>
<td>E10</td>
<td>0.80</td>
<td>0.05</td>
<td>0.09</td>
<td>1.64</td>
<td>224</td>
</tr>
<tr>
<td>F6</td>
<td>0.79</td>
<td>0.05</td>
<td>-0.03</td>
<td>1.02</td>
<td>225</td>
</tr>
<tr>
<td>F11</td>
<td>0.82</td>
<td>0.05</td>
<td>0.04</td>
<td>1.14</td>
<td>227</td>
</tr>
<tr>
<td>H7</td>
<td>0.33</td>
<td>0.07</td>
<td>0.08</td>
<td>1.90</td>
<td>225</td>
</tr>
<tr>
<td>H9</td>
<td>0.77</td>
<td>0.10</td>
<td>-0.15</td>
<td>0.36</td>
<td>223</td>
</tr>
<tr>
<td>H13</td>
<td>0.72</td>
<td>0.05</td>
<td>0.00</td>
<td>0.97</td>
<td>224</td>
</tr>
<tr>
<td>I6</td>
<td>0.64</td>
<td>0.07</td>
<td>0.09</td>
<td>2.94</td>
<td>225</td>
</tr>
<tr>
<td>J3</td>
<td>0.58</td>
<td>0.06</td>
<td>0.10</td>
<td>1.58</td>
<td>229</td>
</tr>
<tr>
<td>J12</td>
<td>0.79</td>
<td>0.04</td>
<td>-0.14</td>
<td>0.93</td>
<td>231</td>
</tr>
<tr>
<td>J14</td>
<td>0.77</td>
<td>0.05</td>
<td>0.04</td>
<td>1.14</td>
<td>227</td>
</tr>
<tr>
<td>K4</td>
<td>0.65</td>
<td>0.06</td>
<td>0.08</td>
<td>2.21</td>
<td>232</td>
</tr>
<tr>
<td>K9</td>
<td>0.70</td>
<td>0.05</td>
<td>0.04</td>
<td>1.11</td>
<td>222</td>
</tr>
<tr>
<td>K10</td>
<td>0.81</td>
<td>0.05</td>
<td>0.07</td>
<td>1.45</td>
<td>224</td>
</tr>
<tr>
<td>K13</td>
<td>0.68</td>
<td>0.06</td>
<td>-0.11</td>
<td>0.62</td>
<td>238</td>
</tr>
<tr>
<td>L3</td>
<td>0.69</td>
<td>0.05</td>
<td>0.03</td>
<td>1.27</td>
<td>219</td>
</tr>
<tr>
<td>L7</td>
<td>0.79</td>
<td>0.05</td>
<td>-0.08</td>
<td>0.60</td>
<td>236</td>
</tr>
<tr>
<td>M5</td>
<td>0.71</td>
<td>0.06</td>
<td>0.02</td>
<td>1.26</td>
<td>225</td>
</tr>
<tr>
<td>M9</td>
<td>0.75</td>
<td>0.05</td>
<td>-0.07</td>
<td>0.70</td>
<td>225</td>
</tr>
<tr>
<td>M13</td>
<td>0.69</td>
<td>0.11</td>
<td>-0.16</td>
<td>0.32</td>
<td>230</td>
</tr>
<tr>
<td>N9</td>
<td>0.81</td>
<td>0.05</td>
<td>-0.05</td>
<td>0.68</td>
<td>234</td>
</tr>
<tr>
<td>O7</td>
<td>0.79</td>
<td>0.05</td>
<td>0.02</td>
<td>0.77</td>
<td>240</td>
</tr>
<tr>
<td>Network</td>
<td>0.79</td>
<td>0.05</td>
<td>0.00</td>
<td>1.08</td>
<td>308</td>
</tr>
</tbody>
</table>

### Table D.6: Same as Table 5.3, but for afternoon passes and MODIS LST Terra night.

<table>
<thead>
<tr>
<th>Station</th>
<th>R</th>
<th>ubRMSD [m^3/m^3]</th>
<th>bias [m^3/m^3]</th>
<th>slope s</th>
<th>N [days]</th>
</tr>
</thead>
<tbody>
<tr>
<td>E10</td>
<td>0.77</td>
<td>0.05</td>
<td>0.12</td>
<td>1.69</td>
<td>254</td>
</tr>
<tr>
<td>F6</td>
<td>0.77</td>
<td>0.05</td>
<td>-0.01</td>
<td>0.96</td>
<td>253</td>
</tr>
<tr>
<td>F11</td>
<td>0.82</td>
<td>0.05</td>
<td>0.07</td>
<td>1.24</td>
<td>253</td>
</tr>
<tr>
<td>H7</td>
<td>0.27</td>
<td>0.07</td>
<td>0.11</td>
<td>1.58</td>
<td>258</td>
</tr>
<tr>
<td>H9</td>
<td>0.80</td>
<td>0.12</td>
<td>-0.13</td>
<td>0.34</td>
<td>252</td>
</tr>
<tr>
<td>H13</td>
<td>0.70</td>
<td>0.06</td>
<td>0.03</td>
<td>1.13</td>
<td>247</td>
</tr>
<tr>
<td>I6</td>
<td>0.49</td>
<td>0.07</td>
<td>0.11</td>
<td>2.22</td>
<td>250</td>
</tr>
<tr>
<td>J3</td>
<td>0.64</td>
<td>0.06</td>
<td>0.13</td>
<td>2.06</td>
<td>252</td>
</tr>
<tr>
<td>J12</td>
<td>0.85</td>
<td>0.04</td>
<td>-0.11</td>
<td>1.11</td>
<td>254</td>
</tr>
<tr>
<td>J14</td>
<td>0.81</td>
<td>0.05</td>
<td>0.06</td>
<td>1.25</td>
<td>256</td>
</tr>
<tr>
<td>K4</td>
<td>0.64</td>
<td>0.06</td>
<td>0.11</td>
<td>2.52</td>
<td>259</td>
</tr>
<tr>
<td>K9</td>
<td>0.74</td>
<td>0.05</td>
<td>0.09</td>
<td>1.25</td>
<td>245</td>
</tr>
<tr>
<td>K10</td>
<td>0.86</td>
<td>0.05</td>
<td>0.10</td>
<td>1.65</td>
<td>253</td>
</tr>
<tr>
<td>K13</td>
<td>0.78</td>
<td>0.04</td>
<td>-0.08</td>
<td>0.74</td>
<td>263</td>
</tr>
<tr>
<td>L3</td>
<td>0.72</td>
<td>0.05</td>
<td>0.06</td>
<td>1.60</td>
<td>247</td>
</tr>
<tr>
<td>L7</td>
<td>0.81</td>
<td>0.05</td>
<td>-0.05</td>
<td>0.65</td>
<td>262</td>
</tr>
<tr>
<td>M5</td>
<td>0.67</td>
<td>0.06</td>
<td>0.04</td>
<td>1.28</td>
<td>246</td>
</tr>
<tr>
<td>M9</td>
<td>0.78</td>
<td>0.05</td>
<td>-0.04</td>
<td>0.79</td>
<td>244</td>
</tr>
<tr>
<td>M13</td>
<td>0.61</td>
<td>0.13</td>
<td>-0.14</td>
<td>0.35</td>
<td>261</td>
</tr>
<tr>
<td>N9</td>
<td>0.85</td>
<td>0.04</td>
<td>-0.02</td>
<td>0.78</td>
<td>249</td>
</tr>
<tr>
<td>O7</td>
<td>0.81</td>
<td>0.04</td>
<td>0.04</td>
<td>0.81</td>
<td>255</td>
</tr>
<tr>
<td>Network</td>
<td>0.81</td>
<td>0.05</td>
<td>0.04</td>
<td>1.27</td>
<td>329</td>
</tr>
</tbody>
</table>
Appendix E

Additional results of passive and active microwave vegetation parameters

E.1 Differences in MT-DCA retrievals

Figure E.1 displays the histogram and map of $\text{VOD}_{\text{MT}}$ differences between consecutive retrievals over the same M-cell of the SMAPVEX12 domain.

Figure E.1: Histogram (left) and map (right) of $\text{VOD}_{\text{MT}}$ differences between consecutive retrievals over the same M-cell of the SMAPVEX12 domain.
Appendix E. Additional results of passive and active microwave vegetation parameters

Figure E.2 displays the histogram and map of $S_{MT}$ differences between the two retrievals over the same M-cell of the SMAPVEX12 domain.

![Histogram and map of $S_{MT}$ differences](image)

**Figure E.2:** Histogram (top) and map (bottom) of $S_{MT}$ differences between the two retrievals over the same M-cell of the SMAPVEX12 domain.

### E.2 Passive and active vegetation parameters

Figure E.3 shows time-series of $\sigma_{HV}$ (top) and RVI (bottom) over the SMAPVEX12 domain along time.

![Time-series of $\sigma_{HV}$ and RVI](image)

**Figure E.3:** Measured $\sigma_{HV}$ (top) and RVI (bottom) over the SMAPVEX12 domain along time. The color bar indicates the agricultural fraction within each M-cell.
Maps of retrieved static $\omega_{MT}$ (top) and the temporal mean of $\sigma_{HV}$ (middle) and RVI (bottom) over the SMAPVEX12 domain are shown in Fig. E.4.

**Figure E.4:** Maps of retrieved static $\omega_{MT}$ (top) and the temporal mean of $\sigma_{HV}$ (middle) and RVI (bottom) over the SMAPVEX12 domain.
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