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Abstract 

A new technique for segmenting and tracking human 
faces in video sequences is presented. The technique 
relies on morphological tools such as connected 
operators to extract the connected component that more 
likely belongs to a face and partition projection to truck 
this component through the sequence. A Binary Partition 
Tree (BPT) is used to implement the connected operator. 
The BPT is constructed based on chrominance criteria 
and its nodes are analyzed so that the selected node 
maximizes an estimation of the likelihood of being part 
of a face. The tracking is performed using a partition 
projection approach. Images are divided into face and 
non-face parts, which are tracked through the sequence. 
The technique has been successfully assessed using 
several test sequences from the MPEG-4 (raw format) 
and the MPEG-7 databases (MPEG-1 format). 

1. Introduction 

Human face location is a key issue for many 
applications [ 11. Currently, activities carried out in the 
MPEG-4 and MPEG-7 standardization processes require 
not only the face location, but its segmentation and 
tracking; that is, obtaining its actual shape in consecutive 
frames. A common approach to face detection is that of 
view based eigenspaces [2, 41. In previous works [6, 7, 
91, this approach has been extended to directly deal with 
regions. This has been done by defining connected 
operators that, using different implementation [3, 81, 
allow the merging of flat zones up to creating and 
detecting region(s) containing the face(s) in the scene. 

Here, we present a new technique that improves the 
face segmentation step presented in previous related 
works. The connected operator is implemented using a 
Binary Partition Tree and improvements are associated to 
a new definition of the decision criterion and a better 
analysis of the tree, enabling the correct detection of 

yielding a more accurate and less complex tracking 
technique. 

The structure of the paper is as follows. After this 
introduction, Section 2 presents the concept of connected 
operator and describes the way in which they can be 
applied in face segmentation. Section 3 is devoted to the 
description of the face-tracking algorithm. Finally, 
conclusions are given in Section 4. 

2. Face segmentation using connected 
operators 

Definition: An operator F()  acting on gray level 
functions is connected if, for any functionf, the partition 
of flat zones off is finer than the partition of flat zones of 

Thus, a connected operator acts by merging flat zones 
of the image (zones with constant gray value). This way, 
a connected operator preserves the original contours of 
the image, simplifies the image and does not create new 
contours in it. 

In the proposed technique, connected operators are first 
used to avoid working at pixel level. Thus, as first step, 
the image is simplified and color homogeneous regions 
are created. Color information is used to achieve more 
accurate contours. The set of flat zones that define the 
simplified image creates a partition of the image space. 
The face component will be obtained as a union of 
regions belonging to this initial partition. Figure 1 shows 
an example of this type of initial partition. 

FGf). 

several faces in the scene. In-addition, faces are tracked 

projection. The improvements in the segmentation step 
have been incorporated to the tracking algorithm, 

Figure 1. Original image (frame #O of Akiyo) and 

face are highlighted 

using a method based On the concept Of partition example of initial where regions forming the 
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The connected operator used to simplify the original 
image uses color and contour information. A scalar space 
is created by computing an Euclidean weighted distance 
in the (y, U, v) color space, which is combined with 
contour information to actually decide which regions (flat 
zones) are to be merged. In it, smooth contours are 
prioritized since they usually conform better to real 
objects. 

The selection of the union of initial regions that forms 
the face could be carried out by computing, for each 
region and possible union of regions, an estimation of 
their likelihood to belong to a face. This procedure is 
cumbersome and, as it will be described in Section 2.1, a 
simplified technique has been implemented. Figure 2. Binary Partition Tree obtained from the 

partition of Figure 1. 
2.1. Creation of the Binary Partition Tree 

2.2. Analysis of the Binary Partition Tree 
The basic concept relies on the general merging 

strategy for connected operators proposed in [3]. In it, a 
merging algorithm is defined by a merging order, a 
merging criterion and a region model, and the merging 
order and criterion are assumed to be independent. An 
efficient way to implement some of these connected 
operators uses the concept of Binary Partition Tree (BPT) 
[SI. Given a partition, where the size of the regions can 
be as small as a single pixel, a region merging order is 
defined. This merging order is based on a similarity 
measure between regions and regions are merged by 
pairs. The merging sequence that is obtained is 
represented by a BPT. In it, leaves are related to the 
regions in the original partition, nodes are associated to 
the various regions created during the merging process 
and, therefore, links connect two merging nodes. 

Once the merging order has been established, the BPT 
is analyzed and the merging criterion is assessed at each 
node. The merging order proposes a set of region unions 
to the merging criterion. Then, the merging criterion 
takes the final decision whether two regions have to be 
merged or not. This strategy is useful in a large set of 
applications [SI and, specially, if a complex merging 
criterion is applied which may imply a large 
computational load. 

In the current application, the measure used in the 
merging order is chrominance similarity. Since faces 
contain regions that are homogeneous in chrominance, 
the merging order is computed using the region 
similarity in the (U, v) color components. The merging 
order is established up to only one region remains and 
the merging sequence is then analyzed. Figure 2 presents 
the BPT of the partition in Figure 1. 

The distance proposed in [4] is used as merging criterion 
and, thus, computed at the nodes of the BPT. A face class 
(Q) is created relying on a database of normalized face 
images (N-dimensional vectors). For each region, an N- 
dimensional vector representing the scaled version of the 
region x, is constructed, in order to be able to detect faces 
of any size. The class membership of an imagex, is 
modeled as a unimodal gaussian density function: 

exp 1- 1 / 2 (x, - a) c-' (x, - z)] 
P ( x , / Q )  = 

( 2 n y  * 
where yi are the projections of xi over the M principal 
components and A are the M principal eigenvalues, with 
M<<N. Moreover, p is the average of the N-M remaining 
eigenvalues and€ '0 is the residual reconstruction error: 

N M 

& * ( X , . / a )  = cy: =JJx,, - q - c y i '  
i = M t 1  i=l 

To compute and evaluate all possible scaled versions 
of a given region is not feasible. Therefore, an auxiliary 
image is created and two possible scaled versions are 
computed: horizontal and vertical normalization with 
respect to the images in the database. 

Since different scaling is necessary for each node in 
the BPT, the distance at a given node cannot be 
computed relying on the distances of its children nodes. 
To reduce the computational load, some nodes and even 
sub-trees are pruned based on size and color criteria. In 
the BPT of Figure 2, the sub-tree associated to node 2 has 
been pruned. These regions represent the blue screen on 
the top-right corner of the image that, very unlikely, may 
be part of a face. The analysis of the BPT shown in 
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Figure 2 leads to the selection of node 1. That is, node 1 
is the region present in the BPT that maximizes the 
likelihood of being a part of a face. The region associated 
to this node is shown in Figure 3.a. 

2.3 Face Refinement 

The selected node may lack of some regions that form 
the face. The use of a merging process based on a 
chrominance criterion allows the simplification of the 
face segmentation procedure. However, it does not ensure 
that the optimum region (in the sense of the likelihood) 
is present as a node in the BPT. Nevertheless, once the 
core components have been detected, a refinement step 
can be applied to completely extract the face information, 
without largely increasing thecomputational load. 

This refinement is performed in two steps. First, 
geometrical information about the type of region that is 
to be obtained is introduced. The second step is based on 
the same merging algorithm used for obtaining the core 
face component. Nevertheless, here the BPT is not used 
and the analysis is constrained to merging the detected 
face component with its neighbor regions. The face 
component usually contains a large area of the face and 
the necessary scaling for analyzing the different possible 
mergings can be therefore fixed. This allows for speeding 
up the algorithm since, in this case, the distances to be 
computed for the different possible unions can be 
computed recursively. Figure 3.b shows the final face 
region yield by the refinement algorithm. A second 
example is presented in Figure 3.c and 3.d, which 
represent an original image of the Foreman sequence, 
and the face component finally detected, respectively. 

I I 

a b 

C d 

Figure 3. Examples of face detection. 

3. Face Tracking Using Partition Projection 

Once the face partition is obtained. in the first image, it 
is used for tracking the face segment through the 
sequence. The face partition is not directly used for 
tracking purposes since its regions do not fulfill any fixed 
motion or spatial homogeneity. tnstead, the partition 
defined by the leaves of the BPT is used since it 
guarantees the color homogeneity of each region (the so- 
called texture partition) [ 5 ] .  The face in the current 
frame is obtained by tracking the texture partition using 
a partition projection approach [6]. An example of this 
approach is presented in Figure 4. 

3.1 Partition Projection 

The texture partition of the previous image is projected 
into the current frame to obtain the texture partition at 
the current image. The projection is done in two steps. 
First, the motion between the previous and current 
images is estimated and the previous texture partition is 
motion compensated. A backward block-matching 
algorithm is used in this step. Other motion estimation 
techniques have been tested, leading to similar results 
while increasing the computational time. Compensated 
regions are used as markers giving an estimate of the 
region positions in the current image. Second, motion 
compensated markers are fitted to a fine segmentation of 
the current image which contains its real boundaries. 
This partition is said to be fine because it contains a large 
number of regions typically, about 1000 for QCIF 
images. The fine partition is obtained using very strict 
color homogeneity criteria that ensure the presence of all 
contours in the scene. 

The fitting process involves geometrical, color and 
structural information. First, all regions from the fine 
partition that are totally covered by a motion 
compensated marker receive its label. This step provides 
with a first estimate of the position of previous regions in 
the current image. A second step that merges neighbor 
regions to those already labeled is then applied. In this 
step both geometrical as well as color information is 
used. The color information of the regions that are not 
totally covered is then analyzed. These regions are 
labeled if their distance to the compensate markers in the 
color space is small. The color distance that is used is 
that described in Section 2: 

’ 

where x represents the region being analyzed and c the 
compensate marker. 
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Figure 4. Example of face tracking. 

After the two previous steps, some parts of the current 
image may not have been assigned yet to any region from 
the previous partition. In this application, since the final 
goal is to obtain the face segment special mechanisms for 
assigning these areas are used. Regions from the fine 
partition can be assigned to the face segment if they are 
largely covered by compensated markers belonging to the 
face region in the previous image or if they totally 
surrounded by regions labeled as belonging to the face. 

After this step, some uncertainty area may remain; that 
is, regions from the fine partition may have not been yet 
assigned. Relying on the classification carried out in the 
previous image, the current image is divided into three 
components after the fitting process: area that sure 
belongs to the face, area that sure does not belong to the 
face and uncertainty area. 

3.2 Face refinement 

A refinement process similar to that of Section 2.3 is 
used to obtain the final face. The union of each region 
forming the uncertainty area with the already detected 
face area is analyzed. A region is added when the union 
increases the likelihood of belonging to a face. This 
approach improves the generic tracking technique 
proposed in [5] since it includes semantic information in 
the tracking process. 

In order to speed up the algorithm, the scaling of the 
different region unions for computing the likelihood to 
belonging to a face is carried out only once. This is done 
by taking as size for the scaling the union of the face and 
uncertainty area. Figure 5 presents the results of tracking 
the face present in the Foreman sequence using this 
technique. 

I 1 1  I 

Figure 5. Face tracking in Foreman (WO and #148). 

4. Conclusions 

The proposed face segmentation and trachng method 
has been successfully assessed on a large number of test 
sequences from the MPEG-4 database (raw format) as 
well as from the MPEG-7 database (MPEG-1 format). 

In these experiments, the face class ($2) has been 
formed using the Olivetti database, which only contains 
frontal images. Hence the relevance of being able to track 
the segmented faces in the case of non-frontal images. 
This is due to the fact of using a projection that provides, 
for each frame, a good first estimate of the face position. 
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